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1 Introduction

Throughout the paper we use the standard notations N, N0, Z, R, C for the sets of all

natural numbers, nonnegative integers, integers, real numbers, and complex numbers,

respectively. If l,m ∈ Z, then instead of using the notation l ≤ s ≤ m, s ∈ Z, we simply

write s = l,m and understand that the variable s belongs to Z.

If f is a self-mapping of a set X, then by f [0](x) we denote the identity map f (x) = x, x ∈ X,

whereas by f [k](x), where k ∈N, we denote the iterated composition

f [k](x) := f
(
f
(
· · · f︸ ︷︷ ︸

k times

(x) · · ·
))

for x ∈ X, consisting of the composition of k functions each of which is equal to the given

function f .

One of the first studied problems connected to recursive relations/difference equations

was finding closed-form formulas for their solutions. First results on the problem was

obtained at the beginning of the eighteenth century by de Moivre [7, 8] and Bernoulli

[4] for the case of homogeneous linear difference equations with constant coefficients.

The investigation was continued by Euler [9] and to a larger extent by Lagrange (see,

e.g., [12, 13]). Some information on classical solvable difference equations can be found in

many classical books on calculus of finite differences or difference equations, for example,

in [5, 10, 11, 15–17, 19], whereas some information on recently studied solvable differ-

ence equations and systems of difference equations and their invariants can be found, for

example, in [3, 20–23, 25–35], as well as in the related references quoted therein.

Another important figure in the investigation of solvability of difference equations and

systems of difference equations of one or several independent variables was Laplace.
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Among other things, he also noticed that some one-dimensional difference equations

which have forms of somewell-known trigonometric formulas are solvable in closed form.

One of the difference equations appearing in [14] is the following nonlinear equation of

first order:

xn+1 = x2n – 2, n ∈N0. (1)

Laplace wrote the initial value x0 in the form a+ 1
a
(such an a can be found for any x0 ∈C),

and based on calculations of the first few members of the sequence concluded that

xn = a2
n
+

1

a2
n , n ∈N0. (2)

The closed-form formula in (2) can be regarded as a form of general solution to Eq. (1).

By using the linear change of variables

xn = 2yn, n ∈N0, (3)

Equation (1) is transformed to the following one:

yn+1 = 2y2n – 1, n ∈N0. (4)

Equation (4) can be found inmany books. Bearing inmind the simple relation (3) between

solutions to Eqs. (1) and (4), it is highly expected that Eq. (4) was also known to Laplace

and some other mathematicians of that period of time. Note that Eq. (4) is similar to the

well-known double-angle identity for the cosine,

cos2x = 2 cos
2 x – 1.

This observation naturally suggests that the substitution

yn = cos zn, n ∈ N0, (5)

is used in dealing with Eq. (4). Therefore, the equation is of cosine-type, as well as its

relative (1).

It seems that difference equations (1) and (4) were among the first nonlinear equations

for which some closed-form formulas of their general solutions were found.

The difference equation

xn+1 = x3n – 3xn, n ∈N0, (6)

can be also found in some problem books and those dealing with sequences or difference

equations. Convergence of solutions to the equation can be studied in several ways. An

interesting fact is that Eq. (6) can be also solved in closed form in the same way as Laplace

did for the case of Eq. (1), that is, by taking x0 = a + 1
a
, calculating the first few members

of the sequence, and guessing a formula for general solution to the equation, which can
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be verified, say, by the method of induction. But, unlike the case of Eq. (1) the use of the

method is less obvious and requires more experience.

The above-mentioned facts together with our recent studies of some difference equa-

tions and systems of difference equations related to the hyperbolic cotangent function

(see, e.g., [29–31] and the related references therein), which are related to some product-

type ones (see, e.g., [33–35]), motivated us to construct a sequence of solvable difference

equations in closed form extending Eqs. (1) and (6) in a natural way, and to present their

solutions in all possible cases.

Therefore, in [32] we have recently conduced a detailed analysis of connections between

the quantity a + 1
a
and polynomials. By using the analysis the following result was proved

therein (it should be folklore, but it seems not to have been published in this form in the

literature).

Theorem 1 Consider the difference equation

xn+1 = Pk(xn), n ∈ N0, (7)

where k ∈N \ {1} and Pk is the polynomial given by

Pk(t) =

(
t +

√
t2 – 4

2

)k

+

(
t –

√
t2 – 4

2

)k

. (8)

Then the following statements hold:

(a) If x0 ∈C is given by

x0 = a +
1

a
, (9)

then the solution to Eq. (7) with the initial value x0 is given by

xn = ak
n
+

1

ak
n ,

for n ∈N0.

(b) If x0 ∈ R is such that x0 ≥ 2, then the solution to Eq. (7) with the initial value x0 is

given by

xn =

(x0 +
√
x20 – 4

2

)kn

+

(x0 +
√
x20 – 4

2

)–kn

,

for n ∈N0.

(c) If x0 ∈R is such that x0 ≤ –2, then the solution to Eq. (7) with the initial value x0 is

given by

xn =

(
Pk(x0) –

√
(Pk(x0))2 – 4

2

)kn–1

+

(
Pk(x0) –

√
(Pk(x0))2 – 4

2

)–kn–1

, (10)

for n ∈N.
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(d) If |x0| ≤ 2 and x0 = 2 cos θ for some θ ∈ [0, 2π ), then the solution to Eq. (7) with the

initial value x0 is given by

xn = 2 cos
(
knθ

)
, n ∈N0.

Remark 1 Wewant to say that in [32]wasmade aminor oversight, and use the opportunity

to explain how it should be corrected. Namely, instead of Eq. (10), in [32, Theorem 1] is

written the following one:

xn =

(x20 – 2 – x0

√
x20 – 4

2

)kn–1

+

(x20 – 2 – x0

√
x20 – 4

2

)–kn–1

, n ∈N,

which is only true for k = 2, that is, instead of Pk(x0) is written P2(x0) = x20 – 2. The same

oversight was made in Propositions 1–4 therein, where instead of P2(x0) should have been

used Pj(x0), j = 3, 6, respectively, in the corresponding special cases of Eq. (10).

Remark 2 Note also that since the following relation holds:

Pk(x0) –
√
(Pk(x0))2 – 4

2
=

(
Pk(x0) +

√
(Pk(x0))2 – 4

2

)–1

.

Equation (10) can also be written it the following form:

xn =

(
Pk(x0) +

√
(Pk(x0))2 – 4

2

)kn–1

+

(
Pk(x0) +

√
(Pk(x0))2 – 4

2

)–kn–1

,

for n ∈N.

One of the main points in [32] is the fact that the polynomial Pk satisfies the following

relation:

Pk

(
a +

1

a

)
= ak +

1

ak
,

for every a ∈C \ {0}, and for each k ∈N.

This property of the polynomial Pk considerably helps in finding closed-form formulas

for the solutions to the equations in (7). The forms of the solutions in Theorem 1 show that

they are related to the cosine and hyperbolic cosine functions. One can construct other

types of difference equations whose solutions are cosine of some sequences by using other

trigonometric relations containing the function (see, e.g., [5, p.169]).

Another important feature of the sequence of polynomials Pk , k ∈ N, is that there is

a recursive relation of second order which is satisfied by them. Moreover, the recursive

relation is solvable in closed form. By using the recursive relation it was obtained the rep-

resentation of the polynomials given in (8) (at first sight the representation does not look

like a polynomial, but by using the binomial formula and some simple calculations it is not

difficult to see that it really produces some polynomials).

Motivated by all the facts above mentioned, and by the importance of the quantity a+ 1
a

in the investigation in [32], it is natural to see what can be obtained if we use the following

related quantity: a– 1
a
, instead of a+ 1

a
. This note is devoted to investigating of the problem.
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Ourmain aimhere is to obtain a family/sequence of first order sine-type difference equa-

tions solvable in closed form in a constructive way, and present general solution to each

of the equations.

2 Main results

This section presents a detailed analysis which leads to a construction of a sequence of

polynomials which will be effectively employed in the main result of this note. It is shown

that the sequence of polynomials satisfies a recursive relation of second order which, sim-

ilar to the case of the polynomials defined in Theorem 1, can be also solved in closed form.

After the construction of the sequence of polynomials we present and prove the main re-

sult in this note, on the existence of a sequence of sine-type difference equations of first

order which are also solvable in closed form.

2.1 Construction of a sequence of polynomials

Our considerations in [32] essentially started from the following simple relation:

z2 +
1

z2
=

(
z +

1

z

)2

– 2, z ∈C \ {0}, (11)

which was used by Laplace in [14]. Based on the relation and few other related ones, in

[32] we shown that important things in the study therein were some relations between the

functions

f (z) = z +
1

z
(12)

and

fk(z) = zk +
1

zk
, k ∈N.

The function in (12), bywhich the initial value x0 inTheorem1 is represented, is frequently

applied in various fields of mathematics. For example, in solving polynomial equations

(see, e.g., [2, p.27]), and in conformal mappings (see, e.g., [1]). Recall that cos z and cosh z,

which are some of the basic analytic functions are defined by using the function.

In a majority of cases in the scientific literature, along with cosine and hyperbolic cosine

functions, one considers simultaneously their counterparts, that is, the sine and hyper-

bolic sine functions. Unlike cos z and cosh z, these two functions are defined by using the

function

g(z) = z –
1

z
. (13)

However, unlike the case of functions f (z) and f (z2), where according to (11), the following

very useful relation exists:

f
(
z2

)
= f 2(z) – 2,

there is no such a useful relation between the functions g(z) and g(z2). Note that

g2(z) = f
(
z2

)
– 2. (14)
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On the other hand, there is a useful relation between g(z) and g(z3). Indeed, since

(
z –

1

z

)3

= z3 – 3z +
3

z
–

1

z3
,

we have

g
(
z3

)
= z3 –

1

z3
=

(
z –

1

z

)3

+ 3

(
z –

1

z

)
= g3(z) + 3g(z). (15)

Further, note that

(
z –

1

z

)4

= z4 – 4z2 + 6 –
4

z2
+

1

z4
,

from which along with (14) it follows that

f
(
z4

)
= z4 +

1

z4
=

(
z –

1

z

)4

+ 4

(
z –

1

z

)2

+ 2 = g4(z) + 4g2(z) + 2, (16)

which is a relation between f (z4) and g(z). However, similar to Eq. (14), the relation in (16)

is also not very useful for our present investigation.

Further, we also have

(
z –

1

z

)5

= z5 – 5z3 + 10z –
10

z
+

5

z3
–

1

z5
,

from which along with (15) it follows that

g
(
z5

)
= z5 –

1

z5
=

(
z –

1

z

)5

+ 5

(
z –

1

z

)
= g5(z) + 5g3(z) + 5g(z), (17)

which is a relation between g(z) and g(z5).

From (15) and (17) we have

g(z) =Q1

(
g(z)

)
,

g
(
z3

)
=Q2

(
g(z)

)
, (18)

g
(
z5

)
=Q3

(
g(z)

)
,

where

Q1(t) = t,

Q2(t) = t3 + 3t, (19)

Q3(t) = t5 + 5t3 + 5t.

By using the method of induction it can be proved that

g
(
z2k–1

)
=Qk

(
g(z)

)
, k ∈N, (20)
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for some polynomials Qk(t) of the following form:

Qk(t) = t2k–1 + (2k – 1)t2k–3 +

k–2∑

j=1

ajt
2j–1, (21)

where it seems not quite easy to calculate the coefficients aj, j = 1,k – 2, in this way.

To present the polynomials Qk(t) in a better form for applications in this note, we use

here our idea in [32] on finding a recursive relation which these polynomials satisfy.

Now note that

(
z2k–1 –

1

z2k–1

)(
z2 +

1

z2

)
= z2k+1 –

1

z2k+1
+ z2k–3 –

1

z2k–3
,

from which along with (14) and (20) it follows that

Qk+1

(
g(z)

)
=

(
Q2

1

(
g(z)

)
+ 2

)
Qk

(
g(z)

)
–Qk–1

(
g(z)

)
,

for k ≥ 2.

Hence, the sequence of polynomialsQk(t), satisfies the following second order recursive

relation:

Qk+1(t) =
(
t2 + 2

)
Qk(t) –Qk–1(t), (22)

for k ≥ 2.

By using relation (22) and the first two (initial) conditions in (19), we can find any mem-

ber of the sequenceQk(t). Moreover, Eq. (22) is solvable in closed form as a homogeneous

second order linear difference equation (for a fixed t it is a difference equation with con-

stant coefficients).

The polynomial

P̂2(λ) = λ
2 –

(
t2 + 2

)
λ + 1

is the characteristic one associated to Eq. (22), and the (characteristic) zeros of the poly-

nomial are

λ1 =
t2 + 2 + t

√
t2 + 4

2
and λ2 =

t2 + 2 – t
√
t2 + 4

2
. (23)

Hence, by a well-known theorem general solution to the difference equation (22) has the

following form:

Qk(t) = c1

(
t2 + 2 + t

√
t2 + 4

2

)k

+ c2

(
t2 + 2 – t

√
t2 + 4

2

)k

, (24)

for k ∈N, where c1 and c2 are arbitrary constants.
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From (19) and (24) with k = 1, 2, we obtain the following two-dimensional linear system

of algebraic equations:

c1

(
t2 + 2 + t

√
t2 + 4

2

)
+ c2

(
t2 + 2 – t

√
t2 + 4

2

)
= t,

c1

(
t2 + 2 + t

√
t2 + 4

2

)2

+ c2

(
t2 + 2 – t

√
t2 + 4

2

)2

= t3 + 3t.

(25)

The determinant of system (25) is

� =

∣∣∣∣∣∣∣

t2+2+t
√
t2+4

2
t2+2–t

√
t2+4

2(
t2+2+t

√
t2+4

2

)2 (
t2+2–t

√
t2+4

2

)2

∣∣∣∣∣∣∣
= –t

√
t2 + 4.

Hence, after some calculations, we have

c1 =
1

�

∣∣∣∣∣∣∣

t t2+2–t
√
t2+4

2

t3 + 3t

(
t2+2–t

√
t2+4

2

)2

∣∣∣∣∣∣∣
= λ2

√
t2 + 4 + t

2
(26)

and

c2 =
1

�

∣∣∣∣∣∣∣

t2+2+t
√
t2+4

2
t(

t2+2+t
√
t2+4

2

)2

t3 + 3t

∣∣∣∣∣∣∣
= –λ1

√
t2 + 4 – t

2
. (27)

By using (26) and (27) in Eq. (24), as well as Vieta’s formulas, it follows that

Qk(t) =

√
t2 + 4 + t

2

(
t2 + 2 + t

√
t2 + 4

2

)k–1

–

√
t2 + 4 – t

2

(
t2 + 2 – t

√
t2 + 4

2

)k–1

, (28)

for k ∈N.

2.2 A sequence of solvable sine-type difference equations

Now after the construction of polynomials Qk(t), k ∈ N, which has been done in the pre-

vious subsection, we are in a position to state and prove our main result on the existence

of a sequence of sine-type difference equations of first order which are solvable in closed

form.

Theorem 2 Consider the difference equation

xn+1 =Qk(xn), n ∈N0, (29)

where k ∈ N \ {1} and the polynomial Qk is given by (28). Then the following statements

hold:
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(a) If x0 ∈C, then the solution to Eq. (29) with the initial value x0 is given by

xn =

(x0 +
√
x20 + 4

2

)(2k–1)n

+

(x0 –
√
x20 + 4

2

)–(2k–1)n

, (30)

for n ∈N0.

(b) If

x0 = 2i sin θ (31)

for some θ ∈ [0, 2π ), then the solution to Eq. (29) with the initial value x0 is given by

xn = 2i sin
(
(2k – 1)nθ

)
, n ∈ N0. (32)

Proof (a) First note that for each x0 ∈C there is a such that the relation

x0 = a –
1

a
(33)

holds.

Indeed, from (33) we have a2 – x0a – 1 = 0, from which it follows that

a1 =
x0 +

√
x20 + 4

2
and a2 =

x0 –
√
x20 + 4

2
. (34)

Let a := a1. Then, from Eq. (29) and by a simple inductive argument, we have

xn =Qk(xn–1) =Q
[n]
k (x0), (35)

for n ∈N0.

By using Eq. (20) in (35) we have

xn =Q
[n]
k

(
g(a)

)
=Q

[n–1]
k

(
Qk

(
g(a)

))
=Q

[n–1]
k

(
g
(
a2k–1

))
,

for n ∈N.

By using a similar argument and the method of mathematical induction it is shown that

xn = g
(
a(2k–1)

n)
,

for n ∈N, that is, we have

xn = a(2k–1)
n
–

1

a(2k–1)
n , n ∈N0. (36)

From (34), (36) and since

1

a
= –

x0 –
√
x20 + 4

2



Ahmed et al. Advances in Difference Equations        ( 2021)  2021:194 Page 10 of 11

we have

xn =

(x0 +
√
x20 + 4

2

)(2k–1)n

–

(
–
x0 –

√
x20 + 4

2

)–(2k–1)n

, (37)

for n ∈N0.

From Eq. (37) and since 2k – 1 is an odd natural number, Eq. (30) easily follows.

(b) Since (31) holds for some θ ∈ [0, 2π ), then we have a = eiθ . Employing this in Eq. (36)

we have

xn = eiθ (2k–1)
n
– e–iθ (2k–1)

n
, n ∈N0,

from which Eq. (32) easily follows. �

Remark 3 Unlike the sequence of polynomials (Pk)k∈N which are closely related to Cheby-

shev polynomials ([6, 18, 24]), the sequence (Qk)k∈N seems much less known to a wider

audience. But it might be known to some specialists on polynomials and related topics.

Our literature investigation shows that the polynomials (Pk)k∈N are connected to the poly-

nomials that commute under composition (see, e.g., [36, Problem 251]).
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