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NOTES ON LIMITS OF SOBOLEV SPACES
AND THE CONTINUITY OF INTERPOLATION SCALES

MARIO MILMAN

Abstract. We extend lemmas by Bourgain-Brezis-Mironescu (2001), and
Maz’ya-Shaposhnikova (2002), on limits of Sobolev spaces, to the setting of
interpolation scales. This is achieved by means of establishing the continuity
of real and complex interpolation scales at the end points. A connection to
extrapolation theory is developed, and a new application to limits of Sobolev
scales is obtained. We also give a new approach to the problem of how to
recognize constant functions via Sobolev conditions.

1. Introduction

Bourgain-Brézis-Mironescu [5] (see also [6]) have recently proved, among other
results, that for any smooth bounded domain Ω ⊂ R

n, f ∈ W 1,p(Ω), 1 ≤ p < ∞,

(1.1) lim
s→1

(1 − s)1/p

{∫
Ω

∫
Ω

|f(x) − f(y)|p

|x − y|n+sp dxdy

}1/p

∼ ‖∇f‖Lp(Ω) .

This result was later complemented by Maz’ya and Shaposhnikova [27] who
showed that for f ∈

⋃
s∈(0,1) W s,p

0 (Rn), 1 ≤ p < ∞, we have

(1.2) lim
s↓0

s1/p ‖f‖W s,p
0 (Rn) = C ‖f‖Lp(Rn) ,

where C is a constant1 independent of f . Here W s,p
0 (Rn) is the closure of C∞

0 (Rn)
in the norm

(1.3) ‖f‖W s,p
0 (Rn) =

{∫
Rn

∫
Rn

|f(x) − f(y)|p

|x − y|n+sp dxdy

}1/p

,

while the space W 1,p
0 (Rn) is the closure of C∞

0 (Rn) in the norm

‖f‖W 1,p
0 (Rn) = ‖∇f‖Lp(Rn) .

The method of [5] relies on mollifiers,2 while the proof in [27] is based on sharp
forms of Hardy inequalities. The purpose of this note is to understand these results
from the point of view of interpolation theory. In our setting both (1.1) and (1.2)
are simple consequences of a continuity principle for real interpolation scales which
we establish in Theorem 1 below.
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1Actually they give a precise value C = 21/pp−1/p

∣∣Sn−1
∣∣1/p

.
2Another proof of (1.1), using an argument close in spirit to ours, but restricted to Besov

spaces, is given in [24].
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3426 MARIO MILMAN

We think that the interest in the interpolation method we develop here lies
in the fact that, in this more general framework, it is easier to formulate and
establish similar results not only for more general Sobolev spaces generated using
suitable semigroups (cf. (3.8) and (3.9) below), but for other scales of spaces as
well. Moreover, connecting these ideas with extrapolation theory [19], we can also
consider limits of interpolation spaces with prescribed decay obtaining results of
the following type (cf. Example 2 below):

(1.4) lim
s→0

{∫
Ω

∫
Ω

|f(x) − f(y)|
|x − y|n+sp

p

dxdy

}1/p

∼ ‖f‖Dinip(Ω) .

Using our approach we also get a new perspective on recent results in [6]3 on
how to recognize constant functions using Sobolev conditions. In our theory these
results simply correspond to the statement that certain limiting interpolation spaces
are trivial (see section 5).

The paper is organized as follows. In section 2 we establish the continuity of
the real method (subsection 2.1) and the complex method (subsection 2.2) at the
end points. These results are then used to derive the Bourgain-Brézis-Mironescu-
Maz’ya- Shaposhnikova formulae in section 3. The new limiting result (1.4) is then
derived in section 4 using extrapolation, and in the final section (section 5) we
give our interpretation of the problem on how to recognize constant functions using
interpolation scales. A reader mainly interested in (1.1) and (1.2) can move directly
from Theorem 1 in subsection 2.1 to sections 3 and 4, while a reader interested
mainly in interpolation theory may be especially interested in section 2.

2. Continuity of real and complex interpolation scales

at the end points

In this section, which is divided into three parts, we establish the continuity of
the real method (subsection 2.1) and the complex method (subsection 2.2) at the
end points.4 In subsection 2.3 we indicate connections with extrapolation theory
(cf. [19]) and the problem of computing the distance between interpolation spaces
in a given scale (cf. [23]).

2.1. The real method. Let �X = (X0, X1) be a given pair of compatible Banach
spaces,5 and let 0 < s < 1, q ∈ [1,∞]. In the classical literature of interpolation
theory (cf. [4], [3], [25]) the real interpolation scale �Xs,q is defined by:

�Xs,q = {f : f ∈ X0 + X1 s.t. |f | �Xs,q
< ∞},

where

(2.1) |f | �Xs,q
=

{∫ ∞

0

(
t−sK(t, f ; �X)

)q dt

t

}1/q

,

and the “K−functional” is defined by

(2.2) K(t, f ; �X) = inf{‖f0‖X0
+ t ‖f1‖X1

: f = f0 + f1, fi ∈ Xi, i = 0, 1}.

3We are very grateful to Haim Brézis for making his preprint [6] available to us.
4Although we give a separate treatment for each of these methods, we should note that the

method of proof we give for the complex method, combined with the results of [12], give a unified
approach to the real (in its J−method formulation) and complex methods. See Remark 8 below.

5We refer the reader to [4] for background on interpolation theory.
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Although the norm (2.1) is, in a suitable sense, continuous for s ∈ (0, 1), it is
not continuous at the end points. In fact note that

X0 = (X0, X0)s,q;K

with
‖x‖X0

= (sq(1 − s))1/q |x|(X0,X0)s,q;K

(see [4], Theorem 3.4.1(e), p. 46). To overcome this defect we use the following
normalization6 (cf. [19], p. 19). For 1 ≤ q < ∞ let

(2.3) ‖f‖ �Xs,q
= s1/q(1 − s)1/qq1/q

{∫ ∞

0

(
t−sK(t, f ; �X)

)q dt

t

}1/q

.

If q = ∞ we let

(2.4) ‖f‖ �Xs,∞
= sup

t>0
t−sK(t, f ; �X).

In particular, the norm (2.3) has the following monotonicity properties (cf. [19],
p. 19):

(2.5) X0 ∩ X1 ⊂ �Xs,q ⊂ X0 + X1, 0 < s < 1, 1 ≤ q ≤ ∞,

and

(2.6) �Xs,q ⊂ �Xs,p for q ≤ p.

Moreover, the embeddings (2.5) and (2.6) have norm one.
In order to compute limits of real interpolation norms at the end points we need

one more assumption which holds for (Lp(Rn), W 1,p
0 (Rn)) (see Lemma 2 below)

and many familiar pairs of Banach spaces we use in analysis (cf. [7], [3]).

Definition 1. We shall say that a Banach pair �X is “normal” if the following
conditions hold:

lim
t→0

K(t, f ; �X)
t

= ‖f‖X1
, for f ∈ X1,(2.7)

lim
t→∞

K(t, f ; �X) = ‖f‖X0
, for f ∈ X0.(2.8)

The Gagliardo closures of X0 and X1 are defined by

X̃0 = {f ∈ X0 + X1 : ‖f‖X̃0
:= lim

t→∞
K(t, f ; �X) < ∞},(2.9)

X̃1 = {f ∈ X0 + X1 : ‖f‖X̃1
:= lim

t→0

K(t, f ; �X)
t

< ∞}.(2.10)

We obviously have X0 ⊂ X̃0, X1 ⊂ X̃1, with the norms of the embeddings equal to
one. The pair (X0, X1) is said to be “mutually closed” if X0 = X̃0, X1 = X̃1.

Remark 1. In the definition of normal we just need equivalence of norms in (2.7)
and (2.8).

Remark 2. Many of the pairs we use in classical analysis are mutually closed, e.g.
(Lp(Rn), W p

0 (Rn)) for p > 1; however note that for the pair (L1(Rn), W 1
0 (Rn)),

(W 1
0 )̃ = BV (Rn) (see [9], pp. 217-218). On the other hand (Lp(Rn), W p

0 (Rn)) is
normal for all p ≥ 1 (cf. [24], Proposition 2.4, and Lemma 2 below).

6M. Cwikel pointed out that an analogous normalization was used in [11], p. 252, for the
purpose of comparing different methods of interpolation on families of spaces.

License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use



3428 MARIO MILMAN

Another relevant concept for the study of the continuity of interpolation methods
at the end points is given by the category of Banach pairs that are regular.

Definition 2. We shall say that a Banach pair �X = (X0, X1) is a regular pair if

Xi = closure of X0 ∩ X1 in Xi, i = 0, 1.

Theorem 1. Suppose that �X = (X0, X1) is a normal pair. Then
(i) For 1 ≤ q < ∞, f ∈ X0 ∩ X1, we have

lim
s→1

‖f‖ �Xs,q
= ‖f‖X1

.

(ii) For 1 ≤ q < ∞, f ∈ X0 ∩ X1, we have

lim
s→0

‖f‖ �Xs,q
= ‖f‖X0

.

(iii) If 1 ≤ q < ∞, f ∈ X0 ∩
⋃

s∈(0,1)
�Xs,p, then we have

lim
s→0

‖f‖ �Xs,q
= ‖f‖X0

.

Proof. (i) Let ε > 0. Select δ > 0 such that

(2.11)

∣∣∣∣∣
(

K(t, f ; �X)
t

)q

− ‖f‖q
X1

∣∣∣∣∣ < ε, whenever t < δ.

Then ∣∣∣‖f‖q
�Xs,q

− ‖f‖q
X1

∣∣∣ =
∣∣∣∣s(1 − s)q

{∫ ∞

0

(
t−sK(t, f ; �X)

)q dt

t

}
− ‖f‖q

X1

∣∣∣∣
=

∣∣∣∣s(1 − s)q
{∫ ∞

0

(
t−sK(t, f ; �X)

)q dt

t

}

− ‖f‖q
X1

(1 − s)qδ−(1−s)q

∫ δ

0

t(1−s)q dt

t

∣∣∣∣∣ .

Now we split the first term

s(1 − s)q
{∫ ∞

0

(
t−sK(t, f ; �X)

)q dt

t

}

= s(1 − s)q

{∫ δ

0

t(1−s)q

(
K(t, f ; �X)

t

)q
dt

t

}

+ s(1 − s)q

{∫ ∞

δ

t(1−s)q

(
K(t, f ; �X)

t

)q
dt

t

}
,

and recombine to get ∣∣∣‖f‖q
�Xs,q

− ‖f‖q
X1

∣∣∣ ≤ I + II + III,
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with

I =

∣∣∣∣∣s(1 − s)q
∫ δ

0

t(1−s)q

((
K(t, f ; �X)

t

)q

− ‖f‖q
X1

)
dt

t

∣∣∣∣∣ ,

II =

∣∣∣∣∣s(1 − s)q
∫ δ

0

t(1−s)q

(
δ−(1−s)q

‖f‖q
X1

s
− ‖f‖q

X1

)
dt

t

∣∣∣∣∣ ,

III =

∣∣∣∣∣s(1 − s)q

{∫ ∞

δ

t(1−s)q

(
K(t, f ; �X)

t

)q
dt

t

}∣∣∣∣∣ .

We estimate each of these terms. For the first term we use (2.11) to get

(2.12) I ≤ εδ(1−s)qs.

The second term is readily seen to be

II = ‖f‖q
X1

s

∣∣∣∣
(

1
s
− δ−(1−s)q

)
δ(1−s)q

∣∣∣∣(2.13)

= ‖f‖q
X1

s

∣∣∣∣δ(1−s)q

s
− 1

∣∣∣∣ .

Finally to estimate the third term we use the fact that K(t, f ; �X) ≤ ‖f‖X0
and find

III = s(1 − s)q
{∫ ∞

δ

t−sqK(t, f ; �X)q dt

t

}
(2.14)

≤ ‖f‖q
X0

δ−sq(1 − s).

From (2.12), (2.13) and (2.14) we see that if s is sufficiently close to 1, we have∣∣∣‖f‖q
�Xs,p

− ‖f‖q
X1

∣∣∣ < ε

as we wished to show.
(ii) Consider the pair R �X = (X1, X0). It is well known, and readily seen from

the definition, that (cf. [4])

K(t, f ; R �X) = tK(
1
t
, f ; �X)

and therefore
(X1, X0)1−s,q = �Xs,q.

Moreover, by the symmetry of the definition (2.3),

‖f‖(X1,X0)1−s,q
= ‖f‖ �Xs,q

.

Thus
lim
s→0

‖f‖ �Xs,q
= lim

s→0
‖f‖(X1,X0)1−s,q

= lim
s→1

‖f‖(X1,X0)s,q
= ‖f‖X0

by part (i).
(iii) Let ε > 0. Select δ > 0 such that

(2.15)
∣∣∣K(t, f ; �X)q − ‖f‖q

X0

∣∣∣ < ε, whenever t > δ.
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Suppose that f ∈ �Xs0,q. Write∣∣∣‖f‖q
�Xs,q

− ‖f‖q
X0

∣∣∣ =
∣∣∣∣s(1 − s)q

{∫ ∞

0

(
t−sK(t, f ; �X)

)q dt

t

}
− ‖f‖q

X0

∣∣∣∣
≤ I1 + I2 + I3,

where

I1 = s(1 − s)q
∫ δ

0

(t−sK(t, f ; X))q dt

t
,

I2 = s(1 − s)q
∫ ∞

δ

t−sq
∣∣K(t, f ; X)q − ‖f‖q

X0

∣∣ dt

t
,

I3 = ‖f‖q
X0

((1 − s)δsq − 1).

We conclude the proof by showing that each of these three terms converges to zero
as s → 0.

To estimate I1 suppose, as we may, that s < s0, and write

I1 = s(1 − s)qδ−sq

∫ δ

0

((
t

δ
)−sK(t, f ; X))q dt

t

≤ s(1 − s)qδ−sq

∫ δ

0

((
t

δ
)−s0K(t, f ; X))q dt

t

≤ s(1 − s)qδq(s0−s)

∫ δ

0

(t−s0K(t, f ; X))q dt

t

≤ s(1 − s)qδq(s0−s) ‖f‖ �Xs0,q
.

It follows that

lim
s→0

I1 = 0.

In view of (2.15) it follows that for s small enough we have

I2 < ε.

By simple inspection we see that I3 → 0 as s → 0. �

Remark 3. If the normality of the pair �X holds only with equivalence of norms
(cf. (1) above), we let ‖f‖X̃0

= limt→∞ K(t, f, �X) and ‖f‖X̃1
= limt→0

K(t,f, �X)
t .

Then Theorem 1 holds if, in the limiting formulae, we replace the original norms by
the new equivalent norms. For example Theorem 1(i) now reads: if f ∈ X0 ∩ X1,
1 ≤ q < ∞, we have

lim
s→1

‖f‖ �Xs,q
= ‖f‖X̃1

.

Remark 4. Using part (ii), and a sharp version of Holmstedt’s reiteration formula,
we can derive a slightly less precise version of Theorem 1(iii) with a simpler proof.
Indeed, let us show that if 1 ≤ q < ∞, then if f ∈ X0 ∩ �Xs0,q for some s0 ∈ (0, 1),
we have

lim
s→0

‖f‖ �Xs,q
= C ‖f‖X0

,

where C is a constant independent of f.
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Proof. (By reiteration) Let f ∈ �Xs0,q. Recall the sharp form of Holmstedt’s reiter-
ation formula (cf. [19], p. 33, [23], Lemma 2.3, [2])

K(t, f ; X0, �Xs0,q) ≈ s
1/q
0 (1 − s0)1/qq1/qt

{∫ ∞

t1/s0

(u−s0K(u, f ; �X))q du

u

}1/q

+ K(t1/s0 , f ; �X),

with constants of equivalence independent of f. A straightforward, but lengthy,
computation then shows that for small s, say s ≤ 1/2,

(2.16) �Xss0,q = (X0, �Xs0,q)s,q

with

(2.17) ‖g‖ �Xss0,q
≈ C ‖g‖(X0, �Xs0,q)s,q

,

and C = C(s0, p) independent of s. Note that f ∈ X0 ∩ �Xs0,q; therefore, in view of
(2.16), we may apply Theorem 1(ii), and use (2.17) to obtain

lim
s→0

‖f‖ �Xss0,q
= C ‖f‖X0

.

�

Remark 5. By private communication Georgi Karadzhov observed that by analo-
gous considerations one can show that for f ∈ X0 ∩ X1,

lim
s→0

‖f‖ �Xs,q
= lim

s→0
‖f‖ �Xs,∞

.

Consequently one can also obtain limiting results for Besov spaces with q = ∞. We
omit the details.

Remark 6. For regular pairs one can use a limiting argument to extend Theorem
1 (cf. Theorem 2 below).

2.2. The complex method. We establish the corresponding continuity principle
for the complex method of interpolation (cf. [8]). In fact, more generally, we
consider interpolation methods Fs, 0 < s < 1, that satisfy the following property:

For any Banach pair (X0, X1), for all x ∈ X0 ∩ X1,

(2.18) t−sK(t, x; X0, X1) ≤ ‖x‖Fs(X0,X1)
≤ ‖x‖1−s

X0
‖x‖s

X1
.

In other words Fs is of “exact of type s” (cf. [4], p. 27, [19], p. 7).

Theorem 2. Let �X be a normal Banach pair and let {Fs}s∈(0,1) be a family of
interpolation methods satisfying (2.18). Let x ∈ X0 ∩ X1; then

(2.19) lim
s→j

‖x‖Fs( �X) = ‖x‖Xj
, j = 0, 1.

Proof. We prove (2.19) for j = 0; the corresponding limit for j = 1 follows by
symmetry. Letting s → 0 in (2.18) and then letting t → ∞, we find

lim
t→∞

K(t, x; X0, X1) ≤ lims→0 ‖x‖Fs(X0,X1)
≤ lims→0 ‖x‖Fs(X0,X1)

≤ ‖x‖X0
.

But, since �X is normal, limt→∞ K(t, x; X0, X1) = ‖x‖X0
, whence (2.19) follows. �
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It is well known that the complex method of interpolation of Calderón [8] (cf.
also [4]) satisfies (2.18) (cf. [4], p. 102). Therefore we have

Corollary 1. Let �X be a normal complex Banach pair. Let x ∈ X0 ∩ X1; then

lim
s→j

‖x‖[X0,X1]s
= ‖x‖Xj

, j = 0, 1.

One can of course state and prove mutatis mutandis corresponding limiting re-
sults within equivalence.

We now discuss briefly the connection between normality, regularity and Gagliar-
do completions. In the following discussion we consider a family {Fs}s∈(0,1) of
interpolation methods of exact type s such that, moreover, for any Banach pair
(X0, X1) we have

(2.20) Fs(X0, X1) = Fs(X̃0, X̃1), isometrically.

The following corollary holds (the second statement is due to Mastylo by private
communication).

Corollary 2. Let (X0, X1) be a Banach pair.
(i) Let x ∈ X0 ∩ X1. Then

lim
s→j

‖x‖Fs( �X) = ‖x‖X̃j
, j = 0, 1.

(ii) Suppose that (X0, X1) is regular and such that it holds

(2.21) lim
s→j

‖x‖Fs( �X) = ‖x‖Xj
, j = 0, 1, for all x ∈ Xj .

Then (X0, X1) is normal.

Proof. (i) The pair (X̃0, X̃1) is normal. Therefore, by Theorem 2,

lim
s→j

‖x‖Fs(X̃0,X̃1)
= ‖x‖X̃j

, j = 0, 1,

and we conclude using (2.20).
(ii) Suppose that (X0, X1) is regular and (2.21) holds. We have to show that

the pair (X0, X1) is normal, that is, ‖x‖X̃j
= ‖x‖Xj

, for all x ∈ Xj , j = 0, 1. By
symmetry it is enough to consider the case j = 0. Suppose first that x ∈ X0 ∩ X1.
The pair (X̃0, X̃1) is normal, therefore by Theorem 2 we have

(2.22) lim
s→0

‖x‖Fs(X̃0,X̃1)
= ‖x‖X̃0

.

On the other hand, by (2.21) and (2.20),

(2.23) lim
s→0

‖x‖Fs(X̃0,X̃1) = lim
s→0

‖x‖Fs( �X) = ‖x‖X0
.

From (2.22) and (2.23) we see that

(2.24) ‖x‖X̃0
= ‖x‖X0

, for all x ∈ X0 ∩ X1.

Since (X0, X1) is regular we can select {xn} ⊂ X0 ∩ X1 such that xn → x in X0.
Consequently, xn → x in X0 + X1. It follows that ‖xn − xm‖X0

= ‖xn − xm‖X̃0

whence we see that {xn} is Cauchy in X̃0. By completeness there exists y ∈ X̃0

such that xn → y in X̃0. Moreover, since X̃0 ⊂ X0 + X1, it follows that xn → y in
X0 + X1, thus y = x. Summarizing, we have

(2.25) lim
n→∞

‖xn‖X0
= ‖x‖X0

, lim
n→∞

‖xn‖X̃0
= ‖x‖X̃0

.
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Therefore since xn ∈ X0 ∩ X1, using (2.24) we get that

(2.26) lim
n→∞

‖xn‖X0
= lim

n→∞
‖xn‖X̃0

.

From (2.25) and (2.26) we see that ‖x‖X̃0
= ‖x‖X0

, for all x ∈ X0. �

Remark 7. The complex method of interpolation of Calderón satisfies (2.20) (cf.
[15])7 and therefore the previous corollary holds for Fs(X0, X1) = [X0, X1]s. The
second part of the previous corollary admits a converse, but we do not pursue this
matter any further here.

The real methods �Xs,q provided with the normalized norms (2.3) are exact in-
terpolation methods of type s (cf. [19]), and they satisfy (2.18) (cf. [9]). The
J−method of real interpolation, �X → �Xs,q;J (cf. [4]), is equivalent to the (., .)s,q

method and thus, in principle, it also satisfies (2.20) and (2.18) with equivalence of
norms. We normalize the J−method of interpolation by (cf. [19], p. 19)

(2.27) ‖.‖ �Xs,q;J
= ((1 − s)sq′)−1/q′

|.| �Xs,q;J
,

where |.| �Xs,q;J
is the usual norm (cf. [4]), and where the value of ((1 − s)sq′)−1/q′

at q = 1 is, by definition, 1. Provided with the norm (2.27) the J−method, �X →
�Xs,q;J , is exact of type s (cf. [19]).

2.3. Remarks. We point out further extensions of the results of the previous sub-
sections and make some remarks that could be of interest to interpolation aficiona-
dos.

Remark 8. One can also treat in this fashion the interpolation methods introduced
in [12]. For the J−method it is also easy to check that

�Xj,1;J = X◦
j = closure of X0 ∩ X1 in X0, j = 0, 1

(cf. [30]). Therefore, under the assumption that the pair �X is regular, we have

(2.28) �Xj,1;J = Xj , j = 0, 1.

It is worthwhile to note that just like the regularity of a pair can be expressed
as a limiting reiteration formula for the J−method, namely (2.28), the mutual
closedness of a pair �X can be also rewritten as a limiting reiteration formula for
the K−method,

(2.29) �Xj,∞ = Xj , j = 0, 1.

Remark 9. In [19] the concept of “complete” interpolation functors was introduced.
A family {Fs}s∈(0,1) of interpolation functors is complete if for any mutually closed,
regular pair �X, and for any linear operator such that T : Fs( �X) → Fs( �X) with
‖T‖Fs( �X)→Fs( �X) ≤ 1 for all s ∈ (0, 1), we can deduce that T : �X → �X with
‖T‖ �X→ �X ≤ 1. Complete interpolation scales, and relative complete scales with re-
spect to another scale, were completely characterized in ([19], Theorem 2.5, p. 12).
In particular, for each fixed q, �X → �Xs,q, and �X → �Xs,q;J are complete. Theorems
1 and 2 now provide a somewhat different approach to this result. Conversely,
we would like to suggest that relative completeness is the underlying theme of the

7For the complex method, and other orbital methods of interpolation, (2.20) had been estab-
lished up to equivalence earlier in [18].
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application of Theorem 1 used to derive (1.1) and (1.2) in section 3 below. In
particular, the Bourgain et al. limiting formulae could follow from the study of the
identity map between the K-method and Lions’ method of traces. More precisely,
we suggest that the sharp constants of the equivalence of these two methods (cf. [4],
p. 73, for a proof of the equivalence, but without paying attention to the sharpness8

of the constants) and the relative completeness of these scales are underlying these
results. The background for this remark comes from the fact that the norm (1.3)
can be obtained without constants of equivalence dependent on s using the method
of traces (cf. [1], p. 208).

Remark 10. Another interpretation of the results in this section comes from the
problem of computing the distance between spaces on a given interpolation scale (cf.
[22], [31], [26], and the references therein). For example, in [26] it is established that,
with a suitable definition of “distance”, for many familiar interpolation functors
{Fθ}θ∈(0,1) (including the methods of [12]) we have

(2.30) d(Fθ0 , Fθ1) ≤ c |θ0 − θ1| .
In [26] no attempt was made to consider the “end points”. It is tempting to attempt
a proof of Theorem 2 adapting the proof that (2.30) holds for the interpolation
method of Cwikel et al., as given in [26], Theorem 16. However the constants
involved in the cancellation lemma of [12] (cf. [12], Lemma 3.11, p. 258) blow up
as we approach the boundary. Therefore the constants in [26] could also blow up
at the boundary. It would be of interest to find the correct extension of (2.30) to
the end points. One intriguing question here is if there is a suitable normalization
of the Rochberg-Weiss Ω operators (cf. [12], [23], and the references therein) that
gives nontrivial commutator results at the end points.9

Remark 11. The results in this section extend to quasi-Banach spaces, in a familiar
way. Indeed, the real method (in its K−formulation) for quasi-Banach spaces
requires no changes. For a discussion of the issues that need to be taken care of
for the method of the proof of Corollary 1 to work for the complex method in the
setting of quasi-Banach spaces, we refer to [21] and also [13].

3. Limiting formulae of Bourgain-Brézis-Mironescu-

Maz’ya-Shaposhnikova

Here we discuss in detail our approach to the Bourgain-Brézis-Mironescu-Maz’ya-
Shaposhnikova limiting formulae (1.1)-(1.2).

Since C∞
0 is dense in Lp(Rn), the pair (Lp(Rn), W 1,p

0 (Rn)) is a Banach pair if
we identify functions in W 1,p

0 (Rn) differing by a constant. The K−functional for
the pair (Lp(Rn), W 1,p

0 (Rn)) is well known (cf. [28], p. 286; [3], (4.42), p. 341; [20],
especially the discussion after (1.3); [29]):

K(t, f ; Lp(Rn), W 1,p
0 (Rn)) ≈ �p(f, t) = sup

|h|≤t

‖f(x + h) − f(x)‖Lp(Rn) ,

8One method to derive sharper constants is to use the sharp constants of equivalence between
the K and J methods that can be obtained using the strong form of the fundamental lemma (cf.
[19], p. 34), and then the equivalence between the J-method and the method of traces (cf. [4],
Theorem 3.12.2, p. 73, and [25], p. 316).

9As is well known, without proper normalizations the Ω−commutator theorem fails at the end
points.
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with constants of equivalence independent of f. Therefore

(3.1) ‖f‖(Lp(Rn),W 1,p
0 (Rn))s,p

≈ s1/p(1 − s)1/pp1/p{
∫ ∞

0

[t−s�p(f, t)]p
dt

t
}1/p.

The following result is again well known (cf. [4]), but here we strive for precision
in the constants of equivalence.

Lemma 1. Let 0 < s < 1, 1 ≤ p < ∞, and let

W p,s
0 (Rn) = closure of C∞

0 (Rn)

under the norm

‖f‖W s,p
0 (Rn) =

{∫
Rn

∫
Rn

|f(x) − f(y)|
|x − y|n+sp

p

dxdy

}1/p

.

Then

(3.2) (Lp(Rn), W 1,p
0 (Rn))s,p = W s,p

0 (Rn),

with

(3.3) ‖f‖W s,p
0 (Rn) ≈ (n + sp)1/p(1 − s)−1/ps−1/pp−1/p ‖f‖(Lp(Rn),W 1,p

0 (Rn))s,p
.

Proof. It will be useful to recall the following well-known fact (cf. [24] and also
[32], p. 152):

(3.4) �p(f, t) ≈
{

1
tn

∫
|h|≤t

Wf (h)pdh

}1/p

,

where

Wf (h) =
{∫

Rn

|f(x + h) − f(x)|p dx

}1/p

.

From (3.4) and Fubini we have

(3.5)
∫ ∞

0

[t−s�p(f, t)]p
dt

t
≈ 1

n + sp

∫
Rn

∫
Rn

|f(x) − f(y)|
|x − y|n+sp

p

dxdy.

Combining (3.5) and (3.1) gives (3.3). �

The next auxiliary result states that the pair (Lp(Rn), W 1,p
0 (Rn)) is normal (see

Definition 1 above). The result must surely be known, but since we lack precise
references and given that it plays an important role in this note, we include a
detailed proof.

Lemma 2. The pair (Lp(Rn), W 1,p
0 (Rn)), p ≥ 1, is normal.

Proof. Using a Taylor approximation of order one (in the case of one variable use
the mean value theorem), we can easily see that

lim
t→0

�f,p(t)
t

= ‖∇f‖Lp(Rn)

(see [24] for a detailed proof). So it remains to prove (2.8). We actually show that

(3.6) lim
t→∞

�f,p(t) ≈ ‖f‖Lp(Rn) .
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Note that we always have

(3.7) �f,p(t) ≤ 2 ‖f‖Lp(Rn) .

Therefore
lim

t→∞
�f,p(t) ≤ 2 ‖f‖Lp(Rn) .

To prove the converse inequality suppose first that f ∈ C∞
0 (Rn), and let supp(f) ⊂

{x ∈ R
n : |x| < M}. Then, for |h| ≥ 2M, |x| < M, we have f(x + h) = 0. It follows

that
�f,p(t) ≥ ‖f‖Lp(Rn) for t ≥ 2M.

Note, moreover, that �f,p(t) is monotone increasing. Therefore, limt→∞ �f,p(t)
exists and

‖f‖Lp(Rn) ≤ lim
t→∞

�f,p(t) ≤ 2 ‖f‖Lp(Rn) .

If f ∈ Lp(Rn), we use a standard approximation argument. Select fε ∈ C∞
0 (Rn)

such that
lim
ε→0

‖f − fε‖Lp(Rn) = 0, lim
ε→0

‖fε‖Lp(Rn) = ‖f‖Lp(Rn) .

By the first part of the argument

‖fε‖Lp(Rn) ≤ lim
t→∞

�fε,p(t)

≤ lim
t→∞

�fε−f,p(t) + lim
t→∞

�f,p(t)

≤ 2 ‖f − fε‖Lp(Rn) + lim
t→∞

�f,p(t).

Letting ε → 0, we find
‖f‖Lp(Rn) ≤ lim

t→∞
�f,p(t),

which combined with (3.7) gives (3.6). �

3.1. Bourgain-Brézis-Mironescu formula. We may now apply Theorem 1(i) to
the pair (Lp(Rn), W 1,p

0 (Rn)). Suppose that f ∈ W 1,p
0 (Rn); then

lim
s→1

(1 − s)1/p

{∫
Rn

∫
Rn

|f(x) − f(y)|
|x − y|n+sp

p

dxdy

}1/p

= lim
s→1

(1 − s)1/p ‖f‖W s,p
0 (Rn)

≈ lim
s→1

(n + sp)1/ps−1/pp−1/p ‖f‖(Lp(Rn),W 1,p
0 (Rn))s,p

= (n + p)1/pp−1/p ‖f‖W 1,p
0 (Rn)

= (n + p)1/pp−1/p ‖∇f‖Lp(Rn) .

Similar results also hold for Sobolev spaces defined on suitably smooth bounded
domains10 Ω. To be more explicit about the connection with interpolation, recall
that in [20] the following formula is given for smooth domains:

K(t, f ; Lp(Ω), W 1,p(Ω)) ≈ sup
|h|≤t

∥∥(f(x + h) − f(x))χΩ(h)(x)
∥∥ ,

where
‖f‖W 1,p(Ω) = ‖∇f‖Lp(Ω)

10An explicit procedure for this deduction is given in detail in [27].
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and for h ∈ R
n,

Ω(h) = {x ∈ Ω : x + th ∈ Ω for 0 ≤ t ≤ 1}.

Here (Lp(Ω), W 1,p(Ω)) can be considered a Banach pair if we work modulo con-
stants. Again it is readily seen that (Lp(Ω), W 1,p(Ω)) is normal and

(Lp(Ω), W 1,p(Ω))s,p = W s,p(Ω).

3.2. Maz’ya-Shaposhnikova formula. In a similar fashion we can also derive a
version of the Maz’ya-Shaposhnikova formula (1.2). In fact letf ∈

⋃
s∈(0,1)W

s,p
0 (Rn).

From (1.3), (3.3) and Theorem 1(iii), we have

lim
s→0

s1/p

{∫
Rn

∫
Rn

|f(x) − f(y)|
|x − y|n+sp

p

dxdy

}1/p

= lim
s→0

s1/p ‖f‖W s,p
0 (Rn)

≈ p−1/pn1/p lim
s→0

‖f‖(Lp(Rn),W 1,p
0 (Rn))s,p

= p−1/pn1/p ‖f‖Lp(Rn) .

3.3. Application. There are several possible generalizations of (1.1) and (1.2) to
the setting of semigroups. Such results rely on the real method and follow the
pattern of subsections 3.1 and 3.2. There is a set of different applications to semi-
groups which are connected with the complex method. In this vein we now consider
a limiting formula for fractional powers.

Let X be a reflexive Banach space X and let A be a densely defined positive
operator on X, i.e. A : D(A) ⊂ X → X, and

∥∥(A + λ)−1
∥∥

X
≤ C

1 + λ
, for λ ≥ 0.

Moreover, assume that there exists ε > 0 such that for t ∈ (−ε, ε) the operators
Ait are well-defined bounded operators with supt∈(−ε,ε)

∥∥Ait
∥∥ < ∞. Let ‖x‖D(A) =

‖Ax‖X . Then it is well known (cf. [33], 1.15.3, p. 103) that

[X, D(A)]s = D(As)

with
‖x‖[X,D(A)]s

≈ ‖Asx‖X ,

and (cf. [33], (6), p. 100)

Asx =
1

Γ(s)Γ(1 − s)

∫ ∞

0

λsA(A + λ)−1x
dλ

λ
, x ∈ D(A).

Since A is a densely defined invertible operator, it follows that (X, D(A)) is a
normal, regular pair (cf. [4], p. 159). Therefore, from Corollary 1, we find that for
x ∈ D(A),

lim
s→1

∥∥∥∥ 1
Γ(s)Γ(1 − s)

∫ ∞

0

λsA(A + λ)−1x
dλ

λ

∥∥∥∥
A

= ‖x‖D(A) ,(3.8)

lim
s→0

∥∥∥∥ 1
Γ(s)Γ(1 − s)

∫ ∞

0

λsA(A + λ)−1x
dλ

λ

∥∥∥∥
A

= ‖x‖X .(3.9)

License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use



3438 MARIO MILMAN

4. Extrapolation

We now wish to indicate further applications of our ideas and consider limits
of norms with “decay”. The limits in this case will turn out to be “extrapolation
spaces” (introduced in [17] and [19]). Since we are mainly interested in showing
the connections, we will not consider here the most general results.11 On the other
hand we discuss a limiting result for Sobolev spaces in detail.

The results take a particularly simple form if we make an additional assumption.
We consider “ordered pairs” �X = (X0, X1), that is, we assume that X1 ⊂ X0.
Furthermore it will be convenient to assume that the norms of the spaces have
been normalized so that the norm of the embedding X1 ⊂ X0 is less than or equal
to one.

For ordered pairs, a different normalization, that also comes from [19], will be
useful to deal with limits of the corresponding real interpolation spaces. Let s ∈
(0, 1), q ∈ [1,∞]; then we let

(4.1) [f ] �Xs,q
= s1/q(1 − s)1/qq1/q

{∫ 1

0

(t−sK(t, f ; �X))q dt

t

}1/q

.

For s = 0 we let

(4.2) [f ] �X0,q
:= q1/q

{∫ 1

0

K(t, f ; �X)q dt

t

}1/q

.

Lemma 3 (cf. [19], [23]). Suppose that �X is an ordered pair. Then �Xs,q can be
equivalently renormed using [f ] �Xs,q

; in fact we have

(4.3) [f ] �Xs,q
≤ ‖f‖ �Xs,q

≤ (1 + s−1/q(1 − s)1/q) [f ] �Xs,q
.

Proof. It follows directly from the definition of the K−functional (cf. (2.2)) that

(4.4) K(t, f ; �X) ≡ ‖f‖X0
, for t ≥ 1.

Therefore
‖f‖ �Xs,q

= [f ] �Xs,q
+ ‖f‖X0

(1 − s)1/q.

By (4.4) we can write ‖f‖X0
= K(1,f ; �X)

1 . Then, using the fact that K(t, f ; �X)/t is
decreasing, we get

[f ] �Xs,q
≥ ‖f‖X0

s1/q(1 − s)1/qq1/q

{∫ 1

0

tq−sq dt

t

}1/q

= ‖f‖X0
s1/q.

Therefore
‖f‖ �Xs,q

≤ [f ] �Xs,q
+ s−1/q(1 − s)1/q [f ] �Xs,q

,

as we wished to show. �

With the normalization12 (4.1) in hand we can now show the following prototype
limit theorem with “decay”.

11We will develop this point in detail elsewhere.
12It is important to note that, since we are using a new normalization, Theorem 3 does not

follow directly from Theorem 1.
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Theorem 3. Suppose that �X is an ordered pair, let 1 ≤ q < ∞. Then, for all
f ∈

⋃
s∈(0,1)

�Xs,q,

(4.5) lim
s→0

1
s1/q

[f ] �Xs,q
= [f ] �X0,q

.

Proof. By (4.1) we have

(4.6) lim
s→0

1
s1/q

[f ] �Xs,q
= lim

s→0
(1 − s)1/qq1/q

{∫ 1

0

[t−sK(t, f ; �X)]q
dt

t

}1/q

.

Suppose that f ∈
⋃

s∈(0,1)
�Xs,q. Therefore there exists s0 ∈ (0, 1) such that∫ 1

0

[t−s0K(t, f ; �X)]q
dt

t
< ∞.

Consequently we have t−sK(t, f ; �X) ∈ Lq(dt
t , (0, 1)) for all s ∈ [0, s0]. We may thus

apply dominated convergence,

lim
s→0

(1 − s)1/qq1/q

{∫ 1

0

[t−sK(t, f ; �X)]q
dt

t

}1/q

= q1/q

{∫ 1

0

K(t, f ; �X)q dt

t

}1/q

,

which, combined with (4.6), gives the desired result. �
Remark 12. It is important to stress the important role that the normalizations
(4.1)-(4.2) play in this computation. Indeed, while (4.1) is equivalent to usual
interpolation norm, the constants associated with this equivalence blow up as s → 0
(cf. (4.3)). In fact, a limiting condition of the form∫ ∞

0

K(t, f ; �X)q dt

t
< ∞

can only hold for f = 0, while the generalized Dini condition13∫ 1

0

K(t, f ; �X)q dt

t
< ∞

is not trivial. Concerning this point see also section 5 below.

Example 1. Let X0 = L1(Ω), X1 = L∞(Ω), with |Ω| = 1. It is well known that
(cf. [3])

K(t, f ; L1, L∞) = tf∗∗(t) =
∫ t

0

f∗(s)ds,

where f ∗ is the nonincreasing rearrangement of f. Therefore,

lim
s→0

[f ](L1(Ω),L∞(Ω))s,1

s
= ‖f‖LLogL .

Proof. We have

lim
s→0

[f ](L1(Ω),L∞(Ω))s,1

s
= lim

s→0
(1 − s)

∫ 1

0

t1−sf∗∗(t)
dt

t

=
∫ 1

0

f∗∗(t)dt

= ‖f‖L(LogL)(Ω) .

�
13This generalized Dini condition was actually introduced by Peetre many years ago.
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Example 2. Let Ω be a smooth open domain in R
n with |Ω| = 1. Let X0 =

Lp(Ω), X1 = W 1,p(Ω). Then,

(4.7) lim
s→0

{∫
Ω

∫
Ω

|f(x) − f(y)|
|x − y|n+sp

p

dxdy

}1/p

≈
{∫ 1

0

�p(f, t)p dt

t

}1/p

.

Proof. The analogue of (3.5) for domains is∫ 1

0

[t−s�p(f, t)]p
dt

t
≈ 1

n + sp

∫
Ω

∫
Ω

|f(x) − f(y)|
|x − y|n+sp

p

dxdy.

Therefore

lim
s→0

{∫
Ω

∫
Ω

|f(x) − f(y)|
|x − y|n+sp

p

dxdy

}1/p

= lim
s→0

s−1/p(n + sp)1/p(1 − s)−1/pp−1/p [f ] �Xs,p

= n1/pp−1/p [f ] �X0,p
.

The condition ∫ 1

0

�p(f, t)p dt

t
< ∞

is known as a Dini condition. �

Remark 13. To understand the previous example one should compare the resulting
formula with the Maz’ya-Shaposhnikova formula (1.2). Our result can be written
as

lim
s↓0

‖f‖W s,p(Ω) = C ‖f‖Dinip(Ω) .

Now ‖.‖W s,p(Ω) and the interpolation norm differ by the decay factor s−1/p. In
terms of the interpolation norms the extra decay s−1/p forces some extra regularity
to compensate, and our limiting result reflects this fact. Thus we must replace the
Lp norm with a stronger one but still weaker than all the Lip conditions in the
scale!

Remark 14. Of course more general decay rates can be considered. For example,
the rate of decay s−α leads to Dini-type conditions with logarithmic weights. We
refer to [19] and [23] for descriptions of the spaces that will then appear as limiting
spaces.

5. On how to recognize constant functions

The problem treated in [6], on how to recognize constant functions using Sobolev
conditions, is closely related to the material treated in this paper. Again we only
illustrate the ideas here by means of treating the easiest example in [6]. Suppose
that Ω is an open bounded connected set in R

n, and let f be such that

(5.1)
∫

Ω

∫
Ω

|f(x) − f(y)|p

|x − y|n+p dxdy < ∞.

Then f is constant. To see this note that (5.1) is equivalent14 (cf. (3.5)) to

(5.2)
∫ 1

0

t−p�p(f, t)p dt

t
< ∞.

14Suppose without loss of generality that |Ω| = 1.
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Now this condition cannot hold unless �p(f, t) = 0 for all t, that is,

(5.2) holds if and only if f = constant.

In fact, if � is any positive function such that �(t)/t ↓, then
∫ 1

0
t−p�(t)p dt

t < ∞
implies (formally) that for any a ∈ (0, 1)

∞ >

∫ a

0

t−p�(t)p dt

t

≥ �(a)p

ap

∫ a

0

dt

t
.

More generally, this discussion corresponds to the fact that, in general, the inter-
polation scale �X1,p is trivial unless, of course, p = ∞, in which case we are back to
the situation described in (2.29), namely, if �X is mutually closed, then

�X1,∞ = X1.

One can now formulate conditions under which the interpolation spaces �Xw,p, which
are defined by means of replacing the power weight t−s in (2.1) by a general weight
w(t), are trivial. Such results, when specialized to the Sobolev scale treated in this
paper, would yield conditions allowing us to recognize constant functions in the
Sobolev scale. We hope to return to this point elsewhere.
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[6] H. Brézis, How to recognize constant functions. Connections with Sobolev spaces, Volume in
honor of M. Vishnik, Uspekhi Mat. Nauk 57 (2002), 59-74 (English translation to appear in
Russian Math. Surveys). MR1942116 (2003m:46047)

[7] Ju. Brudnyi and N. Ja. Krugljak, Interpolation functors and interpolation spaces, North
Holland, 1991. MR1107298 (93b:46141)

[8] A. P. Calderón, Intermediate spaces and interpolation, the complex method, Studia Math.
24 (1964), 113-190. MR0167830 (29:5097)

[9] M. Cwikel, Monotonicity properties of interpolation spaces, Ark. Mat. 14 (1976), 213-236.
MR0442714 (56:1095)

[10] M. Cwikel, Complex interpolation, a discrete definition and reiteration, Indiana Univ. Math.
J. 27 (1978), 1005-1009. MR0511254 (80h:46118)

[11] M. Cwikel and S. Janson, Real and complex interpolation methods for finite and infinite
families of Banach spaces, Adv. Math. 66 (1987), 234-290. MR0915856 (89e:46082)

License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use

http://www.ams.org/mathscinet-getitem?mr=0450957
http://www.ams.org/mathscinet-getitem?mr=0450957
http://www.ams.org/mathscinet-getitem?mr=1792286
http://www.ams.org/mathscinet-getitem?mr=1792286
http://www.ams.org/mathscinet-getitem?mr=0928802
http://www.ams.org/mathscinet-getitem?mr=0928802
http://www.ams.org/mathscinet-getitem?mr=0482275
http://www.ams.org/mathscinet-getitem?mr=0482275
http://www.ams.org/mathscinet-getitem?mr=1942116
http://www.ams.org/mathscinet-getitem?mr=1942116
http://www.ams.org/mathscinet-getitem?mr=1107298
http://www.ams.org/mathscinet-getitem?mr=1107298
http://www.ams.org/mathscinet-getitem?mr=0167830
http://www.ams.org/mathscinet-getitem?mr=0167830
http://www.ams.org/mathscinet-getitem?mr=0442714
http://www.ams.org/mathscinet-getitem?mr=0442714
http://www.ams.org/mathscinet-getitem?mr=0511254
http://www.ams.org/mathscinet-getitem?mr=0511254
http://www.ams.org/mathscinet-getitem?mr=0915856
http://www.ams.org/mathscinet-getitem?mr=0915856


3442 MARIO MILMAN

[12] M. Cwikel, N. Kalton, M. Milman, and R. Rochberg, A unified theory of commutator es-
timates for a class of interpolation methods, Adv. Math. 169 (2002), 241-312. MR1926224
(2003k:46104)

[13] M. Cwikel, M. Milman, and Y. Sagher, Complex interpolation of some quasi-Banch spaces,
J. Funct. Anal. 65 (1986), 339-347. MR0826431 (87h:46152)

[14] M. Cwikel, P. G. Nilsson and G. Schechtman, Interpolation of weighted lattices. A charac-
terization of relatively decomposable lattices, Memoirs Amer. Math. Soc. 165 (2003) N◦ 787,

vi + 127 pp. MR1996919
[15] M. Cwikel and A. Sharif, Complex interpolation spaces generated by the Gagliardo com-

pletion of an arbitrary Banach couple, Interpolation spaces and related topics (Haifa 1990)
[M. Cwikel, M. Milman and R. Rochberg, Editors], Israel Math. Conf. Proc. (1992), 57-59.
MR1206491 (94b:46104)

[16] R. A. DeVore and G. G. Lorentz, Constructive Approximation, Springer-Verlag, New York,
1993. MR1261635 (95f:41001)

[17] M. Gomez and M. Milman, Extrapolation spaces and almost everywhere convergence of
singular integrals, J. London Math. Soc. 34 (1986), 305-316. MR0856514 (88m:46084)

[18] S. Janson, Minimal and maximal methods of interpolation, J. Functional Analysis 44 (1981),
50-73. MR0638294 (83j:46085)

[19] B. Jawerth and M. Milman, Extrapolation theory with applications, Memoirs Amer. Math.
Soc. 89 (1991), N◦ 440, iv + 82 pp. MR1046185 (91i:46092)

[20] H. Johnen and K. Scherer, On the equivalence of the K-functional and moduli of continuity
and some applications, in Constructive theory of functions of several variables, pp. 119-140,
Lecture Notes in Math. 571, Springer, Berlin, 1977. MR0487423 (58:7060)

[21] N. Kalton and M. Mitrea, Stability results for scales on interpolation scales of quasi-Banach
spaces and applications, Trans. Amer. Math. Soc. 350 (1998), 3903-3922. MR1443193
(98m:46094)

[22] N. Kalton and M. Ostrovski, Distances between Banach spaces, Forum Math. 11 (1999),
17-48. MR1673915 (2000c:46024)

[23] G. Karadzhov and M. Milman, Extrapolation theory: new results and applications, J. Approx.
Theory 133 (2005), 38-99.

[24] V. I. Kolyada and A. Lerner, On limiting embeddings of Besov spaces, preprint.
[25] S. G. Krein, Ju. I. Petunin and E. M. Semenov, Interpolation of linear operators, Trans.

Math. Monographs 54, Amer. Math. Soc., 1982. MR0649411 (84j:46103)
[26] N. Krugljak and M. Milman, A distance between orbits that controls commutator estimates

and invertibility, Adv. Math. 182 (2004), 78-123. MR2028497 (2005d:46155)
[27] V. Maz’ya and T. Shaposhnikova, On the Bourgain, Brezis, and Mironescu theorem concern-

ing limiting embeddings of fractional Sobolev spaces, Journal of Funct. Anal. 195 (2002),
230-238. MR1940355 (2003j:46051)
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