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Abstract

The heart disease is one of the most serious health problems in today’s world. Over 50 million persons have cardiovascular

diseases around the world. Our proposed work based on 744 segments of ECG signal is obtained from the MIT-BIH

Arrhythmia database (strongly imbalanced data) for one lead (modified lead II), from 29 people. In this work, we have used

long-duration (10 s) ECG signal segments (13 times less classifications/analysis). The spectral power density was esti-

mated based on Welch’s method and discrete Fourier transform to strengthen the characteristic ECG signal features. Our

main contribution is the design of a novel three-layer (48 ? 4 ? 1) deep genetic ensemble of classifiers (DGEC).

Developed method is a hybrid which combines the advantages of: (1) ensemble learning, (2) deep learning, and (3)

evolutionary computation. Novel system was developed by the fusion of three normalization types, four Hamming window

widths, four classifiers types, stratified tenfold cross-validation, genetic feature (frequency components) selection, layered

learning, genetic optimization of classifiers parameters, and new genetic layered training (expert votes selection) to connect

classifiers. The developed DGEC system achieved a recognition sensitivity of 94.62% (40 errors/744 classifications),

accuracy = 99.37%, specificity = 99.66% with classification time of single sample = 0.8736 (s) in detecting 17 arrhythmia

ECG classes. The proposed model can be applied in cloud computing or implemented in mobile devices to evaluate the

cardiac health immediately with highest precision.

Keywords ECG � Biomedical signal processing and analysis � Machine learning � Genetic algorithms � Ensemble learning �

Deep learning

1 Introduction

In the last decades, solving problems from various fields,

including medicine, using various machine learning (ML)

techniques is very popular [1–6, 9, 46, 50, 53, 54, 57,

58, 60, 61, 75, 76].

This popularity is due to the fact that ML can cope with

problems that are difficult to solve in a conventional way

due to the unknown rules. Due to the properties of learning

and generalization of knowledge, these methods are able to

solve many problems. Artificial intelligence techniques

achieve high performance in various fields of science. The

advantages of ML (in particular, computational intelli-

gence) lie in the properties inherited from their biological

counterparts, such as learning and generalization of

knowledge (e.g. artificial neural networks), global opti-

mization (e.g. evolutionary algorithms), and use of

imprecise terms (e.g. fuzzy systems).
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The presented DGEC method draws inspiration from

three areas of ML: (1) ensemble learning (EL), (2) deep

learning (DL), and (3) evolutionary computation (EC).

More information about EL and EC can be found in [51],

and about DL in [77].

1.1 Heart diseases

Electrocardiography (ECG) is the most popular and the

basic technique of diagnosing heart diseases. This is

because it is noninvasive, simple and provides valuable

information about the functioning of the circulatory

system.

Cardiovascular diseases are serious social issue, because

of: (a) highest mortality in the world (37% of all deaths,

17.3 million people per year [7, 8, 71]), (b) high incidence,

and (c) high costs of treatment (long-lasting and expensive

treatment caused by chronic course of the disease [34, 68]).

The arguments quoted above will intensify because the

number of deaths will grow from 17.3 million (2016) to

23.6 million (2030) [7, 8, 33, 71], which will be caused by

the progressive aging of the population.

Current methods for the diagnosing of heart abnormal-

ities are based on the calculation of the dynamic or mor-

phological features of single QRS complexes. This solution

is error-prone and difficult because of the variability of

these characteristics in different persons [48]. For these

reasons, the methods currently presented in the scientific

literature do not obtain sufficient performance [23].

The above facts present a strong motivation to conduct

research on new methods to support the medical diagnosis

early and more effectively diagnose the heart disorders. An

important aspect of our research is also to reduce the

computational complexity of the developed algorithms in

the context of implementing our solution in cloud com-

puting or mobile devices to monitor the health of patients

in real time.

1.2 Goals

The main goals of this paper are as follows:

Goal 1 Design new and efficient ensemble (network) of

classifiers based on EL, DL, and EC for the

automatic classification of cardiac arrhythmias

based on segments of ECG signal.

Goal 2 Design method for patient self-control and pre-

vention application in telemedicine and cloud

computing or mobile devices characterized by

low computational complexity.

Goal 3 Design universal method for the general

population.

1.3 Novelty

Our main novel contribution is:

Deep genetic ensemble

of classifiers (DGEC)

system consists of three-layer

(48 ? 4 ? 1) ensemble (net-

work) of classifiers made up

of: 12 SVM (nu-SVC, RBF),

12 kNN, 12 PNN and 12

RBFNN classifiers ? 4 SVM

(C-SVC, linear) classifiers ?

1 SVM (C-SVC, linear) clas-

sifier, based on: three normal-

ization types, four Hamming

window widths, four classifier

types, stratified tenfold cross-

validation (CV), genetic fea-

tures (frequency components)

selection, EL, DL, layered

learning, genetic optimization

of classifiers parameters, and

new genetic layered training

(expert votes selection) to

connect classifiers.

Novel contributions of this work are based on works

[12, 13, 22, 23], focused on:

N1 New deep multilayered structure of the system

(ensemble of classifiers) provides appropriate infor-

mation flow and fusion.

N2 New method of combining the system nodes (clas-

sifiers) based on genetic layered training (selection of

classifiers/experts answers/votes).

1.4 Previous research

The work described in the article includes stage III of

conducted research, and the remaining stages Nos. I and II

are described in earlier articles:

Stage I —the focus was on designing and testing

methods for signal preprocessing, feature

extraction, selection, and CV. In this type of

work, only single classical classifiers were

tested, optimized by genetic algorithm (GA).

A description of this type of work is presented

in the article [52].

Stage II —the focus was on developing ML methods

by designing, optimizing and testing a genetic

(two layers, 18 or 11 classifiers) ensemble of

classifiers, combining the advantages of EL

and EC. In this research, only one type of

classifier and one path of signal preprocessing
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and feature extraction were used. A descrip-

tion of this research is presented in the article

[51].

Stage III —the focus was on further developing ML

methods by designing, optimizing and testing

a more complex deep genetic (three layers, 53

classifiers) ensemble of classifiers combining

the advantages of EL [21, 37, 38, 47, 62, 72],

EC [14, 28] and DL [11, 16, 17, 27, 32,

39, 63]. In this research, four types of

classifiers and 12 paths of signal preprocess-

ing and feature extraction were used. This

increase in diversity has increased the effi-

ciency of the system. A description of this

research is presented in this article.

The concept of ECG signal analysis presented in this article

is based on previous research, but the solution proposed, in

a decisive way, differs from previous works. The proper

direction of development of the proposed idea resulted in

obtaining definitely better results.

2 Materials and methods

2.1 Assumptions

The described study is based on the new methodology

presented in articles [51, 52]. The main assumptions of the

new methodology are as follows:

A1 Analysis 10-s segments of ECG signal (longer than

single QRS complexes).

A2 No signal filtering

A3 No detection and segmentation of QRS complexes.

A4 Use of feature extraction comprising the estimation

of the power spectral density.

A5 Use of feature (frequency components) selection

based on GA.

A6 Analysis of ECG signal segments contains one type

of class (with the exception of normal sinus rhythm)

abnormality.

A7 Use of stratified tenfold CV method

A8 Use of the Winner-Takes-All (WTA) rule to classi-

fication of the ECG signal samples.

The use of the new approach has the following benefits: (1)

reduced number of classifications (average 13 times, for a

heart rate of 80 beats per minute) and (2) eliminating the

detection and segmentation of QRS complexes. These

advantages reduce the computational complexity, which

enabled the use of the proposed solution in cloud com-

puting or mobile devices (real-time processing). Also

analyzing longer segments of ECG signal gives better

outcomes for the classification of few diseases, for exam-

ple, atrial-sinus and atrioventricular conduction blocks,

Wolff–Parkinson–White syndrome, and elongates PQ

intervals [52].

2.2 Materials

2.2.1 ECG dataset

The ECG signals were obtained from the MIT-BIH

Arrhythmia [45] database from the PhysioNet [31] service.

The details of the data used are given below.

– The ECG signals were from 29 persons: 14 male (age:

32–89) and 15 female (age: 23–89).

– The ECG signals contained 17 classes: normal sinus

rhythm, 15 types of cardiac arrhythmias and pacemaker

rhythm.

– The ECG signals characteristics: (a) sampling fre-

quency equal to 360 (HZ) and (b) gain equal to 200

(adu/mV).

– 744 ECG signal segments (10 s long, 3600 samples,

without any overlapping) were randomly selected.

– The ECG signals were derived from one lead (MLII).

– The ECG signals contained at least ten segments for

each recognized class.

Table 1 describes the details of the dataset used. It presents

the analyzed ECG signal segments of cardiac dysfunctions:

(a) the number of obtained for all dysfunction ECG seg-

ments, (b) the number of persons from whom the ECG

segments were obtained, and (c) the division of ECG signal

segments into training and testing sets for stratified tenfold

CV.

The appropriate balance of data is an important aspect.

In the research, a number of analyzed segments of ECG

signal for all classes are in the range from 1.34% to

25.94%, imbalance ratio (IR) = 19, (see Table 1). More

information about the dataset used can be found in the

article [51].

2.3 Methods

In Fig. 1, subsequent phases of processing and analysis of

the ECG signals are presented.

2.3.1 Phase I: preprocessing with normalization

Gain reduction and constant component reduction were

used. Three types of normalization were tested: (a) stan-

dardization of signal (signal standard deviation = 1 and

mean signal value = 0), (b) rescaling of signal to the range

of ½�1; 1�þ reduction of constant component, and (c) lack
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Table 1 Dataset description with randomly selected segments of ECG signals and segments division by stratified tenfold CV into testing and

training sets [51]

No. Class Stratified tenfold CV Segments

number

Patients

number
Groups 1–9 Group 10

Training

set

Testing

set

Training

set

Testing

set

1 Normal sinus rhythm (NSR) 174 19 171 22 193 14

2 Atrial premature beat (APB) 53 5 45 13 58 8

3 Atrial flutter (AFL) 16 1 9 8 17 2

4 Atrial fibrillation (AFIB) 84 9 81 12 93 3

5 Supraventricular tachyarrhythmia (SVTA) 10 1 9 2 11 3

6 Pre-excitation (WPW) 19 2 18 3 21 1

7 Premature ventricular contraction (PVC) 71 7 63 15 78 9

8 Ventricular bigeminy (BIG) 40 4 36 8 44 4

9 Ventricular trigeminy (TRI) 12 1 9 4 13 4

10 Ventricular tachycardia (VT) 9 1 9 1 10 3

11 Idioventricular rhythm (IVR) 9 1 9 1 10 1

12 Ventricular flutter (VFL) 9 1 9 1 10 1

13 Fusion of ventricular and normal beat (FUS) 10 1 9 2 11 3

14 Left bundle branch block beat (LBBBB) 80 8 72 16 88 2

15 Right bundle branch block beat (RBBBB) 43 4 36 11 47 2

16 Second-degree heart block (SDHB) 9 1 9 1 10 1

17 Pacemaker rhythm (PR) 27 3 27 3 30 1

Sum 675 69 621 123 744 29

Fig. 1 Best path (methods combination) describing subsequent phases of processing and analysis of ECG signal segments
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of normalization. More information about signal prepro-

cessing can be found in article [52].

2.3.2 Phase II: feature extraction

First, power spectral density (PSD) [64] of ECG signal was

estimated based on Welsh method [70] and discrete Fourier

transform (DFT) [64]. Subsequently, the transformed sig-

nal was logarithmized to normalize the frequency compo-

nents of the PSD. Four Hamming window widths:

(a) 128, (b) 256, (c) 512, and (d) 1024 samples, were used

to calculate the PSD. More information about feature

extraction can be found in articles [51, 52].

2.3.3 Phase III: feature selection

Three methods have been tested: (a) no selection, (b) se-

lection based on GA [14, 59], and (c) selection based on

particle swarm optimization (PSO [36]). The selection

based on GA has obtained the best result and GA was

applied for feature (frequency components) selection.

Successive single ECG signal features (given as the inputs

data of the classifiers) are represented as genes in the

population of individuals. The following values can take

genes: 0—rejected feature or 1—accepted feature. GA

parameters are described in Tables 2 and 3.

2.3.4 Phase IV: cross-validation

Two methods have been tested: (a) stratified fourfold CV

and (b) stratified tenfold CV [38]. Stratified tenfold CV

method has obtained the best results. The testing and

training sets were created by randomly selecting ECG

signal segments separately for each class, maintaining the

proportions between classes. Table 1 presents the selection

of signal segments into training and testing sets. Stratified

CV means that each set has proportional number of

instances from all the classes. More information about the

CV can be found in the article [51].

2.3.5 Phase V: machine learning algorithms

Nine methods have been tested: (a) support vector machine

(SVM [19, 20], types: C-SVC, nu-SVC, nu-SVR, and

epsilon-SVR), (b) probabilistic neural network (PNN,

[67]), (c) k-nearest neighbor (kNN, [10]), (d) radial basis

function neural network (RBFNN, [18]), (e) Takagi–

Sugeno fuzzy system [69], (f) decision tree [56], (g) mul-

tilayer perceptron, (h) recurrent neural networks [55], and

(i) discriminant analysis [44]. The results obtained due to

the best performing classifiers, namely kNN, RBFNN,

PNN, and SVM (nu-SVC and C-SVC) (Table 4), were

presented. Parameters of the mentioned classifiers are

presented in Tables 2 and 5.

2.3.6 Phase VI: parameter optimization

Three methods have been tested: (a) particle swarm opti-

mization, (b) GA, and (c) grid search. Among them, GA

has achieved the best results. Tables 2 and 3 describe the

GA parameters used.

2.3.7 Evolutionary neural system

For single classifiers, the evolutionary neural systems

comprising the SVM, kNN, PNN, and RBFNN classifiers

have obtained the best results. The core of the evolutionary

neural system is the classifier optimized using the GA. The

selection of features and the optimization of the classifier

parameters were carried out using a GA coupled with a

stratified tenfold CV method.

2.3.8 Classical ensembles of classifiers (CEC)

A classic, two-layer bagging-type ensemble of classifiers

were used. The first layer consisted of ten SVM classifiers

(nu-SVC). SVMs are trained on the basis of the subsequent

ten combinations of testing and training sets from stratified

tenfold CV. In the second layer, the answers of classifiers

from the first layer were combined using the majority

voting method. The GA was used to optimize the CEC

system.

2.4 Deep genetic ensemble of classifiers (DGEC)

DGEC is three-layer (48 ? 4 ? 1) system. In the DGEC

system, each classifier of the first layer is optimized in

order to maximize the accuracy of arrhythmia classifica-

tion. In the second layer and third layer, based on the

classifier answers from the first layer and based on DL and

genetic selection of features, knowledge extraction pro-

cess occurs leading to the final decision by the system.

In the previous work, we designed and tested: (1)

genetic ensemble of classifiers optimized by classes

(GECC system) and (2) genetic ensemble of classifiers

optimized by sets (GECS system), described in [51].

2.4.1 Philosophy

The inspiration for the DGEC system was approach based

on DL mimic nature on mechanisms occurring in the

neocortex of the brain.

Characteristic features of system are as follows:

• Classifiers as neurons, connected in network.
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Table 2 Information about the first layer of DGEC system

1st layer of DGEC system

Optimization of classifier parameters and selection of features

Optimization of classifier parameters and selection of features were performed by GA coupled with the stratified tenfold CV

Genetic

algorithm

Number of individuals: 50;

Gene representation type: vectors of floating point;

Chromosome structure of individual: vector of floating point of the construction ½g1; g2; f1; . . .; f4001� for SVM, where g1—the first gene,

specifying the value of the first parameter �g, (c), g2—the second gene, specifying the value of the second parameter �n (m), and f1; . . .; f4001—

4001 genes (values in the range of [0, 1], specifying the selection of features, rounded to the values: (a) 1—accepted feature, or (b) 0—rejected

feature). Chromosome contained one gene, g (specifying the value of one optimizing parameter) for other classifiers (RBFNN, PNN, kNN);

Initial population: uniform and random;

Genes value range in initial population: for selection of features = [0, 1]; for optimization of classifier parameters, local ranges for respective

classifiers are presented in Optimizing parameters section (experimentally chosen based on global (broader) ranges)

Fitness function target value: 0;

Maximum number of generations: 20 _ 30;

Crossover type: intermediate; Crossover probability: 0.7;

Mutation type: uniform; mutation probability: 0.3;

Number of best individuals who survived with no change: 3;

Method of scaling the fitness function value: ranking;

Parent selection method: tournament;

Formula for calculating the fitness function:

ERR ¼ wl � errLsum þ wt � errTsum þ wf �
Fa

F
ð1Þ

where:

wl ¼ 1—weight for training sets errors;

wt ¼ 1—weight for testing sets errors;

wf ¼ 1—weight for CF ;

errLsum—sum of errors in all ten training sets;

errTsum—sum of errors in all ten testing sets;

Fa

F
¼ CF (formula 8 in Sect. 2.5);

Number of features has been reduced about two times (from 4001 to 2000 frequency components) as a result of used selection of features—

Table 5;

Classifiers

48 trained, tested, and optimized classifiers—experts:

Four classifier types � four Hamming window widths � three signal preprocessing types � one CV type

Basic parameters

SVM Type: nu-SVC (support vector classification);

Type of kernel function: RBF (radial basis function, Gaussian type);

Number of outputs = 17, from the set: f0; 1g;

KNN Number of nearest neighbors = 1;

Distance calculation metric: Minkowski;

Number of outputs = 17, from the set: f0; 1g;

PNN Activation (transfer) function: RBF (radial basis function, Gaussian type) in first layer and competition in second layer;

Training algorithm: training set mapping based on distance;

Objective function calculating type: Sum of Square Errors (SSE);

Topology (neurons): inputs (feature vector length)—675 _ 621–17; Biases: 1–0;

Number of outputs = 17, from the set: f0; 1g;

RBFNN Activation (transfer) function: RBF (radial basis function, Gaussian type) in first layer and linear in second layer;

Training algorithm: mapping the training set based on a distance;

Objective function calculating type: Sum of Square Errors (SSE);
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Table 2 continued

1st layer of DGEC system

Optimization of classifier parameters and selection of features

Optimization of classifier parameters and selection of features were performed by GA coupled with the stratified tenfold CV

Topology (neurons): inputs (feature vector length)—675 _ 621–17; Biases: 1–1;

Number of outputs = 17, from the set: f0; 1g. Value ‘‘1’’ assigned to the highest stimulus output (class);

Optimizing parameters

Based on a broader range were chosen experimentally final parameter ranges.

SVM �g (c) parameter specifying spread of RBF kernel function from the range: ½2� 10�6; 2� 10�4� (1500 values = 30 (generations number) � 50

(individuals number) and resolution equal to 10�14);

�n (m) parameter specifying margins width from range: [0.001; 0.05] (1500 values = 30 (generations number) � 50 (individuals number) and resolution

equal to 10�14);

KNN Exponent parameter specifying Minkowski distance from the range: [0.01; 100] (1000 values = 20 (generations number) � 50 (individuals number) and

resolution equal to 10�14);

PNN Spread parameter specifying spread of RBF kernel function from the range: [1; 100] (1000 values = 20 (generations number) � 50 (individuals number)

and resolution equal to 10�14);

RBFNN Spread parameter specifying spread of RBF kernel function from the range: [1; 300] (1000 values ¼ 20 (generations number) � 50 (individuals number)

and resolution equal to 10�14);

Table 3 Information about second and third layer of DGEC system

Second and third layer of DGEC system

Selection of features

Selection of features was performed by GA coupled with the stratified tenfold CV

Genetic

algorithm

Number of individuals: 200 in second layer and 100 in third layer;

Gene representation type: string of bits in second and third layer;

Chromosome structure of individual: in second layer: vector of bits of the construction: ½f1; . . .; f204�, consisting of 204 genes (values

from the set: f0; 1g, where: 1—accepted feature, or 0—rejected feature); in third layer: vector of bits of the construction: ½f1; . . .; f68�,
consisting of 68 genes (values from the set: f0; 1g, where: 1—accepted feature, or 0—rejected feature)

Initial population: uniform and random in second and third layer;

Gene value range in the initial population: in second and third layer from the set: f0; 1g;

Fitness function target value: 0 for second and third layer;

Maximum number of generations: 100 in second and third layer;

Crossover type: scattered in second and third layer; crossover probability: 0.9 in second and third layer;

Mutation type: uniform in second and third layer; mutation probability: 0.1 in second and third layer;

Number of best individuals who survived with no change: 10 in second and third layer;

Method of scaling the fitness function value: ranking in second and third layer;

Parent selection method: tournament in second and third layer;

Formula for calculating the fitness function is given in Table 2, equation 1

The number of features has been reduced about two times in second layer (from 204 to 100 classifier answers/votes), and about three

times in third layer (from 68 to 25 classifier answers/votes) as a result of used selection of features—Table 6;

Classifiers

In second layer: four optimized, trained and tested classifiers—judges (one classifier type � one CV type)

In third layer: one optimized, trained and tested classifier—judge (one classifier type � 1 CV type)

Basic parameters

SVM Type: C-SVC in second and third layer;

Type of kernel function: linear in second and third layer;

Number of outputs: 17, from the set: f0; 1g in second layer, and 1, from the set: f1; . . .; 17g in third layer;

-c (cost) parameter specifying the margins equal to the default value = 1;

Optimizing parameters

Lack
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• Layered learning—as in DL, the learning is pro-

gressing in stages.

• Genetic layered training:

– Optimization of connections between classifiers

from adjacent layers (feature selection) realized

by a GA is analogous to the elimination of

connections in the brain between neurons.

– Feedback occurring during training in the form of

a GA (genetic optimization) and in the form of

CV (training) is similar to back-connections in

brain.

• Diversity is present in classifiers, data preprocessing,

and connections and is analogous to the different

types of neurons, signal processing and irregular

connections between neurons belonging to the neo-

cortex of brain. The diversity of classifiers (four

types) is included in the first layer. The diversity of

data preprocessing is present in the first layer (three

types of normalization and four types of Hamming

window widths). The diversity of connections is

between first and second layer and between second

and third layer because do not occur all possible

connections between the classifiers.

• Bipolarity is noticeable by the value of transmitted

signals from the set: f0; 1g similar to the value of the

action potential of nerve cells (neurons).

• Multilayered (depth)—according to the definition of

DL, networks that have in their structure above two

layers are considered as deep, which is analogous to

the neocortex of brain, and it consists of seven layers.

• Abstract learning is in the form of the internal

extraction of features and transforming information

in subsequent layers of its structure which generates

more complex features that are abstract concepts, like

in the brain.

The deep structure of designed system (network) consists

of three layers, and the term genetic implies that in this

research, GA plays a key role and ensemble of

classifiers is comprised of 53 classifiers (nodes).

Layered learning—the first supervised training was

performed for 48 classifiers from the first layer. The

second supervised training was performed for four

classifiers from the second layer based on the answers

received from 48 models of classifiers from the first

layer. The third supervised training was performed for

one classifier from the third layer based on the answers

received from four models of classifiers from the second

layer.

Cross-validation—the stratified tenfold CV was coupled

with GA (in first, second, and third layer of DGEC

system), and all individuals (feature vectors) in the

population were tested on all ten testing sets and ten

training sets. This solution minimizes over-training.

First layer

– Genetic feature selection was used to feature

(frequency components) selection and parameter

optimization for 48 classifiers in the first layer.

– Optimization was done by GA (Table 2), and its

purpose is parallel: (a) selection of ECG signal

features and (b) optimization of classifier parameters

(system nodes).

– Votes (answers)—all classifiers (experts) have 17

outputs each with value of ‘‘0’’ or ‘‘1’’. Value ‘‘1’’

occurs only in one output (indicated recognized, by

Table 4 A comparison of

achieved outcomes
Coefficients Methods

Single classifiers Ensembles of classifiers

kNN RBFNN PNN SVM CEC DGEC

Classifier kNN RBFNN PNN SVM SVM SVM

ERRsum 79 79 77 73 75 40

ACC 98.75% 98.75% 98.78% 98.85% 98.81% 99.37%

SEN 89.38% 89.38% 89.65% 90.19% 89.92% 94.62%%

SPE 99.34% 99.34% 99.35% 99.39% 99.37% 99.66%

j 87.84% 87.84% 88.14% 88.70% 88.38% 93.84%

CF 78.26% 47.86% 49.51% 49.09% 48.84% 47.31%

Tt (s) 0.1432 54.0503 0.3316 11.3537 115.8115 821.5928

Tc (s) 0.0853 0.0077 0.0055 0.0018 0.0186 0.8736

Sum of errors is zero for all training sets. The worst results are in bold italic, and the best in bold
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Table 5 Results for 48 classifiers from the first layer of DGEC system, for stratified tenfold CV

Normalization: Window width: Classifiers

SVM kNN PNN RBFNN

No normalization 128 samples �g ¼ 9:89e�5

�n ¼ 0:0087 exponent ¼ 2:38 spread ¼ 13:94 spread ¼ 70:28

ERRsum ¼ 99 ERRsum = 125 ERRsum ¼ 116 ERRsum ¼ 101

ACC ¼ 98:44% ACC ¼ 98:02% ACC ¼ 98:17% ACC ¼ 98:40%

SEN ¼ 86:69% SEN ¼ 83:20% SEN ¼ 84:41% SEN ¼ 86:43%

SPE ¼ 99:17% SPE ¼ 98:95% SPE ¼ 99:03% SPE ¼ 99:15%

j ¼ 84:67% j ¼ 80:71% j ¼ 82:11% j ¼ 84:40%

CF ¼ 49:29% CF ¼ 49:16% CF ¼ 47:99% CF ¼ 48:76%

Tt ¼ 12:5594 (s) Tt ¼ 0:1074 (s) Tt ¼ 0:4257 (s) Tt ¼ 57:4693 (s)

Tc ¼ 0:0018 (s) Tc ¼ 0:0511 (s) Tc ¼ 0:0060 (s) Tc ¼ 0:0080 (s)

256 samples �g ¼ 4:24e�5

�n ¼ 0:0167 exponent ¼ 2:00 spread ¼ 13:22 spread ¼ 115:96

ERRsum ¼ 98 ERRsum ¼ 109 ERRsum ¼ 104 ERRsum ¼ 109

ACC ¼ 98:45% ACC ¼ 98:28% ACC ¼ 98:36% ACC ¼ 98:28%

SEN ¼ 86:83% SEN ¼ 85:35% SEN ¼ 86:02% SEN ¼ 85:35%

SPE ¼ 99:18% SPE ¼ 99:08% SPE ¼ 99:13% SPE ¼ 99:08%

j ¼ 84:84% j ¼ 83:20% j ¼ 83:96% j ¼ 83:16%

CF ¼ 50:61% CF ¼ 72:31% CF ¼ 50:94% CF ¼ 50:94%

Tt ¼ 11:9220 (s) Tt ¼ 0:1163 (s) Tt ¼ 0:4521 (s) Tt ¼ 56:6089 (s)

Tc ¼ 0:0020 (s) Tc ¼ 0:0747 (s) Tc ¼ 0:0065 (s) Tc ¼ 0:0076 (s)

512 samples �g ¼ 3:74e�5

�n ¼ 0:0051 exponent ¼ 3:70 spread ¼ 20:56 spread ¼ 79:55

ERRsum ¼ 83 ERRsum ¼ 103 ERRsum ¼ 97 ERRsum ¼ 97

ACC ¼ 98:69% ACC ¼ 98:37% ACC ¼ 98:47% ACC ¼ 98:47%

SEN ¼ 88:84% SEN ¼ 86:16% SEN ¼ 86:96% SEN ¼ 86:96%

SPE ¼ 99:30% SPE ¼ 99:14% SPE ¼ 99:19% SPE ¼ 99:19%

j ¼ 87:14% j ¼ 84:14% j ¼ 85:03% j ¼ 84:99%

CF ¼ 49:24% CF ¼ 50:04% CF ¼ 49:09% CF ¼ 49:11%

Tt ¼ 12:4013 (s) Tt ¼ 0:1074 (s) Tt ¼ 0:5083 (s) Tt ¼ 46:8782 (s)

Tc ¼ 0:0020 (s) Tc ¼ 0:0518 (s) Tc ¼ 0:0061 (s) Tc ¼ 0:0061 (s)

1024 samples �g ¼ 2:08e�5

�n ¼ 0:0122 exponent ¼ 2:95 spread ¼ 26:88 spread ¼ 140:02

ERRsum ¼ 85 ERRsum ¼ 92 ERRsum ¼ 83 ERRsum ¼ 94

ACC ¼ 98:66% ACC ¼ 98:55% ACC ¼ 98:69% ACC ¼ 98:51%

SEN ¼ 88:58% SEN ¼ 87:63% SEN ¼ 88:84% SEN ¼ 87:37%

SPE ¼ 99:29% SPE ¼ 99:23% SPE ¼ 99:30% SPE ¼ 99:21%

j ¼ 86:84% j ¼ 85:84% j ¼ 87:19% j ¼ 85:40%

CF ¼ 48:34% CF ¼ 49:39% CF ¼ 49:49% CF ¼ 50:24%

Tt ¼ 14:7607 (s) Tt ¼ 0:1130 (s) Tt ¼ 0:4349 (s) Tt ¼ 41:1444 (s)

Tc ¼ 0:0021 (s) Tc ¼ 0:0503 (s) Tc ¼ 0:0061 (s) Tc ¼ 0:0057 (s)

Rescaling ? reduction of constant component 128 samples �g ¼ 8:04e�5

�n ¼ 0:0114 exponent ¼ 3:35 spread ¼ 15:78 spread ¼ 71:94

ERRsum ¼ 91 ERRsum ¼ 93 ERRsum ¼ 98 ERRsum ¼ 93

ACC ¼ 98:56% ACC ¼ 98:53% ACC ¼ 98:45% ACC ¼ 98:53%

SEN ¼ 87:77% SEN ¼ 87:50% SEN ¼ 86:83% SEN ¼ 87:50%

SPE ¼ 99:24% SPE ¼ 99:22% SPE ¼ 99:18% SPE ¼ 99:22%

j ¼ 85:94% j ¼ 85:68% j ¼ 84:89% j ¼ 85:57%
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Table 5 continued

Normalization: Window width: Classifiers

SVM kNN PNN RBFNN

CF ¼ 46:74% CF ¼ 48:21% CF ¼ 48:46% CF ¼ 49:89%

Tt ¼ 9:7303 (s) Tt ¼ 0:1142 (s) Tt ¼ 0:4301 (s) Tt ¼ 60:9248 (s)

Tc ¼ 0:0016 (s) Tc ¼ 0:0492 (s) Tc ¼ 0:0060 (s) Tc ¼ 0:0084 (s)

256 samples �g ¼ 4:81e�5

�n ¼ 0:0125 exponent ¼ 3:47 spread ¼ 11:19 spread ¼ 136:77

ERRsum ¼ 87 ERRsum ¼ 90 ERRsum ¼ 92 ERRsum ¼ 86

ACC ¼ 98:62% ACC ¼ 98:58% ACC ¼ 98:55% ACC ¼ 98:64%

SEN ¼ 88:31% SEN ¼ 87:90% SEN ¼ 87:63% SEN ¼ 88:44%

SPE ¼ 99:27% SPE ¼ 99:24% SPE ¼ 99:23% SPE ¼ 99:28%

j ¼ 86:53% j ¼ 86:13% j ¼ 85:83% j ¼ 86:70%

CF ¼ 49:39% CF ¼ 49:99% CF ¼ 50:21% CF ¼ 49:59%

Tt ¼ 10:6013 (s) Tt ¼ 0:1356 (s) Tt ¼ 0:3270 (s) Tt ¼ 59:0492 (s)

Tc ¼ 0:0018 (s) Tc ¼ 0:0541 (s) Tc ¼ 0:0055 (s) Tc ¼ 0:0076 (s)

512 samples �g ¼ 2:64e�5

�n ¼ 0:0183 exponent ¼ 3:61 spread ¼ 18:85 spread ¼ 117:89

ERRsum = 73 ERRsum ¼ 87 ERRsum ¼ 80 ERRsum ¼ 80

ACC ¼ 98:85% ACC ¼ 98:62% ACC ¼ 98:74% ACC ¼ 98:74%

SEN ¼ 90:19% SEN ¼ 88:31% SEN ¼ 89:25% SEN ¼ 89:25%

SPE ¼ 99:39% SPE ¼ 99:27% SPE ¼ 99:33% SPE ¼ 99:33%

j ¼ 88:70% j ¼ 86:60% j ¼ 87:65% j ¼ 87:63%

CF ¼ 49:09% CF ¼ 49:59% CF ¼ 49:76% CF ¼ 50:81%

Tt ¼ 11:3537 (s) Tt ¼ 0:1192 (s) Tt ¼ 0:3194 (s) Tt ¼ 56:8192 (s)

Tc ¼ 0:0018 (s) Tc ¼ 0:0597 (s) Tc ¼ 0:0055 (s) Tc ¼ 0:0076 (s)

1024 samples �g ¼ 7:69e�6

�n ¼ 0:0105 exponent ¼ 2:34 spread ¼ 20:11 spread ¼ 148:12

ERRsum ¼ 74 ERRsum = 79 ERRsum = 77 ERRsum = 79

ACC ¼ 98:83% ACC ¼ 98:75% ACC ¼ 98:78% ACC ¼ 98:75%

SEN ¼ 90:05% SEN ¼ 89:38% SEN ¼ 89:65% SEN ¼ 89:38%

SPE ¼ 99:38% SPE ¼ 99:34% SPE ¼ 99:35% SPE ¼ 99:34%

j ¼ 88:53% j ¼ 87:84% j ¼ 88:14% j ¼ 87:73%

CF ¼ 47:91% CF ¼ 78:26% CF ¼ 49:51% CF ¼ 47:86%

Tt ¼ 10:4768 (s) Tt ¼ 0:1432 (s) Tt ¼ 0:3316 (s) Tt ¼ 54:0503 (s)

Tc ¼ 0:0019 (s) Tc ¼ 0:0853 (s) Tc ¼ 0:0055 (s) Tc ¼ 0:0077 (s)

Standardization 128 samples �g ¼ 1:59e�4

�n ¼ 0:0290 exponent ¼ 5:55 spread ¼ 17:95 spread ¼ 88:52

ERRsum = 103 ERRsum ¼ 123 ERRsum ¼ 120 ERRsum ¼ 107

ACC ¼ 98:37% ACC ¼ 98:06% ACC ¼ 98:10% ACC ¼ 98:31%

SEN ¼ 86:16% SEN ¼ 83:47% SEN ¼ 83:87% SEN ¼ 85:62%

SPE ¼ 99:14% SPE ¼ 98:97% SPE ¼ 98:99% SPE ¼ 99:10%

j ¼ 84:04% j ¼ 81:03% j ¼ 81:47% j ¼ 83:44%

CF ¼ 48:84% CF ¼ 47:69% CF ¼ 48:59% CF ¼ 49:34%

Tt ¼ 16:9512 (s) Tt ¼ 0:1331 (s) Tt ¼ 0:3458 (s) Tt ¼ 64:2180 (s)

Tc ¼ 0:0018 (s) Tc ¼ 0:0525 (s) Tc ¼ 0:0054 (s) Tc ¼ 0:0089 (s)
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the given classifier/expert, class, according to the

WTA rule). Value ‘‘0’’ occurs on remaining 16

outputs (indicated not recognized classes).

Second and third layer

– Genetic layered training was used to tune the

ensemble of classifiers structure in second and third

layer, relying on feature selection (experts or judges

votes) from the first or second layer, based on

reference answers. The aim of GA was to reject the

incorrect answers (votes) of classifiers (nodes) from

the first or second layer, based on the errors in all

testing and training sets, and accept only correct

answers (votes) as shown in Fig. 5. Genetic layered

training is a novel approach of connecting classifiers

(ensemble combination), and it is effective through

transformation of one output into 17 outputs of

classifiers.

Table 5 continued

Normalization: Window width: Classifiers

SVM kNN PNN RBFNN

256 samples �g ¼ 4:80e�5

�n ¼ 0:0126 exponent ¼ 2:64 spread ¼ 14:98 spread ¼ 77:97

ERRsum ¼ 97 ERRsum ¼ 122 ERRsum = 121 ERRsum ¼ 110

ACC ¼ 98:47% ACC ¼ 98:07% ACC ¼ 98:09% ACC ¼ 98:26%

SEN ¼ 86:96% SEN ¼ 83:60% SEN ¼ 83:74% SEN ¼ 85:22%

SPE ¼ 99:19% SPE ¼ 98:98% SPE ¼ 98:98% SPE ¼ 99:08%

j ¼ 85:02% j ¼ 81:22% j ¼ 81:33% j ¼ 83:00%

CF ¼ 50:56% CF ¼ 49:01% CF ¼ 49:16% CF ¼ 49:11%

Tt ¼ 9:8686 (s) Tt ¼ 0:1586 (s) Tt ¼ 0:3504 (s) Tt ¼ 58:4766 (s)

Tc ¼ 0:0016 (s) Tc ¼ 0:0590 (s) Tc ¼ 0:0054 (s) Tc ¼ 0:0077 (s)

512 samples �g ¼ 1:46e�5

�n ¼ 0:0129 exponent ¼ 3:61 spread ¼ 24:35 spread ¼ 193:28

ERRsum ¼ 83 ERRsum ¼ 115 ERRsum ¼ 101 ERRsum = 112

ACC ¼ 98:69% ACC ¼ 98:18% ACC ¼ 98:40% ACC ¼ 98:23%

SEN ¼ 88:84% SEN ¼ 84:54% SEN ¼ 86:43% SEN ¼ 84:95%

SPE ¼ 99:30% SPE ¼ 99:03% SPE ¼ 99:15% SPE ¼ 99:06%

j ¼ 87:16% j ¼ 82:33% j ¼ 84:38% j ¼ 82:65%

CF ¼ 48:94% CF ¼ 48:61% CF ¼ 49:11% CF ¼ 50:14%

Tt ¼ 9:2840 (s) Tt ¼ 0:1537 (s) Tt ¼ 0:3000 (s) Tt ¼ 58:8405 (s)

Tc ¼ 0:0017 (s) Tc ¼ 0:0583 (s) Tc ¼ 0:0052 (s) Tc ¼ 0:0077 (s)

1024 samples �g ¼ 1:59e�5

�n ¼ 0:0202 exponent ¼ 14:08 spread ¼ 25:90 spread ¼ 171:45

ERRsum ¼ 81 ERRsum ¼ 98 ERRsum ¼ 81 ERRsum ¼ 92

ACC ¼ 98:72% ACC ¼ 98:45% ACC ¼ 98:72% ACC ¼ 98:55%

SEN ¼ 89:11% SEN ¼ 86:83% SEN ¼ 89:11% SEN ¼ 87:63%

SPE ¼ 99:32% SPE ¼ 99:18% SPE ¼ 99:32% SPE ¼ 99:23%

j ¼ 87:45% j ¼ 84:87% j ¼ 87:53% j ¼ 85:74%

CF ¼ 48:46% CF ¼ 51:26% CF ¼ 48:84% CF ¼ 48:64%

Tt ¼ 12:9148 (s) Tt ¼ 0:1016 (s) Tt ¼ 0:2981 (s) Tt ¼ 58:0527 (s)

Tc ¼ 0:0020 (s) Tc ¼ 0:0469 (s) Tc ¼ 0:0052 (s) Tc ¼ 0:0079 (s)

Sum of errors is zero for all training sets. The worst results are in bold italic, and the best in bold
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2.4.2 First layer

In the first layer of the system are 48 experts comprising of

12 SVM (nu-SVC, RBF), 12 kNN, 12 PNN, and 12

RBFNN classifiers (three types of normalization and four

Hamming window widths) optimized to minimize errors in

recognition of ECG signal classes. ECG signal segments

comprising the most characteristic features (chosen using

GA) are given to the inputs of each of the 48 classifiers. For

each of the 48 classifiers, the different and optimal set of

parameter values has been selected, for SVM: cð�gÞ,

mð�nÞ, for kNN: exponent, for PNN: spread, and for

RBFNN: spread.

2.4.3 Second layer

The second layer of the DGEC system has four judges with

SVM classifiers (C-SVC, linear). These four meta-classi-

fiers were developed in order to assess the experts votes

from the first layer. Each of the judges was assigned to a

group of 12 classifiers, which meant that the first judge

evaluated the votes from 12 SVM classifiers, second from

12 kNN classifiers, third from 12 PNN classifiers, and

fourth from 12 RBFNN classifiers. These 48 classifiers

(from the first layer) have 17 outputs each, so the length of

input features vector, to the second layer, is equal to 816

votes. Therefore, on the inputs of each of the four judges

(classifiers from the second layer), 204 features are given.

2.4.4 Third layer

The third layer of the DGEC system has one judge, i.e.,

SVM classifier (C-SVC, linear). This one meta-classifier

was designed to evaluate judges votes from the second

layer. Four SVMs (from the second layer) have 17 outputs

each, so the length of input features vector, to the third

layer, is equal to 68 votes.

The analogous two-layer system (48 classifiers ? 1

classifier) was also tested in the study. However, such a

system was characterized by less effective training, which

did not yield good ECG classification results. Therefore,

this system is not widely discussed in the article. Hence, it

can be concluded that another layer has contributed to

boost the training efficiency of the system.

Many parameter configurations of GA and SVM, kNN,

PNN, and RBFNN classifiers were tested as part of the

study. The details of the optimization parameters are pre-

sented in Tables 2, 3, and 5.

Basic and optimizing parameters of 48 classifiers from

the first layer of DGEC system and GA parameters used

for feature selection and optimization of classifier param-

eters are presented in Table 2.

Basic and optimizing parameters of (4 ? 1) classifiers

in second and third layer of DGEC system and GA

parameters used for feature selection and optimization of

classifier parameters are presented in Table 3.

Table 6 Results for second and third layer of DGEC system. Sum of errors is zero for all training sets. ERRL coefficient determines in all

training sets sum of errors

Classifiers Coefficients

�c ERRL ERRsum ACC SEN SPE j CF Tt Tc To
The first layer of DGEC system—48 classifiers: SVM, kNN, PNN and RBFNN (3 normalization types and 4 Hamming window widths)—

experts

Detailed results of 48 classifiers from 1st layer were placed in Table 2

The second layer of DGEC system—4 SVM (C-SVC, linear) classifiers— judges

SVM49ðSVMÞ 1 0 56 99:12% 92:47% 99:53% 91:35% 22:06% 0.0679 (s) 3:84e�6 (s) about 1 (h)

SVM50ðkNNÞ 1 0 51 99:19% 93:15% 99:57% 92:14% 33:82% 0.0328 (s) 5:24e�6 (s) about 1 (h)

SVM51ðPNNÞ 1 0 56 99:12% 92:47% 99:53% 91:37% 30:88% 0.0242 (s) 3:82e�6 (s) about 1 (h)

SVM52ðRBFÞ 1 0 56 99:12% 92:47% 99:53% 91:34% 30:39% 0.0569 (s) 1:18e�5 (s) about 1 (h)

The third layer of DGEC system—1 SVM (C-SVC, linear) classifier— judge

SVM53 1 0 40 99:37% 94:62% 99:66% 93:84% 33:82% 0.0270 (s) 3:53e�6 (s) about 0.5 (h)

Summary

DGEC system — 0 40 99:37% 94.62% 99:66% 93.84% 47:31% 821.5928 (s) 0.8736 (s) about 221 (h)

Bold values indicate the most important, final coefficients for the entire DGEC system
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Figures 2 and 3 show the scheme of subsequent phases

of information processing in DGEC system. In Fig. 4,

scheme of connections between layers, information flow

and fusion in DGEC system is presented. Algorithm 1 and

2 present the DGEC system algorithm. Figure 5 presents

the scheme of genetic layered training (for single segment

of ECG signal and exemplary chromosomes of

individuals).

Fig. 2 Part I of the scheme of subsequent phases of information

processing (training and optimization of system) in DGEC system

Fig. 3 Part II of the scheme of subsequent phases of information

processing (training and optimization of system) in DGEC system
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Fig. 4 Scheme of connections between layers, information flow and fusion to the DGEC system

Fig. 5 Genetic layered training scheme, showing selection of features by GA, applied to combine classifiers, for exemplary chromosomes of

individuals for one segment of ECG signal
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2.5 Evaluation criteria

The following coefficients have been determined for the

evaluation of the designed methods [30, 65]: (1) sum of

errors for 744 classifications (ERRsum), (2) accuracy (ACC),

(3) specificity (SPE), (4) sensitivity (SEN) = overall

accuracy (Acc), (5) false positive rate (FPR), (6) positive

predictive value (PPV), (7) j coefficient, (8) time of opti-

mization (To), (9) time of training (Tt), (10) time of clas-

sification (Tc), and (11) acceptance feature coefficient (CF).

Based on the confusion matrices generated, mentioned

coefficients were calculated using values: TN—True

Negative, TP—True Positive, FN—False Negative, FP—

False Positive. More detailed information about the cal-

culated coefficients can be found in the articles [51, 52].

The equations for the calculated coefficients are as

follows:

• Accuracy

ACC ¼
X

N

i¼1

TPþ TN

TPþ FPþ TN þ FN

 !

� 100%

�

N

ð2Þ

• Sensitivity = Overall Accuracy

SEN ¼ Acc ¼
X

N

i¼1

TP

TPþ FN

 !

� 100%

�

N ð3Þ

• Specificity

SPE ¼
X

N

i¼1

TN

FPþ TN

 !

� 100%

�

N ð4Þ

• Positive Predictive Value

PPV ¼
X

N

i¼1

TP

TPþ FP

 !

� 100%

�

N ð5Þ

• False Positive Rate

FPR ¼
X

N

i¼1

FP

FPþ TN

 !

� 100%

�

N ð6Þ

• j coefficient (Fleiss’ kappa)

j ¼
X

N

i¼1

M
Pn

k¼1 mk;k �
Pn

k¼1ðGkCkÞ

M2 �
Pn

k¼1ðGkCkÞ

 !

� 100%

�

N

ð7Þ

where N is number of sets applied in the stratified

tenfold CV method = 10, k is index of class, n equal to

17 is a number of classes, M is total number of classi-

fied ECG signal segments that are compared to the

reference responses (labels), mk;k is the number of

classified ECG signal segments belonging to the refer-

ence class k that have also been classified as a class j,

Ck is total number of classified ECG signal segments

belonging to class k, and Gk is total number of reference

responses (labels) belonging to class k.

• Acceptance feature coefficient (the smaller the better.)

CF ¼
Fa

F
� 100% ð8Þ

where Fa —the number of accepted features, and F—

the number of all features. More information about

evaluation criteria can be found in the articles [51, 52].

3 Results

The MATLAB R2014b software along with the LIBSVM

library was used in the work. The computer with an Intel

Core i7-6700K 4.0 GHz (only one core was used) with 32

GB of RAM for calculations was used. All calculation

times, including optimization, training, and testing stages,

are presented in Tables 4, 5, and 6, respectively.

We have achieved sensitivity (SEN) of 100% and

ERRsum equal to 0 errors for all training sets.

A comparison of achieved outcomes, for the ensembles

of classifiers: CEC, DGEC, and single classifiers: SVM,

PNN, RBFNN, kNN, is presented in Table 4.

3.1 Deep genetic ensemble of classifiers

3.1.1 First layer

Table 5 presents detailed results, for the first layer of

DGEC system for four classifiers (RBFNN, PNN, kNN,

and SVM) with values of optimized parameters for:

(a) three signal preprocessing types (no normalization,

rescaling ? constant component reduction, and standard-

ization), (b) four feature extraction types (four Hamming

window widths 1024, 512, 256, and 128 samples), and

(c) one CV variant—stratified tenfold.

3.1.2 Second layer

Optimized parameter values and outcomes for the second

layer (4 C-SVC linear, SVM classifiers) and third layer (1

C-SVC linear SVM classifier) of the DGEC system are

presented in Table 6. ERRL coefficient determines in all

training sets sum of errors.

Figures 6, 7, 8, and 9 present the outcome visualizations

of selection of features (genetic layered training), for the

second layer of DGEC system. Accepted features (classi-

fier answers) are shown by red dots. The votes (answers) of
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Fig. 6 Selection of features (genetic layered training) outcomes for SVM49 (SVM) classifier from the second layer of DGEC method—in red

accepted classifier answers (votes of experts)
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Fig. 7 Selection of features (genetic layered training) outcomes for SVM50 (kNN) classifier from the second layer of DGEC method—in red

accepted classifier answers (votes of experts)
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Fig. 8 Selection of features (genetic layered training) outcomes for SVM51 (PNN) classifier from the second layer of DGEC method—in red
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Fig. 9 Selection of features (genetic layered training) outcomes for SVM52 (RBFNN) classifier from the second layer of DGEC method—in red

accepted classifier answers (votes of experts)
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the 12 classifiers (experts) from the first layer were sepa-

rated by a dashed black line. Figure 6 presents the answers

of 12 SVM classifiers from the first layer, kNN in Fig. 7,

PNN in Fig. 8, and RBFNN in Fig. 9.

3.1.3 Third layer

In Figs. 10, 11, 12, 14 and in Table 7, the results for entire

DGEC system are presented.

In Fig. 10, the confusion matrix, for one SVM classifier

from the third layer, is presented.

Figure 11 presents comparison of the following coeffi-

cients: sum of errors (ERR), accuracy (ACC), sensitivity

(SEN), positive predictive value (PPV), specificity (SPE),

false positive rate (FPR), and j coefficient, for three

variants of recognition (17, 15, and 12 classes).

In Fig. 12, percent error values for particular testing

sets, from stratified tenfold CV method, for DGEC system,

are presented.

Figure 13 presents the visualization of feature selection

outcome (genetic layered training), for the third layer of

DGEC system (one SVM classifier). Accepted features

(answers of classifiers) are shown by red dots. The votes

(answers) of the four SVMs (experts) from the second layer

were separated by a dashed black line.

Table 7 indicates the detailed information on the effi-

ciency of recognition for 17 ECG signal classes of the

DGEC system. Coefficient ERR% indicates the percentage

of errors.

In Fig. 14, ERR, ACC, SEN, PPV, SPE, and FPR for

each class, are presented.

It can seen from Table 8 that we have obtained the

highest classification performance using the same database

for the classification of 17 ECG classes.

4 Discussion

4.1 Hypothesis

Achieved outcomes confirmed the hypothesis that the use

of designed new DGEC system is effective, automatic, fast,

computationally less complex and universal classification

of myocardium dysfunctions using ECG signals.

Tables 4 and 8 show the results obtained by our novel

method. Our proposed method obtained the SEN ¼ 94:62%

(ACC = 99:37%, SPE = 99:66%).

We have obtained the highest classification performance

(Table 8). It should be emphasized that we have classified

17 classes, the classification sensitivity for 15 classes ¼

95% and 12 classes = 98% (Fig. 11). Most of the other

works from the literature present the results of the classi-

fication only for five classes.

In this work, we have used a single (10-s) ECG signal

segment and the time required to test the ECG signal is

only Ck ¼ 0:8736 (s) for DGEC system. Hence, the

developed system can be applied in telemedicine, cloud
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Recognition variants: 17, 15, and 12 classes
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Table 7 Coefficients of recognition for 17 ECG signal classes (heart disorders) with our DGEC system

Classes Coefficients

ERR%ð%Þ ACC (%) SEN (%) SPE (%) PPV (%) FPR (%)

Normal sinus rhythm 2.82 97.18 96.89 97.28 92.57 2.72

Atrial premature beat 2.69 97.31 81.04 98.69 83.93 1.31

Atrial flutter 0.00 100.00 100.00 100.00 100.00 0.00

Atrial fibrillation 0.27 99.73 98.93 99.85 98.93 0.15

Supraventricular tachyarrhythmia 0.40 99.60 72.73 100.00 100.00 0.00

Pre-excitation (WPW) 0.00 100.00 100.00 100.00 100.00 0.00

Premature ventricular contraction 2.02 97.98 85.90 99.40 94.37 0.60

Ventricular bigeminy 1.08 98.93 95.46 99.14 87.50 0.86

Ventricular trigeminy 0.27 99.73 92.31 99.86 92.31 0.14

Ventricular tachycardia 0.27 99.73 80.00 100.00 100.00 0.00

Idioventricular rhythm 0.00 100.00 100.00 100.00 100.00 0.00

Ventricular flutter 0.13 99.87 90.00 100.00 100.00 0.00

Fusion of ventricular and normal beat 0.54 99.46 100.00 99.45 73.33 0.55

Left bundle branch block beat 0.13 99.87 98.86 100.00 100.00 0.00

Right bundle branch block beat 0.13 99.87 97.87 100.00 100.00 0.00

Second-degree heart block 0.00 100.00 100.00 100.00 100.00 0.00

Pacemaker rhythm 0.00 100.00 100.00 100.00 100.00 0.00

Coefficient ERR% indicates a percentage error
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computing or mobile devices to aid the patients and clin-

icians to improve the accuracy of diagnosis.

4.2 Deep genetic ensemble of classifiers

Table 8 presents the results obtained using novel DGEC

system, which confirm the validity of its design. The cal-

culated coefficients for the DGEC system are:

ERRsum ¼ 40; SEN ¼ 94; 62%; j ¼ 93; 84%. These values

are better than the results achieved using the CEC system:

ERRsum ¼ 75; SEN ¼ 89; 92%; j ¼ 88; 38% and are better

than the best single classifier—SVM: ERRsum ¼ 73;

SEN ¼ 90; 19%; j ¼ 88; 70%.

Analyzing the outcomes from Tables 5 and 6, we

understand that whole DGEC system achieved better result

(EERsum ¼ 40, SEN ¼ 94; 62%) than the best component

classifier from the first layer of DGEC system:

EERsum ¼ 73, SEN ¼ 90:19% or second layer of ensemble:

EERsum ¼ 51, SEN ¼ 93:15%. For all component classi-

fiers from the first layer, the average result is

EERsum ¼ 96:25, SEN ¼ 87:06%.

It should be emphasized that the time of classification

required for a single ECG signal segment (10-s) is only

0.8736 (s), although the whole ensemble is quite complex

and consists of 53 classifiers.

4.3 Components of the classifier system

High performance of the DGEC system is presented in

Tables 4, 5, 6, and Fig. 10. This result is obtained through:

(1) appropriate connection of system nodes (classifiers)

using genetic layered training in the second and third layer

of the system, (2) diversity of the component classifiers

(different classifiers make different errors) achieved by

different signal normalization (three types), different

Hamming window widths (four types), and different types

of classifiers (four types), (3) adequate quality of the

component classifiers of the system. Transformation of one

output into 17 outputs of all component classifiers has

enabled high performance of the genetic selection of votes

(genetic layered training). Taking benefits from all com-

ponent classifiers, and minimizing their drawbacks, was

possible through combining classifiers using genetic fea-

ture selection.

4.4 Deep multilayer structure of the system

The success of designed DGEC system has been obtained

based on: (1) genetic feature (frequency components)

selection in the first layer of ensemble, (2) layered learning

(accelerated and facilitated the training), (3) genetic lay-

ered training in the second and third layer (experts votes

selection) applied to connection classifiers, (4) genetic
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parameters optimization (appropriate balance between

exploitation and exploration) coupled with stratified ten-

fold CV, which significantly decreased the over-training

and hence increased the performance of the DGEC method,

and (5) DL (multilayer structure of system, in which

extraction of features and pattern recognition occur through

appropriate flow and fusion of information).

4.5 Deep learning

DGEC system based on DL. This section presents a com-

parison of the DGEC system with other DL algorithms

such as the convolutional neural network (CNN).

Advantages of our system are given below:

Table 8 Comparison of work with other results obtained using the same database

Work Year # of

classes

Feature set Classifier Acc ¼ SEN

(%)

Huang et al. [35] 2014 5 RR intervals, random projection Ensemble of SVM 94

Llamedo and

Martinez [41]

2011 5 Wavelet, VCG ? SFFS Weighted LD 93

Lin and Yang

[40]

2014 5 Normalized RR-interval Weighted LD 93

Bazi et al. [15] 2013 5 Morphological, wavelet SVM, IWKLR, DTSVM 92

Soria and

Martinez [66]

2009 5 morphological ? FFS, VCG, RR-intervals Weighted LD 90

Mar et al. [42] 2011 5 Statistical features ? SFFS, morphological,

temporal features

Weighted LD, MLP 89

Zhang and Luo

[79]

2014 5 wavelet coeff., RR-intervals, ECG-inter. and

segments, morph. features

Combined SVM 87

Zhang et al. [78] 2014 5 ECG-intervals and segments, morphological

features, RR-intervals

Combined SVM 86

Ye et al. [74] 2012 5 ICA, RR interval, wavelet, PCA,

morphological

SVM 86

Park et al. [49] 2008 5 HOS, HBF Hierarchical SVM 85

de Lannoy et al.

[26]

2012 5 HBF, morphological, ECG segments, HOS,

RR intervals

Weighted CRF 85

de Chazal et al.

[24]

2004 5 ECG-intervals, morphological Weighted LD 83

de Lannoy et al.

[25]

2010 5 HBF coefficients, ECG-Intervals, HOS,

morphological

Weighted SVM 83

Martis et al. [43] 2012 5 Principal components of segmented ECG beats NN, LS-SVM 98

Principal components of error signals of linear

prediction model

Principal components of DWT

Elhaj et al. [29] 2016 5 HOS, cumulants, ICA, PCA, DWT NN, SVM 99

Yang et al. [73] 2018 5 PCANet Linear SVM 98

Zubair et al. [80] 2016 5 Raw data CNN 93

Acharya et al. [6] 2017 5 Raw data CNN 94

Yildirim [75] 2018 5 Raw data DBLSTM-WS3 99

Pławiak [52] 2018 17 Frequency components of the PSD of ECG

signal

Evolutionary Neural System (based on

single SVM)

90

Pławiak [51] 2018 17 Frequency components of the PSD of ECG

signal

Genetic Ensemble of Classifiers (two-

layer system)

91

Yildirim et al.

[77]

2018 17 Rescaling raw data 1D-CNN 91

Proposed method 12 Frequency components of the PSD of ECG

signal

Deep genetic ensemble of classifiers

(DGEC), three-layer system

98

15 95

17 95
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– obtained higher accuracy (e.g. compared to work

[77]).

– the possibility of greater interference in the opti-

mization of the structure (selection of: nodes (clas-

sifiers), number of layers, connections between

nodes, etc.).

Disadvantages of our method are given below:

– complex structure requiring longer system design

(longer training and optimization).

– the feature extraction needs to be performed.

Similarities with other systems are as follows:

– also a network of neurons (nodes process informa-

tion), consisting of nodes in the form of classifiers.

– also has a deep structure in which occur similar

processes of fusion and flow information (with

successive layers, the concepts are more and more

abstract).

Differences with other state-of-art systems are as given

below:

– nodes, these are not classic neurons (with weights,

biases, and activation functions) but more complex

classifiers and each node is different (greater diver-

sity of nodes).

– outputs, instead of one there are 17 outputs from each

node (classifier).

– training and optimization, performed in stages, one

by one in subsequent layers, and the results from the

previous layer go to the next layer, in the CNN

training and optimization is more global.

– connections, flexibility in designing connections

between nodes (classifiers) from different layers.

– structure, in the first layer, nodes (classifiers) are

called experts, and in the second and third layer are

called judges. In the first layer, a processed ECG

signal is given to the inputs of nodes, and in the

second and third layer on the nodes (classifiers)

inputs are given votes (17 answers with values of ‘‘0’’

or ‘‘1’’ indicated the recognized class) of each of the

classifiers from the first layer.

– structure tuning, eliminating incorrect voices (second

and third layer), and ECG signal feature selection

(first layer), and optimization of classifier (nodes)

parameters is performed using GA.

4.6 Dysfunctions/classes

Classification performance for all classes of DGEC system

is presented in Fig. 14. We can notice from the results that

PPV of over 70% and SEN of over 70% are achieved

despite using the imbalanced data, which is a significant

success. The worst results have been achieved for fusion of

ventricular and normal beats (PPV ¼ 73:33% and

supraventricular tachyarrhythmia SEN ¼ 72:73%), which

is shown in Table 7.

Heart abnormalities with the smallest values of PPV and

SEN coefficients have been removed, based on the

achieved results as shown in Fig. 14. Two other classifi-

cation variants have been analyzed: 12 classes (after

removing classes: SVTA, PVC, TRI, VT, and FUS, Table 1),

and 15 classes (after removing classes: SVTA, and FUS,

Table 1). The DGEC system achieved the SEN for 12, 15,

and 17 classes 98.25%, 95.40%, and 94.62%, respec-

tively, and j ¼ 97:92%, 94.68%, and 93.84%,

respectively.

5 Conclusion

The objective of this study was to develop new ML

method, focusing on EC and also EL and DL approach

which enables the effective classification of cardiac

arrhythmias (17 classes: normal sinus rhythm, 15 types of

arrhythmias and pacemaker rhythm) using ECG signal

segments (10-s). Our main contribution is the design of a

novel three-layer (48 ? 4 ? 1) genetic ensemble of clas-

sifiers. Novel system based on fusion of three normaliza-

tion types, four Hamming window widths, four classifiers

types, stratified tenfold CV, genetic feature (frequency

components) selection, EL, layered learning, DL, EC,

classifiers parameters optimization by GA, and new genetic

layered training (expert votes selection) to connect the

classifiers.

The DGEC system achieved a classification sensitivity

of 17 cardiac arrhythmias (classes) equal to 94.62% (40

errors / 744 classifications, accuracy ¼ 99:37%, specificity

¼ 99:66%, classification time of single sample

¼ 0:8736ðsÞ). To the best of our knowledge, this is the

highest classification performance obtained for 17 ECG

classes using 10 s ECG segments.

The salient features of our work are as follows: (1)

strong imbalanced data for some classes, (2) classifica-

tion of 17 classes of cardiac disorders, and (3) application

of stratified tenfold CV method (analogous to subject-

oriented validation scheme).

The authors have designed a new DGEC system for the

effective (Table 8), automatic, fast (Table 4), low compu-

tational complexity (Sect. 1) and universal (Table 1),

classification of cardiac disorders.

The strengths of the research are: (1) possibility to use

our solution in telemedicine and implement designed

method in mobile devices or cloud computing (only single

lead, lower computational complexity, and low cost), (2)
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high performance, (3) classification of 17 heart disorders

(classes), (4) design of new genetic layered training applied

to connecting classifiers, and (5) design of novel ML

method—DGEC system.

Due to the very promising results obtained, the descri-

bed research is worth continuing. The next stages of

research will include: (1) improving the accuracy of

recognition myocardium dysfunctions through develop-

ment and improving the algorithms based on fusion of EL

and DL, (2) testing the other optimization methods based

on EC, and (3) testing the efficiency of DGEC system with

other physiologic signals.
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