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Abstract: In this paper, we propose a new global and fast Multilayer Perceptron
Neural Network (MLP-NN) which can be used to forecast the automotive price.
Nowadays, the gradient-based techniques, such as back propagation, are widely
used for training neural networks. These techniques have local convergence results
and, therefore, can perform poorly even on simple problems when forecasting is
out of sample. On the other hand, the global search algorithms, like Tabu Search
(TS), suffer from low rate convergence. Motivated by these facts, a new global and
fast hybrid algorithm for training MLP-NN is provided. In our new framework, a
hybridization of an extended version of T'S with some local techniques is constructed
in order to train the connected weights of the network. The extended version of
TS in the proposed scheme consists of a simple T'S together with the intensification
and diversification search methods, and the local search methods are based on a
direct strategy of Nelder-Mead (NM) or Levenberg-Marquardt (LM) techniques.
This hybridization leads us to have a global and fast trained network in order to
use in some forecasting problems. To show the efficiency and effectiveness of our
new proposed network, we apply our new scheme for forecasting the automotive
price in Iran Khodro Company which is the biggest car manufacturer in Iran.
The results are promising compared to the cases when we apply the TS and some
other forecasting techniques individually. We also compare the results with the
case when we employ the gradient-based optimization techniques such as LM, and
global search methods such as Genetic Algorithm (GA) and hybrid of MLP-NN
with GA.
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1. Introduction

Artificial Neural Networks (ANNs) have been deployed in a variety of real world
problems [10, 15]. Recently, a wide class of interested application of Multilayer
Perceptron Neural Network (MLP-NN) in the financial forecasting has been con-
sidered. One can refer to the most famous books in the literature for more in-
formation, for example see [5, 15]. The success of ANNs for a particular problem
depends on the adequacy of the training algorithm according to the necessities
of the problem. The Back-Propagation (BP) technique is a gradient-based opti-
mization technique [17, 19], which has been widely used in the training of ANNs.
The so-called Levenberg-Marquardt (LM) method [9, 26], another gradient-based
method for training of the networks, is an extension of the Gauss-Newton tech-
nique. It is worth mentioning that the networks using the LM for training enjoy
fast convergence rate compared to the BP-based training networks. Due to the lo-
cal convergence property of the gradient techniques, they often become trapped at
suboptimal solutions depending upon the initial random starting point. Therefore,
using a global search technique seems more suitable for getting a global solution
in the training of ANNs [22]. Due to this fact, using heuristic or meta-heuristic
methods such as Genetic Algorithm (GA) or Tabu Search (TS) methods [21, 23]
are of interest in the recent researches. However, meta-heuristic methods may
suffer from costly computations due to their slow convergence. Thus, combining
these methods with local search methods is a practical remedy to overcome their
slow convergence rate. For this purpose, several attempts have been made in the
literature for developing such combinations especially for GA, see e.g. [18, 20].

The popularity of TS has grown significantly in the past few years as a global
search technique. However, most of the applications which are using this tech-
nique are the combinatorial optimization problems, such as the traveling salesman
problem, design optimization, and the quadratic assignment problem [3, 13, 24].

As we are interested in forecasting the automotive price in the biggest car
manufacturer company in Iran, i.e. Iran Khodro Company, it is of our great interest
in this paper to use the same line of research in hybridizing local and global heuristic
and meta-heuristic methods for accomplishing this job. The first work in this
subject was done by the authors in [20] in which a hybridization of GA and LS is
introduced for training connected weights in the network. This hybridization enjoys
some advantages such as getting rid of falling in the local optima and having a fast
convergence rate with low computational results. Motivated by this work, in this
paper, our attempt is to introduce another hybridization technique for forecasting
the automotive price. The proposed hybrid scheme enjoys a global optima and
good performance compared with that presented in [20]. To be exact, our scheme
leads us to have a significant reduction in computational time as well as the high
accuracy of the obtained solution in comparison with that of [20].

In our new hybridized scheme, the connected weights in the ANN are trained
by a Hybrid Tabu Search (HTS) which consists of a modified T'S with some direct
search methods such as Nelder-Mead (NM) or LM techniques. In the modified TS
algorithm, three search procedures are employed; Exploration, Diversification and
Intensification. In the exploration search, a reduction procedure is introduced to
generate trial moves. In this stage, the concepts of TS memory elements called
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Tabu Regions (TRs) and Tabu List (TL) are introduced to provide an anti-cycling
rule. Moreover, another memory element called Visited Regions List (VRL) is also
introduced as a tool for the diversification search to diversify the search of unvisited
areas of the solution space. Assume that one of the best points obtained by the
exploration and diversification searches is close enough to a the global minimum.
Then, the intensification search is applied again at the final stage to refine the elite
solutions that have been visited so far. Actually, the proposed diversification and
intensification searches try to follow some best known strategies from the high level
TS with a long term memory. From the best solution obtained at this stage, the
NM or LM techniques are applied to speed up the rate of convergence. In order to
show the efficiency and effectiveness of the proposed hybrid scheme, we apply the
scheme for forecasting the automotive price in the Iran Khodro Company. As we are
interested in comparing the results with the hybrid technique proposed in [20], we
restrict ourselves to the price data obtained in the period of March 2007 to March
2009. Moreover, it has to be noted that, due to the policy of the Iran government
in removing subsidies in the market since December 2010, in our opinion, the price
data are not reliable enough for citation and, therefore, we ignore those here. The
results of forecasting by the new scheme are compared with the simple TS and
some gradient based techniques such as LM, individually. Moreover, the results
are compared with the results that are reported in [20]. The comparisons show
that our new scheme for forecasting is rather efficient in producing high accuracy
and quality solutions than the other mentioned approaches.

The rest of the paper is organized as follows: In Section 2, the structure of an
MLP-NN is provided in details. Section 3 is devoted to constructing the new hybrid
scheme by providing its elements in more details. Simulation Results on forecasting
the automotive price in the Iran Khodro Company as well as the comparisons are
given in Section 4. We end up the paper by some concluding remarks in Section 5.

2. Structure of a Simple MLP-NN

A simple two layers MLP-NN structure, as described in [5, 15], can be outlined as
in Fig. 1.
In this structure, the parameters are:
e p; : the input node
e R : the number of input nodes
e S : the number of hidden nodes
e w; ; : connected weights between input and hidden layers
e v; : connected weights between hidden and output layers
e f: the activation function of hidden layer

e Y : the activation function of output layer

e ¢ : the output of the network
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Fig. 1 MLP-NN structure.

It is worth mentioning that, according to the algorithms that are employed in
training the connected weights and the activation functions, several MLP-NN have
been studied and developed in the literature, see e.g. [14].

In our new proposed scheme for the network, w; ;’s and v;’s are trained by
HTS method. For ease of reference, we denote these weights by wfIJTS and v1TS
respectively. The sigmoid and linear functions are applied as activation functions
in hidden and output layers, respectively. Finally, the output a is computed as
follows:

S S
a= Z (logsig (Z wijSpj> + vf{TS>,

i=1 i=1

where the logsig function is defined as

, 1

logsig(z) = T
McNelis in [15] introduced some factors that adequate the performance of an MLP-
NN. Some of these factors are: the network architecture, number of input and
hidden nodes, layer activation functions, number of layers, the convergence criteria
and learning algorithms for training the network. These factors in our new proposed
scheme are: the architecture of the network consists of one hidden layer, the number
of input nodes is obtained using trial and error process, the number of hidden
nodes is determined using Zhang’s relation [27], the sigmoid and linear functions
are used as activation functions in hidden and output layers, respectively, and the
convergence criteria for training are MSE or maximum iterations number.

It is worth mentioning that the sigmoid activation function needs data to be
scaled into [0,1]. To do so, an efficient preprocessing of the data is necessary to
input into the network [25]. We utilize the following normalization scheme for the
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data, which is given as time series X = (X;):

X; — min(X)

Zy = max(X) — min(X)

In this formula, min(X') and max(X) indicate the minimum and maximum values
of the series X, respectively.

In what follows, we are going to describe the components of our hybridization
scheme in more details.

3. The New Algorithm

As our hybridize scheme consists of several optimization techniques for training
the connected weights in the network, such as LM technique, NM method, TS
algorithm and their hybridizations, it is required to describe these methods in
more details. In the sequel, we first provide the requirements of the new scheme.

3.1 The Levenberg-Marquardt technique

Many attempts have been made to speed up the BP algorithm. A significant
improvement in realization performance can be observed by using various second
order approaches such as Newton’s method, conjugate gradients, and LM technique
[2, 4, 9]. Among these methods, the LM algorithm is widely accepted as the most
efficient algorithm in the sense of realization accuracy [26]. It gives a good com-
promise between the speed of the Newton method and the stability of the steepest
descent method, and consequently it constitutes a good transition between these
methods. In order to compare our simulation results with LM training approach,
we briefly describe the LM training technique in this section. The performance
index in the LM algorithm that should be optimized is the MSE function which is
defined by:

R i — Qi 2
F(w) = 2=l (1)

where N is the number of the total weights, w = (w1, ws, .. . ,wN)T is the weights
of the network and d;’s and a;’s are the desired and actual values of the i** pattern,
respectively. Equation (1) can be rewritten as:

F(w)=E"E,
where E is the error vector defined by:

E= [61562)"'56R]T (2)

and
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The Jacobian of E is defined by:

Oer  Oer Oe1
ow ow Tt dw
Bezl 8622 BCJQV
ow ow o dw
J=| o Nl (3)
663 BSR 663
8w1 671_)2 Tt 671_)1\{

In the LM algorithm, the connected weights are computed by the following iterative
scheme:

-1
WjJr]_ = Wj — (J:]I‘JJ + MI) J.’erj, (4)

where I is identity matrix, p is the learning parameter and Jj is the Jacobian matrix
computed at the j-th iteration. Note that, for g = 0, this procedure produces the
Gauss-Newton iterations, and for large enough p, it generates the steepest descent
iterations. In each iteration, the parameter u is automatically adjusted in order to
warrant convergence of the iterations.

3.2 The Nelder-Mead method

The Neldar-Mead method [16] is a local search technique and one of the most
popular derivative-free optimization methods. In each iteration, the NM method
starts by a none degenerate simplex, a IV dimensional geometric shape of nonzero
volume generated by the convex hull of the vertices wy,ws,...,wy41, and their
respective function values to produce the new points and their function values
leading to a new simplex. For this purpose, the following parameters should be
specified:

e The reflection parameter p > 0

e The expansion parameter y > 1

e The contraction parameter 0 < v < 1
e The shrinking parameter 0 < 0 < 1

According to these parameters, the Nelder-Mead method can be outlined as follows
[11]:

Algorithm 1. The Nelder-Mead method

Data: Givene >0, p> 0, x >1,0<vy <1, and 0 < ¢ <1, repeat the following
steps:

Order: Order and re-label the N 41 vertices as wy, wa, . .., wn41 so that F(wy) <
F(wz) < ... < F(wn+1). We refer to wy as the best point, and wy 41 as the
worst point.

Reflect: Compute the reflection point w, by

wy =W+ p(0 — WN+1),
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where w is the centroid of the N best points, i.e., w = Zivzl“’w Evaluate

F(w,). If F(w) < F(w,) < F(wy), replace wy1 by the reflected point w,
and go to Stopping criteria.

Expand: If F(w,) < F(w;), compute the expansion point w, by
we = W + x(w, — ).

Evaluate F(w,). If F(w.) < F(w,), replace wn41 by we and go to Stopping
criteria. Otherwise, replace wyy1 by w, and go to Stopping criteria.

Contract: If F(w,) > F(wy), perform a contraction between w and the best
point between wy 11 and w,..
Outside: If F(wy) < F(w,) < F(wyy1) (i-e., w, is strictly better than wy41),
perform an outside contraction by computing

Woe = W + y(w, — ).

Evaluate F(wy.). If F(wo.) < F(wy), replace wyi+1 by woe and go to Stop-
ping criteria. Otherwise, go to Shrink.
Inside: If F(w,) > F(wn+1), perform an inside contraction by computing

Wie = W + y(w, — ).

Evaluate F(w;.). If F(w;.) < F(wn+1), replace wy4+1 by w;. and go to
Stopping criteria. Otherwise, go to Shrink.

Shrink: Evaluate F' at the new N points
w;:wl—i—a(wi—wl), 1=2,...,N+1.
Replace the vertices ws, ..., wn41 by the new vertices w;, e ,w}v_H.

Stopping criteria: Order and re-label the vertices of the new simplex as w1, wa,
..., WN41 SO that F(wl) < F(wg) <...< F(’LUN_H). IfF(’LUN+1)—F(w1) <eg,
then stop. Otherwise, go to Reflect.

3.3 The tabu search algorithm

The simple tabu search algorithm is a meta-heuristic method, originally proposed
by Glover [6] in 1986. It was essentially proposed and developed for combinatorial
optimization problems [7, 8]. The main feature of this algorithm is its use of an
adaptive memory and responsive exploration. In this algorithm, the combination
of a reduction procedure with anti-cycling memory-based rules prevent the search
from getting trapped in the local minima. Specifically, T'S constructs a list of more
recently visited solutions, the so-called Tabu List (TL), in order to allow itself for
getting back to them. In each iteration, at first, the algorithm generates many
trial solutions in the neighborhood of the current solution in order to avoid from
generating any trial solutions that are recently visited. Then, the best trial solution
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among the generated solutions becomes the next solution. Therefore, T'S can accept
uphill movements in order to avoid getting trapped in the local minima. The
method terminates if the number of iterations without any improvement exceeds a
predetermined maximum number.

The concept of memory plays an important role in TS, especially when it is
used as the learning processes. An efficient memory conception in intensification
and diversification schemes makes T'S to behave as an intelligent search technique.

The search algorithms in the optimization area can be classified in two cate-
gories; point-to-point methods and population-based methods. The TS method is
one of the point-to-point methods. However, the long-term memory in TS makes
it competitive with the population-based methods in keeping the diversity. In TS,
with long-term memory, the search can be restarted from new diverse solutions
whenever the diversification is needed, or can be intensified to improve the elite so-
lutions whenever the intensification is needed. The concepts of diversification and
intensification have turned out to be effective in many combinatorial optimization
problems; see [2].

Let us briefly describe the concepts and implementations of the T'S memory
elements. First, we let TL to be a set of some visited solutions. The points in the
TL are ranked and saved according to their recency and their objective function
values. Therefore, some positions in the TL are kept for the best visited solutions
which help an intensification scheme to refine the search from these best solutions
at the final stage. Around each solution saved in the TL, two types of regions are
specified in the search space. The first one is a Tabu Region (TR) in which no new
trial point is allowed to be generated, and the other one is a Semi-Tabu Region
(Semi-TR) that comprises a surrounding region around TR. The main role of the
Semi-TRs is to generate neighboring around trial points in a special way so that
returning to a visited TR is avoided when the trial solution lies inside a Semi-TR.
Another memory element is the Visited Region List (VRL). The centers of the
visited regions and the frequency of visiting these regions are saved in the VRL
in order to direct a diversification scheme to explore the space outside the visited
regions.

Now, the procedure of a simple extended Tabu Search algorithm can be out-
lined as follows [11]:

Algorithm 2. The tabu search algorithm

Step 1. Given an initial weight wg, set the Tabu List (TL) as empty and k = 0.

Step 2. According to the tabu restrictions, generate the neighborhood movements
list M(wy) ={w :w € N(wg)}, where N(wy) is a neighborhood of wy.

Step 3. Set wy4+1 to be equal to the best trial weight in M (wy), and update TL.

Step 4. If stopping criteria are not satisfied, then go to Step 2.

Algorithm 2 is called a short-term memory TS. Updating of the memory-based
TL can be modified and controlled by the following concepts:
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e Tabu tenure: number of iterations in which a tabu movement is considered
to remain tabu or forbidden;

e Aspiration criteria: accepting an improving solution even if generated by a
tabu movement.

The short-term memory is built to keep the recency only. In order to achieve better
performance, long-term memory has been proposed to keep more important search
features besides the recency, such as the quality and the frequency. Specifically,
long-term memory in high-level TS records attributes of special characters like elite
and frequently visited solutions. Then, the search process of TS can adapt itself
by using these special types of solutions in:

e Intensification: giving priority to elite solutions in order to obtain much better
solutions in their vicinity.

e Diversification: discouraging attributes of frequently visited solutions in new
movement selection functions in order to diversify the search to other areas of
solution space.

3.4 The new hybridized schemes

In the literature, two kinds of hybridization can be distinguished: strong and weak
hybridizations. In the first one, the knowledge is included using specific operators
or representations. In the latter case, several algorithms are combined somehow.
In fact, in this case, an algorithm can be used to improve the results of another one
separately or it can be used as an operator of the other one [1]. Our new hybridized
schemes are the combination of two algorithms (weak hybridization) in which one
of them acts as an operator in the other. Indeed, we hybridize TS with the LM
algorithm (TS-LM) and TS with NM (TS-NM) in order to update the connected
weights of the network. In both cases, the problem-specific algorithm (LM and
NM) is used as a mutation-like operation of the general search template.

We stress that the success of an ANN strongly depends on its training algo-
rithms. Gradient-based local search techniques, such as LM technique, have been
widely used in the ANNs training softwares. However, in many cases, these algo-
rithms are very slow and susceptible to fall in the local minima problem. Recently,
there has been a growing interest in solving this problem using meta-heuristic meth-
ods such as TS method. However, meta-heuristic methods may suffer from costly
computations due to their slow convergence rate. In this case, combining these
methods with some local search methods such as NM or LM techniques seems to
be a practical remedy to overcome their slow convergence rate. Therefore, the TS-
NM and TS-LM combinations are made to perform as global and faster convergence
rate schemes.

Two procedures of our hybrid schemes are outlined as follows:

Procedure 1. Hybridization of TS and LM

Step 1. Scale data to the interval [0,1].

Step 2. Choose the number of layers, related nodes, activation functions and stop-
ping criteria.
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Step 3. Initialize trial weights and set k = 1.
Step 4. Update weights by T'S-LM algorithm.
Step 5. Compute the Error function (F'(w)).

Step 6. If the stopping criteria are not satisfied, then set k = k+ 1 and go to Step
4. Otherwise, re-scale output and return k and F(w).

Procedure 2. Hybridization of TS and NM

Step 1. Scale data to the interval [0,1].

Step 2. Choose the number of layers, related nodes, activation functions and stop-
ping criteria.

Step 3. Initialize trial weights and set k = 1.
Step 4. Update weights by TS-NM algorithm.
Step 5. Compute the Error function (F'(w)).

Step 6. If the stopping criteria are not satisfied, then set £k = k+ 1 and go to Step
4. Otherwise, re-scale output and return k and F(w).

4. Case Study

We have simulated and implemented our new hybrid schemes for forecasting the
automotive price in the Iran Khodro Company. The data are the price data of some
models of cars in this company. As we would like to compare the new schemes with
those presented in [20], we restrict ourselves to the price data as considered in [20],
i.e. in the period of March 2007 till March 2009 which consists of only working
days price data and has been taken from one of the most famous economic daily
journal in Iran called “Abrar Eghtesadi”. Moreover, since December 2010, the
Iran government has started to remove subsidies in the market. This causes an
ungovernable inflation in the products of the market especially in the products of
the Iran Khodro Company. In addition, in order to control inflation, the daily
journals are sometimes prohibited by the government to report the prices. This
may cause an increase in the number of missing data in this period. Therefore,
in our opinion, the price data from December 2010 are not reliable enough to be
included in our study.

Although, the automotive price forecasting in the first step does not seem to be
a suitable case for forecasting, there are some strong reasons for considering this
case in the Iranian market in the period of 2007 to 2009, among them:
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1. The price is not optionally determined by the producers and it is directly
affected by the policies taken from the Ministry of Mine and Industries due
to some parameters such as market demand, international sanctions, and
some other natural phenomena.

2. The delivering of the produced cars in the company is not on time, i.e. the
customers have to wait for some time (weeks and months) to get their car.
In this case, forecasting of the automotive price for the dealers sounds to be
very important.

We have implemented our new schemes in MATLAB 7.6.0 (R2008a) on a PC with
2.2 GHz, 2 MB of RAM and 160 GB of memory. As we are interested to compare
the results with that of [20], we have adjusted the parameters the same as in [20],
ie.,

e 10 input nodes

e 21 hidden nodes

One output node

Hidden layer activation function is logsig function from MATLAB library

Output layer activation function is purelin function from MATLAB library
e The stopping rule is M SE < 10~ or max iteration number =1000

The simulation results of applying new schemes and some other methods on the
Iran Khodro Company price data are given in Tabs. I, II, III. For ease of reference,
we use the following notations in the tables:

e MLP-LM: Training MLP-NN with LM method

e MLP-GA: Training MLP-NN with GA [20]

MLP-TS: Training MLP-NN with TS

e MLP-LM-GA: Hybridizing MLP-LM with GA [12]

e MLP-TS-LM: Training MLP-NN with hybridization of T'S and LM methods
e MLP-TS-NM: Training MLP-NN with hybridization of TS and NM methods

Three kinds of experiments are performed to compare the new hybridized schemes
with some other hybrid schemes in the literature. These experiments are:

Experiment 1. In the first experiment, we apply the LM technique for training
the connected weights in the network. The results are given in Tab. I. Al-
though the aim in this experiment is to introduce a fast MLP-NN, the quality
of the predicted solutions is not good enough.
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Experiment 2. In this experiment, the global algorithms GA and TS are used to
train the connected weights in the network. The results are provided in Table
II. This experiment confirms the good performance for MLP-NN with slow
rate. Also, the results show the priority of the T'S than GA in the convergence
rate.

Experiment 3. Experiment 3 is aimed at showing the quality of prediction in
the new proposed hybrid schemes. The results of this experiment are given
in Tab. ITI. This experiment shows the efficiency and effectiveness of the
hybridized schemes in improving the quality of prediction in the network in
comparison with the results obtained in Experiments 1 and 2.

MLP-LM
MSE of training | 0.1830 x 10~ %
Iteration 145
MSE of testing | 0.3259 x 10~

Tab. I The identification of TRAINING and TESTING errors for LM method.

MLP-GA MLP-TS

MSE of training | 0.0943 x 10=* | 0.0356 x 10—
Iteration 834 233

MSE of testing | 0.1064 x 10=% | 0.2940 x 10~*

Tab. II The identification of TRAINING and TESTING errors for TS and GA

algorithms.
MLP-LM+GA | MLP-TS-LM | MLP-TS-NM
MSE of training | 0.0858 x 10=% [ 0.0335 x 10=* | 0.0324 x 10~*
Iteration 583 126 112
MSE of testing | 0.1589 x 10~% | 0.1058 x 10=* | 0.1017 x 10~*

Tab. III The identification of TRAINING and TESTING errors for the new
proposed hybrid schemes.

Tabs. I-III provide the MSE of testing and training as well as number of iter-
ations for the above-mentioned hybridized schemes. More precisely, Tab. I gives
the MSE of testing and training as well as the iteration numbers for the MLP-LM
algorithm. In Tab. II, the MSE of testing and training together with the number
of iterations are provided for the MLP-GA and MLP-TS algorithms. Tab. III is
devoted to reporting the MSE of testing and training as well as the iteration num-
bers for the new proposed schemes, i.e. plus iteration number of our new schemes
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Fig. 2 Training of MLP-NN with TS-NM.

together with the MLP-LM-GA, MLP-TS-LM and MLP-TS-NM algorithms. As
can be observed from the tables, the fist stopping rule, i.e. MSE < 1074, is al-
ways satisfied in all experiences. Therefore, the less number of iterations can be
considered as a good criterion for showing the efficiency of the algorithms. Due
to this fact, one can realize that the new schemes are more efficient and effective
than those obtained in Experiments 1 and 2. Moreover, among the new hybridized
schemes, the MLP-TS-NM seems to be more efficient than the MLP-TS-LM and
MLP-LM-GA schemes.

As the figures of the actual outputs and those obtained from the training of the
network by the Experiments 1-3 are roughly close to each other, we just provide
here the figure of the actual output and the network output obtained from the
training of the network by TS-NM in Fig. 2. The black and dash lines in this
figure indicate the actual output and the network output, respectively. Also, the
horizontal axis in the figure denotes the working days in the period March 2007 to
March 2009 (almost 570 days) and the vertical axis indicates the median price in
each day.

Our observation on the performance of the training schemes of Experiments 1-3
are as follows:

In the periods of [1, 54], [55,79], and [551, 570] working days, the actual prices
are 37950000, 37925000 and 36500000, respectively. Theses prices are predicted
by MLP-TS, MLP-TS-LM, MLP-TS-NM and MLP-LM+GA algorithms well while
they are not predicted properly by MLP-LM and MLP-GA algorithms. In the
working days intervals [80,86], [276,302] and [520,550], the real prices are 37000000,
38500000 and 39920000, respectively. All the methods in these intervals have al-
most the same performance and are able to predict these prices as close as possible.
For the period of [87,124] working days, the real price 38100000 is forecasted by all
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the methods properly except for the MLP-LM algorithm. This scenario of predic-
tion is repeated in the intervals [168,190], [191,240] and [241,275] of working days
for the actual prices 38100000, 38050000 and 38200000, respectively. Moreover,
all the algorithms except the MLP-GA and MLP-TS algorithms could be able to
predict the real price 38050000 on the working days [125,167]. The actual price
42500000 in the period [303,360] of working days is predicted by all the methods
but not as good as the prediction provided by the MLP-TS-NM method. In the
interval [361,402] of working days, the real price 37200000 is predicted poorly by
MLP-GA method while it is predicted by the other methods well. The prediction
for the real price 39850000 in the interval [403,461] of working days is done poorly
by the MLP-LM, MLP-GA and MLP-TS algorithms while the others have good
performance in this period. In the interval [462,519] of working days, a weak pre-
diction is done for the real price 39900000 by the MLP-LM, MLP-GA, MLP-TS
and MLP-LM+GA algorithms while the MLP-TS-LM and MLP-TS-NM methods
have a good performance.

It is our conviction that the proposed scheme can perform well in forecasting
data in the other case studies and models in the real world phenomena, especially in
economics and engineering. The authors would like to invite the interested readers
to apply our approach to possible real data in their field of research to verify its
performance on that data prediction.

5. Conclusion and Future Researches

In this paper, we present a hybrid MLP-NN learning algorithm in which the Hy-
brid Tabu Search (HTS) is used to train the connected weights between the layers
of the network. Our new hybrid algorithm integrates T'S and NM methods in the
HTS in order to:

(i) obtain a faster convergence rate than TS and GA, individually

(ii) achieve more global results than LM

We have implemented our new scheme on the daily automotive price data of the
Iran Khodro Company. Simulation results show good performance results in terms
of quality of forecasting and excellent results in terms of convergence rate.
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