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Abstract In massive data analysis, data usually come in streams. In the last years, several
studies have investigated novelty detection in these data streams. Different approaches have
been proposed and validated in many application domains. A review of the main aspects
of these studies can provide useful information to improve the performance of existing
approaches, allow their adaptation to new applications and help to identify new important
issues to be addresses in future studies. This article presents and analyses different aspects
of novelty detection in data streams, like the offline and online phases, the number of classes
considered at each phase, the use of ensemble versus a single classifier, supervised and
unsupervised approaches for the learning task, information used for decision model update,
forgetting mechanisms for outdated concepts, concept drift treatment, how to distinguish
noise and outliers from novelty concepts, classification strategies for data with unknown

label, and how to deal with recurring classes. This article also describes several applica-
tions of novelty detection in data streams investigated in the literature and discuss important
challenges and future research directions.
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1 Introduction

Novelty detection (ND) is the ability to identify an unlabeled instance (or a set of them) that
differs significantly from the known concepts. Since it is an important capacity for learning
systems, it has received considerable attention from machine learning (ML) and data mining
(DM) researchers. In the literature, it is possible to find many definitions for ND, such as:

– The recognition that an input differs in some respect from previous inputs (Perner 2008).
– Novelty detection is concerned with identifying abnormal system behaviours and abrupt

changes from one regime to another (Lee and Roberts 2008).
– Novelty detection makes it possible to recognize novel concepts, which may indicate the

appearance of a new concept, a change occurred in known concepts or the presence of
noise (Gama 2010).

Several previous studies address ND in batch scenarios, where it is assumed that the whole
set of data is available (Markou and Singh 2003a, b; Marsland et al. 2002; Schölkopf et al.
2000; Hoffmann 2007). However, nowadays, an important scenario, where ND represents an
important challenge to be addressed, is data streams.

A data stream (DS) is a sequence of examples that arrive continuously. They are con-
tinuous, unbounded, flow at high speed and have a data distribution that may change over
time (Silva et al. 2014). In DS scenarios, new concepts may appear and known concepts may
disappear or evolve.

Since concepts are hardly ever constant, the application of ND techniques to DSs presents
many challenges (Gama 2010), which include presence of:

– Concept drift, making difficult the distinction between new concepts and changes in known
concepts;

– Noise and outliers, which can be confused with the occurrence of a new concept;
– Recurring concepts, which can be confused with the appearing of a new concept;
– Concept evolution, when the number of problem classes increases over time, and these

novel classes need to be incorporated into the decision model.

Among the many DS applications in which the use of ND techniques is important, we
can mention: intrusion detection (Coull et al. 2003; Spinosa et al. 2008), fault detection
(Zhang et al. 2006), medical diagnosis (Perner 2008; Spinosa and Carvalho 2004), detection
of interest regions in images (Singh and Markow 2004), fraud detection (Wang et al. 2003),
forest cover type detection (Masud et al. 2011a), spam filter (Hayat et al. 2010), information
retrieval (Gaughan and Smeaton 2005) and text classification (Li 2006).

The purpose of this study is to describe and analyze the main algorithms for ND in DS
scenarios. There are important surveys about ND (Markou and Singh 2003a, b; Marsland
2003; Pimentel et al. 2014), anomaly detection (Chandola et al. 2009) and outlier detection
(Hodge and Austin 2004; Gogoi et al. 2011). However, they only deal with batch scenarios,
not addressing this task in the context of DSs. Besides, they focus on only one of the aspects
of ND, the classification technique.

In the last years, several researchers have proposed different approaches for ND in DSs
(Masud et al. 2011a; Spinosa et al. 2009; Hayat and Hashemi 2010; Faria et al. 2013a; de
Faria et al. 2015b; Farid and Rahman 2012; Al-Khateeb et al. 2012a, b). A review of the
main aspects of these studies may provide an useful inspiration for the development of new
techniques and highlight the main issues to be addressed in future researches. For such, this
survey covers different aspects of ND in DSs, like:

– Definition of the main approaches for DS analysis;
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Novelty detection in data streams 237

– Formalization of the ND in DSs, clearly distinguishing the offline and the online phases;
– Taxonomy of the main approaches for ND in DSs;
– Learning task;
– Number of classes and classifiers considered in the two stages;
– External feedback for model update;
– Forgetting mechanisms;
– Treatment of noise and outliers;
– Treatment of recurring classes;
– Evaluation measures.

This paper is structured as follows. Section 2.1 contextualize this article by pointing out
the main differences between novelty, anomaly and outlier detection. Section 2.2 explains
two important aspects of DSs, concept drift and concept evolution. Section 3 formalizes the
ND task in DSs. Section 4 shows the taxonomy used to survey the algorithms for ND in
DSs. Section 5 presents the details about the offline (or learning) phase. Section 6 presents in
details the online phase discussing about the three task performed in this phase, classification
of new instances, detection of novelty patterns, and update of the decision model. Section 7
discusses other relevant aspects about ND in DSs as treatment of noise and outliers, detection
of recurring contexts and evaluation measures. Section 8 discusses the main limitations and
strengths of the works presented in this article. Section 9 describes the main applications for
ND in DSs. Finally Sect. 10 discusses the main challenges to be addressed as future works.

2 Important definitions

This section presents what we understand to be the main differences among novelty, anomaly
and outlier detection. Besides, important concepts regarding ND, such as, concept drift and
concept evolution, are discussed.

2.1 Novelty detection, anomaly detection and outlier detection

Novelty, anomaly and outlier detection are correlated terms. While in some contexts these
three terms seem to have the same meaning and are used indistinctly, here these terms will be
distinguished. In general, the latter two terms are more similar and frequently used to express
very close problems.

In fact, novelty, anomaly and outlier detection are terms related to find patterns that are
different from the normal, usual, patterns. While the terms anomaly and outliers give the idea
of an undesired pattern, the term novelty indicates an emergent or a new concept that needs
to be incorporated to the normal pattern.

According to Chandola et al. (2009), anomaly detection refers to the task of finding
patterns in data that do not conform to expected behavior. These patterns are also referred to as
anomalies, outliers, discordant observations, exceptions, aberrations, surprises, peculiarities,
or contaminants. According to Chandola et al. (2009), ND also aims to detect unobserved
patterns (emergent, novel) in data. However this term is distinguished from anomaly detection,
since, in the first, the novel patterns are typically incorporated into the normal model after
their detection.

In Aggarwal (2013), the author defines outlier as a data point, which could be considered
either an abnormality or a noise, whereas an anomaly refers to a special kind of outlier,
which is of interest to an analyst. According to Gogoi et al. (2011), outliers can be candidates
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238 E. R. Faria et al.

for aberrant data that may affect systems adversely, such as by producing incorrect results,
misspecification of models, and biased estimation of parameters. Some of the causes for
outliers are malicious activity, instrumentation error, change in the environment, human error
(Chandola et al. 2009). For Gama (2010), a concise group of examples should be required
as an evidence of the appearance of a novel concept, or novelty. On the other hand, sparse
independent examples, whose characteristics largely differ from those defined as normal,
should be seen simply as outliers, since there is no guarantee that they represent concepts.

According to Marsland et al. (2002), ND is useful in cases where an important class is
under-represented in the training set. For Markou and Singh (2003a), it is an important task,
since, for many problems, we never know if the currently available training data include on
all possible object classes. According to Gama (2010), ND allows the recognition of novel
profiles (concepts) in unlabeled data.

In this study, we treat novelty as a cohesive and representative group of examples represent-
ing a new concept to be incorporated to the decision model. This new concept is different from
the known problem concepts and represents an evolution, e.g., the appearing of a new class.
Isolated examples, non-representative and non-cohesive groups of elements, not explained
by the normal concept, are considered as outliers. Thus, they need to be identified, but not
added to the current model.

2.2 Concept drift and concept evolution

In concept learning, concept is the function to be learned by a learning algorithm, defined
over the set of training examples, mapping input values to their corresponding output values
(Mitchell 1997). In DS scenarios, which represent a non-stationary environment, the concepts
are not static, but they evolve over time. Thus, two important phenomena, called concept drift
and concept evolution, may occur.

According to Dries and Rückert (2009), concept drift is an important problem in ML and
DM, and can be described as a significant change in the data distribution. The concept of
interest may depend on some hidden context, and changes in the hidden context may induce
changes in the target concept, producing concept drift (Widmer and Kubat 1996). There are
different types of concept drift, named sudden, incremental, gradual, and recurring (Gama
et al. 2013).

For Tsymbal (2004), a difficult problem in handling concept drift is to distinguish between
true concept drift and noise. For example, if the concepts are viewed as images in a repre-
sentation space, then they can change their shapes, sizes, and locations (Kolter and Maloof
2007). Examples of concept drift are changes in the pattern of a disease, changes in the
weather and changes in the purchasing profile over years.

Two approaches, named blind and informed, are used to adapt the decision model in order
to address concept drift (Gama et al. 2013). Blind approaches update the decision model at
regular time intervals without verifying if changes really occurred. In general, the decision
model is retrained using the latest stream labeled examples. Informed approaches modify
the decision model when a change is detected. Most of the ND algorithms discussed in this
survey use blind approaches to address concept drift.

Another aspect of DSs is concept evolution. Traditional ML algorithms assume that the
number of classes is previously defined and that each example belongs to one of these classes
(Park and Shim 2010). However, in real DSs this assumption is not valid, since all classes
may not be known in the offline training phase and new examples may not fit in the existing
classes. According to Masud et al. (2011a), a concept-evolution occurs when a new class
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emerges in a stream. Concept-evolution, also named emerging classes, is seen in tasks like
network intrusion detection, spam identification and text classification.

It is important to highlight that ND must deal with concept drift, new emergent classes and
outliers. Algorithms for ND should be able to detect concept drift and update the decision
model in order to represent the changes in the known concepts, detect emergent classes and
update the decision model with these new classes, and identify and discard noisy examples
and outliers.

3 Formalization of the problem

A data stream is an infinite sequence of examples that flow rapidly in a continuous way, and
whose distribution may vary over time.

Definition 1 (Data Stream) A data stream S is a massive sequence of multi-dimensional
examples x1, x2, . . . , xN ,…, which is potentially unbounded, arriving in time stamps
T1, T2, . . . , TN ,…Each example xi is described by an n-dimensional attribute vector (Aggar-
wal et al. 2003).

Data streams, as well as time-series, are sequence data sets. According to Han (2005), a
sequence data set is a sequence of ordered events, with or without concrete notion of time.
Data streams are typically multi-variate sequences, in which the notion of time is not always
present. Web page traversal sequences and customer shopping transactions sequences are
examples of sequence data, but they may not be time-series data (Han 2005). A time-series
is a numeric sequence of observations of a random variable taken sequentially in time, which
presents an intrinsic feature of dependence between adjacent examples (Box and Jenkins
1990). In data streams, this dependence does not always occurs and in several situations
adjacent examples are completely independent. However, time-series in which the data flows
continuously and in high speed, can be considered data streams.

In general, algorithms for ND in data streams work in two phases, namely offline and
online. In the offline phase, a set of labeled examples is used to induce a classifier. These
labeled examples represent the known concepts about the problem. From now on, we refer to
known concepts about the problem as simply known concepts. Usually, the known concept
is composed by examples from only one class, named normal class. In the online phase,
whenever a new example arrives, it is classified in the normal class or it is rejected (or classified
as abnormal, anomaly or novelty). This is the classical setting in one-class-classification
(Spinosa et al. 2009; Hayat and Hashemi 2010; Tax and Duin 2008; Denis et al. 2005; Liu
et al. 2003; Yeung and Ding 2003; Yeung and Chow 2002; Aregui and Denœux 2007; Tan
et al. 2011).

Recently, several authors extended this framework to a multiclass context (Faria et al.
2013a; de Faria et al. 2015b; Farid and Rahman 2012; Masud et al. 2010a, 2011a; Al-
Khateeb et al. 2012a, b). In this case, the previous formalization must be generalized to the
multiclass context. In this new generalization, in the offline phase, each example from the
training set has a label (yi ), where yi ∈ Y tr , with Y tr = {Cknw1 , Cknw2 , . . . , CknwL

}, where
Cknwi

represents the i th known class of the problem and L is the number of known classes. In
the online phase, as new data arrive, new novel classes may be detected, expanding the set of
class labels to Y all = {Cknw1 , Cknw2 , . . . , CknwL

, Cnov1 . . . , CnovK
}, where Cnovi

represents
the i th novel class and K is the number of novel classes, which is previously unknown.

Definition 2 (Novel Class) A class that is not available in the training phase (offline), appear-
ing only in the online phase.
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Fig. 1 Overview of the novelty detection task

Initially, a classifier can deal effectively only with examples from the training classes.
When examples belonging to novel classes appear over the stream, they are temporally
classified as unknown.

Definition 3 (Unknown) An example not explained by the current model. In one-class clas-
sification, it is named abnormal, rejected or anomaly, i. e., the example does not belong to
the normal concept. In some contexts, this is sufficient. In multiclass classification tasks, a
group of unknown examples can be used to model new concepts.

The unknown examples are submitted to a ND task in order to produce different novelty
patterns. Figure 1 shows an overview of the ND task.

Definition 4 (Novelty Pattern) A pattern identified in unlabeled examples, previously con-
sidered as unknown by the classification system.

It is important to highlight that, in a data stream classification task, besides the emergence
of novel classes, known as concept evolution, another phenomenon must be considered, the
concept drift. In this case, the known concept can change over time.

Definition 5 (Concept drift) Every instance xt is generated from a source that corresponds
to a certain distribution Dt . If for any two examples x1 and x2, with timestamps t1 and
t2, D1 �= D2, then a concept drift occurs (Farid et al. 2013).

Distinguish occurrence of new classes from changes in the known classes (concept drift)
is an important issue to be addressed in DS research. In order to address each change that
can occur in the data, ND algorithms, instead of identify when a concept drift occurs and,
next, update the decision model, usually update the decision model constantly. If there is no
treatment for concept drift, every change in the known concept can be detected as a novelty
pattern. In contrast, it also necessary to forget outdated concepts.
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Besides, noise or outlier cannot be considered as a novelty pattern, since they represent
isolated or groups of non-cohesive examples.

The next section provides an overview of the main studies found in the literature investi-
gating ND in data streams.

4 Overview of novelty detection in data streams

This section proposes a taxonomy to classify the ND algorithm for DSs. This taxonomy covers
the main studies found in the literature, which are surveyed in this paper. This taxonomy
characterize this work according to:

– Offline phase:

– Number of classes (one or more-than-one)
– Number of classifiers (single or ensemble)
– Learning task (supervised or unsupervised)

– Online phase:

– Classification:
• Classification with unknown label option (yes or no)
• Number of classifiers (single or ensemble)

– Detection of novelty patterns:
• Number of novel classes (one or more-than-one)

– Decision model update:
• External feedback (yes or no)
• Number of classifiers (single or ensemble)
• Forgetting mechanism (yes or no)

– Other aspects

– Treatment of outliers
– Treatment of recurring contexts
– Evaluation measures

The algorithms to be analysed are presented in Table 1.
In general, the ND techniques work in two phases, the offline and the online phases. The

offline phase, detailed in Sect. 5, receives a training set and induces a decision model, like
in traditional ML tasks. Three important aspect of this phase are the type of learning used
(supervised or unsupervised), the number of classifiers built (single or ensemble), and the
number of classes that composes the known concept (one or more-than-one).

The online phase, detailed in the Sect. 6, receives an unlabeled DS and execute three
task: classification of new examples, detection of novelty patterns and update of the decision
model. The classification task uses the current decision model to classify new examples
that continuously arrive over the stream. Some approaches classify every new example,
while others mark as unknown the examples classified with low confidence. In addition, the
classification task can be based on either a single classifier or an ensemble of classifiers.
Besides, a few approaches consider that the novelty concept is composed by only one class,
while others distribute the novelty concept into more-than-one class.

Another difference between the existing approaches is whether they use feedback to update
the decision model. Some techniques also use forgetting mechanisms, which discard previous
concepts that do not represent to current behavior of the stream.
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Table 1 Algorithms for ND in DSs

Algorithms References

1- ECSMiner - Enhanced Classifier for Data

Streams with novel class Miner Masud et al. (2011a)

2- MCM - Multi Class Miner in Data

Streams Masud et al. (2010a)

3- CLAM - CLAss-based Micro classifier

ensemble Al-Khateeb et al. (2012a)

4- MINAS - MultI-class learNing Algorithm

for data Streams Faria et al. (2013a); de Faria
et al. (2015b)

5- OLINDDA - OnLine Novelty and Drfit

Detection Algorithm Spinosa et al. (2009)

6- DETECTNOD - DiscrETE Cosine

Transform based NOvelty and Drift

detection

Hayat and Hashemi (2010)

7- Tree for ND
Farid and Rahman (2012)

8- Ensemble Tree for ND
Farid et al. (2013)

9- HS-Trees - Streaming Half-Space-Trees
Tan et al. (2011)

10- SONDE - Self-Organizing Novelty

Detection Albertini and de Mello (2007)

11- Neural Network (NN) for ND
Rusiecki (2012)

12- Adaptive WOCSVM - Weighted

One-Class Support Vector Machine Krawczyk and Michal (2013)

Other relevant aspects of ND are discussed in Sect. 7. The first aspect is the treatment of
outliers, which is not considered by all algorithms. The treatment of recurring contexts is also
an important issue to be addressed by ND algorithms, but treated by few algorithms. Finally,
the evaluation measures used by the data stream ND algorithms must also be highlighted,
since there few studies addressing this task.

The Table 2 classify each one of the algorithms surveyed in this paper according to the
previous taxonomy.

5 Offline phase

The offline phase represents the static learning phase of a ND algorithm. In this phase, the
known concepts are learned, using a labeled data set. This phase involves three aspects (see
Fig. 2), number of classes associated with the known concepts, number of classifiers, and
learning task.

Several approaches proposed in the literature consider that the known concept is composed
by only one class, named normal class or normal concept. They usually employ one-class
classification techniques to induce a decision model, named normal model. Thus, only exam-
ples from one class (normal class) are used to induce the classifier. The classification output
is binary, thus each example is classified as either normal, if explained by the decision model,
or not normal, otherwise. This strategy is adopted by algorithms like Spinosa et al. (2009),
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Hayat and Hashemi (2010), Tan et al. (2011), Albertini and de Mello (2007), Rusiecki (2012)
and Krawczyk and Michal (2013).

Other approaches consider the known concepts to be composed by more-than-one class
and use multiclass classification approaches. Thus, the induced decision model is able to
distinguish between three or more classes. This strategy is adopted by algorithms like Faria
et al. (2013a), de Faria et al. (2015b), Al-Khateeb et al. (2012a), Masud et al. (2011a), Masud
et al. (2010a), Farid and Rahman (2012) and Farid et al. (2013).

The second aspect is the number of classifiers. The techniques proposed in Faria et al.
(2013a), de Faria et al. (2015b), Spinosa et al. (2009), Hayat and Hashemi (2010), Albertini
and de Mello (2007), Rusiecki (2012), Farid and Rahman (2012) and Krawczyk and Michal
(2013) create only one classifier in the offline phase, which will be update over the stream
incrementally. Techniques, found in Masud et al. (2010a), Masud et al. (2011a), Tan et al.

Table 2 Taxonomy of the algorithms for ND in DSs

Algorithm Offline phase

Number
of classes

Number
of classifiers

Learning task

1- ECSMiner More-than-one Ensemble Supervised

2- MCM More-than-one Ensemble Supervised

3- CLAM More-than-one Ensemble Supervised

4- MINAS More-than-one Single Supervised

5- OLINDDA One Single Unsupervised

6- DETECTNOD One Single Unsupervised

7- Tree for ND More-than-one Single Supervised

8- Ensemble Tree More-than-one Ensemble Supervised

9- HS-Trees One Ensemble Unsupervised

10- SONDE One Single Unsupervised

11- NN for ND One Single Unsupervised

12- Adaptive WOCSVM One Single Unsupervised

Algorithm Other aspects

Treat recurring
contexts

Treat outliers Evaluation measures

1- ECSMiner No Yes Fnew, Mnew, Err

2- MCM No Yes Fnew, Mnew, Err, AUC

3- CLAM Yes Yes Fnew, Mnew, Err

4- MINAS Yes Yes Confusion matrix not squared

5- OLINDDA No Yes Fnew, Mnew, Err

6- DETECTNOD No No Fnew, Mnew, Err

7- Tree for ND No No Fnew, Mnew, Err

8- Ensemble Tree No No Fnew, Mnew, Err

9- HS-Trees No No AUC

10- SONDE No No Precision, recall, f-measure

11- NN for ND No No 2D-plot (signal×ND result)

12- Adaptive WOCSVM No No Accuracy
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Table 2 continued

Algorithm Online phase

Classification Novelty detection

Classification with
unknown label
option

Number of
classifiers

Number of novel
classes

1- ECSMiner Yes Ensemble One

2- MCM Yes Ensemble More-than-one

3- CLAM Yes Ensemble One

4- MINAS Yes Single More-than-one

5- OLINDDA Yes Single One

6- DETECTNOD Yes Single One

7- Tree for ND No Single One

8- Ensemble tree Yes Ensemble One

9- HS-Trees No Ensemble One

10- SONDE No Single One

11- NN for ND No Single One

12- Adaptive WOCSVM No Single One

Algorithm

Decision model update

External feedback Number of
classifiers

Forgetting
mechanism

1- ECSMiner Yes Ensemble Yes

2- MCM Yes Ensemble Yes

3- CLAM Yes Ensemble Yes

4- MINAS No Single Yes

5- OLINDDA No Single No

6- DETECTNOD No Single No

7- Tree for ND Yes Single No

8- Ensemble tree Yes Ensemble Yes

9- HS-Trees No Ensemble Yes

10- SONDE No Single Yes

11- NN for ND Yes Single No

12- Adaptive WOCSVM Yes Single Yes

(2011), Al-Khateeb et al. (2012a), Al-Khateeb et al. (2012b) and Farid et al. (2013) are based
on an ensemble of classifiers. From these studies, Al-Khateeb et al. (2012a), Al-Khateeb
et al. (2012b) use an ensemble per class. In all these studies, a chunk of labeled examples is
used for the induction of each classifier.

5.1 Learning task

Although the labels of the training examples are known, several algorithms do not use this
information when building a decision model. They suppose that all examples from the training
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Fig. 2 Taxonomy used in the offline phase

set belong to the normal concept and they do not distinguish among their different classes.
For these algorithms, the learning task is unsupervised. In opposite, several algorithms use
supervised approaches in the building of the decision model, that is, they take into account the
labels of the training examples. Thus, the decision model can classify examples in different
known classes. These approaches are detailed next.

5.1.1 Normal concept composed by a set of classes

The techniques discussed in this section consider that the normal concept can be composed
by a set of classes. They use the label of the training examples for the induction of a deci-
sion model able to represent the known problem classes. These techniques follow distinct
approaches to induce the decision model.

MINAS (Faria et al. 2013a; de Faria et al. 2015b) associates a set of clusters to each one of
the problem classes. Each cluster is represented by a center, a radius and a label, that indicates
to each class it belongs. The training data set is divided into subsets, each one representing
one class from the data set. Algorithms like k−means (MacQueen 1967; Lloyd 1982) or
CluStream (Aggarwal 2013) are used to model each one of the problem classes by a set of
clusters. The decision model is composed by the union of the k clusters obtained for each
class.

CLAM (Al-Khateeb et al. 2012a) creates an ensemble of M classifiers for each problem
class. As a result, c ensembles are built, where c represents the number of known classes. Each
classifier in the ensemble is represented by a set of clusters, where each cluster is summarized
by its radius, center and number of elements. Each classifier is built from a different chunk
of data. Each chunk is divided into subsets, each one representing one of the classes present
in the chunk. For each class, a set of clusters is built, using the k−means algorithm.

MCM (Masud et al. 2010a) and ECSMiner (Masud et al. 2011a) use only one ensemble
to represent the known classes. While in Masud et al. (2010a), the ensemble is composed by
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M KNN classifiers, in Masud et al. (2011a), the ensemble is composed by M decision trees.
Each classifier is built using data from a chunk and consider all the classes present in this
chunk. The size of each chunk, as well as the number of ensembles M , are input parameters
defined by the user. In Masud et al. (2010a), each classifier is represented by k clusters,
obtained using the k−means algorithm. The summary of each cluster (centroid, radius and
frequencies of examples belonging to each class) is stored. In Masud et al. (2011a), after
inducing the decision tree, a clustering algorithm is applied to each leaf node of the tree, in
order to identify examples not explained by the current model (unknown). In Masud et al.
(2011a), the authors also propose to use an ensemble of KNN classifiers.

In Farid et al. (2013), an ensemble of three decision trees is proposed. The first step is
to initialize a weight for each example of the training set D, using the highest posterior
probability of a Naive Bayes classifier. The first tree is built using a data set, named Dnew

obtained from a selection and replacement technique in D. For the two other trees, the
examples with higher weights are selected, creating a new training set. The weight of the
examples is updated, according to their classification by the latest decision tree (correctly
classified or misclassified). Each leaf node of the tree is also clustered and has the percentage
its examples regarding the training set size calculated. A weight T is associated to the tree,
based on its classification accuracy rate to classify the examples of the original training set.
The work is an extension of Farid and Rahman (2012), which used only one decision tree.

5.1.2 Normal concept composed by one class

Several techniques do not use the class label of the examples to induce the decision model.
They assume that all training examples belong to one class, named normal class. Some of
these techniques are based on clustering algorithms or neural networks (NN).

OLINDDA (Spinosa et al. 2009) uses a clustering algorithm to create a set of clusters
to represent the normal concept, without distinction between different normal classes. The
clustering algorithm (e.g. k−means) produces a set of k clusters, which are represented
by their center and radius. In addition, a macro-hypersphere is created around the clusters
that compose the normal model, whose center is the centroid of the clusters and the radius
is the distance to the farthest center. This macro-hypersphere is used to separate novelty
from extensions in the online phase. Thus, the normal concept is composed by only one
class, represented by a set of clusters. DETECTNOD (Hayat and Hashemi 2010) also uses a
clustering algorithm to create a set of k clusters. However, afterwards, a clustering algorithm
is applied to each cluster, producing sub-clusters. By using interpolation, the number of
examples in each sub-cluster is set to the same value. In order to decrease the memory usage,
a Discrete Cosine Transform (DCT) is applied to the sub-clusters.

In Albertini and de Mello (2007), the authors proposed an unsupervised NN, named Self-
Organizing Novelty Detection (SONDE), to represent the normal class. Though the authors
do not propose its use for DS environments, SONDE can be easily used in DSs. SONDE
has three layers: input layer, which normalizes the data, competitive layer, where neurons
compete to provide an output to the normalized data, and the Best Matching Unit (BMU),
where the winner neuron is used to represent a new received pattern. Neurons are used to
represent the input data as well to detect novelties. Each neuron is represented by a centroid,
an average radius, and a similarity degree to recognize new examples. Similar input data are
assigned to the same neuron. The examples used in its training represent the normal concept.

In Rusiecki (2012), two autoregressive feedforward NN induce the decision model. The
first NN is trained with a robust learning algorithm, which tries to minimize the error by
decreasing the influence of outliers in the training set. The second uses the traditional back-
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propagation algorithm to minimize the least squares error. A time window of a predefined
length which moves in discrete periods is used to represent the recent data. The training set,
whose size is the window length, is used to train the NNs.

In Krawczyk and Michal (2013), the authors use a technique based on SVMs (Vap-
nik 1998), named Weighted One-Class Support Vector Machine (WOCSVM) (Bicego and
Figueiredo 2009) to represent the normal class. Based on One-Class Support Vector Machine
(OCSVM) (Schölkopf et al. 2001), an adaptation of SVMs to one-class classification,
WOCSVM adds one weight value to each example from the training set. The weights are used
to minimize the hypersphere volume and still encompass all the training data. In the training
phase, the first chunk is used to induce a WOCSVM classifier. The minimization function
is presented in Eq. 1, subject to the constraint given by Eq. 2, and the weight associated to
each example in Eq. 3. In these Equations, C represents the center of the hypersphere, R is
its radius, wi (0 ≤ wi ≤ 1) and ξi (ξi ≥ 0) are the weight and slack variable respectively,
associated to the i th example, N is the number of examples, O is a parameter that controls
the optimization process (larger O , less outliers), and δ is a parameter that, when larger then
0, avoids the division by 0 in Eq. 3.

Θ(C, R) = R2 + O

N∑

i=1

wiξi (1)

∀1≤i≤N : ‖xi − C‖2 ≤ R2 + ξi (2)

wi =
|xi − xmean |

R + δ
(3)

In Tan et al. (2011), an ensemble of Half-Space-Trees (HS-Tree) (Ting et al. 2009) is used
to represent the normal class. HS-Trees are binary trees that are induced without using the
training examples, but using the data space dimensions. Each node of the HS-Tree contains
the number of examples (mass) that reaches this node in the reference chunk (mass r ) and in
the latest chunk (mass l). After building the M first HS-Tree, the system uses the first chunk
of examples to update the mass r of each tree. For this, each example descends each one of
the M HS-Trees, updating the mass r in its corresponding node.

6 Online phase

In the online phase, new unlabeled data arrive continuously (in general in high speed). In this
phase three tasks are executed, classification of new examples, detection of novelty patterns,
and adaptation of the decision model. Figure 3 shows an overview of the tasks performed in
this phase.

6.1 Classification

The classification task verifies if a new example can be explained by the current decision
model. Figure 4 summarizes the taxonomy used in this task.

Some approaches, like Albertini and de Mello (2007), Krawczyk and Michal (2013), Tan
et al. (2011), Farid and Rahman (2012) and Rusiecki (2012), classify every new example as
either normal, if explained by the current decision model, or novelty (anomalous or abnormal),
if not explained. In these approaches, a novelty is detected by the presence of a single new
example not explained by the current model. Other approaches (Faria et al. 2013a; de Faria
et al. 2015b; Spinosa et al. 2009; Hayat and Hashemi 2010; Farid et al. 2013; Masud et al.
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Fig. 3 Tasks performed in the online phase a classification, b detection of novelty patterns without unknown

label option, c detection of novelty patterns with unknown label option, d decision model update with feedback
e, decision model update without feedback

Fig. 4 Taxonomy used in the classification task
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2010a, 2011a; Al-Khateeb et al. 2012a) do not immediately classify every new example,
but, instead, assign an unknown profile to those not explained by the current decision model.
These examples are placed in a short-term memory for future analysis and can be later used
to model novelty patterns. In these approaches, a novelty pattern is composed by a set of
cohesive and representative set of examples not explained by the current model. In Faria et al.
(2013a), de Faria et al. (2015b), Spinosa et al. (2009) and Hayat and Hashemi (2010) the
unknown examples are also used to model extensions of the known concepts.

Additionally, two different approaches have been used to classify new examples, based
on a single classifier and based on an ensemble of classifiers.

6.1.1 Single classifier

The techniques from (Faria et al. 2013a; de Faria et al. 2015b; Spinosa et al. 2009; Hayat
and Hashemi 2010) use a decision model represented by a set of clusters and allow the
classification with unknown label option. In Spinosa et al. (2009), for the classification of a
new example, the distance between the new example and one of the clusters is measured. If
the distance is smaller than the radius of the cluster, the example is explained by the decision
model. Otherwise, it is marked as unknown. In this case, as the decision model is composed
by the normal, extension and novelty submodels, each one of these submodels is checked.
The example is assigned to the class associated with the submodel of the cluster it falls within,
allowing three possibles classifications: normal, extension or novelty. In Hayat and Hashemi
(2010), the closest sub-cluster of the normal model is selected to classify a new example
and a unknown score is computed. This score represents the difference between the DCT
representation of the sub-cluster before and after the inclusion of the new example. If this
score is above a threshold, the example is labeled as unknown. In Faria et al. (2013a) and
de Faria et al. (2015b), there is only one decision model, without submodels, composed by
the clusters learned offline and online. The closest cluster is used to classify a new example,
which receives the label associated with the cluster. In this case, in the online phase, a new
example is classified either in one of the classes learned in the offline phase, which can be
extended in the online phase

Two studies, Albertini and de Mello (2007) and Rusiecki (2012), propose the use of a
single classifier based on NNs, without the unknown label option. In Albertini and de Mello
(2007), classifying a new example means finding the neuron that best represent this example.
For such, the distance between the new example and each neuron is measured and later used
in the definition of the activation value of the neuron. The neuron with the highest activation
value is chosen to classify the example. However, this neuron has to present a minimum
similarity degree. Otherwise, it cannot be used to explain this new example, indicating the
presence of a novelty. In Rusiecki (2012), a new example is submitted to two NN. If the
difference between the results produced by these two NN is smaller than a threshold, the
example is classified as belonging to the normal concept. Otherwise, it is labeled as novelty.

In Krawczyk and Michal (2013), a single classifier is also used, without the unknown

label option. In the work, the classification of a new example during the online phase checks
whether it falls within a hypersphere, created in the offline phase by using a single SVM
classifier. If it is true, the new object is labeled as belonging to normal concept.

In another study, (Farid and Rahman 2012), a decision tree is used to classify new examples
from a stream, without considering the unknown label option. When a new example reaches
a leaf node, the percentage of examples classified by this leaf node is updated. An increase
in this value may be an indicative of a novel class.
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6.1.2 Ensemble of classifiers

In the approaches that use an ensemble of classifiers, each classifier corresponds to one-vote
and the final decision is made by a rule that combines the outputs of multiple classifiers
(Menahem et al. 2013). Some of the rules found in the literature are majority voting, mean
vote, mean weighted vote, max rule, etc. (Menahem et al. 2013; Tax et al. 2001; Juszczak
and Duin 2004).

In Masud et al. (2011a), Masud et al. (2010a), Al-Khateeb et al. (2012a) and Farid et al.
(2013), an ensemble is used to classify a new example using the unknown label option. In
Masud et al. (2011a) and Farid et al. (2013), the first task is to verify whether the example
is unknown by using an ensemble of decision trees. If the example is outside all the clusters
present in the leaf node reached, for all classifiers in the ensemble, it is labeled as unknown.
Otherwise, it is classified using the majority vote of the ensemble. The authors also propose
to use an ensemble of KNN classifiers. In this variation, to classify a new example, it is
initially necessary to verify whether it should be marked as unknown. This occurs when
the example is outside the radius of its closest cluster for all classifiers of the ensemble.
Otherwise, it receives the label with the highest frequency in the closest cluster. However,
the final decision is given by the majority vote of the classifiers in the ensemble.

A similar approach is used in Masud et al. (2010a). However, a slack space is created
for each cluster, where a cluster is represented by a hypersphere (center and radius). If an
example is outside the radius of the hypersphere, but inside the slack space, it is considered
as belonging to this hypersphere. The slack space is defined by a threshold set by the user.

Another technique that uses an ensemble of classifiers, named CLAM (Al-Khateeb et al.
2012a), employs one ensemble of classifiers per class, where each classifier is represented
by a set of clusters. When CLAM receives a new example, each ensemble verifies if the
example is unknown. An example is considered unknown by an ensemble if it is outside the
decision boundary of the majority of its classifiers. A new example is labelled as unknown if
all ensembles considered it unknown. Otherwise, the example is classified in one of the known
classes. For such, for each ensemble, the distances between the example and the clusters that
compose each classifier in the ensemble are measured. The example is classified in the class
of the ensemble with the minimum distance.

In Tan et al. (2011), an ensemble of HS-Trees without the unknown label option is used.
When a new example needs to be classified, it is assigned by each one of the t HS-Trees to a
leaf node and a score is computed for each tree, using the mass r (an information computed
in the training phase for each node). The sum of the scores of a new example, obtained for
each tree, defines an anomaly score, which is used to decide if a new example is anomalous
or not.

6.2 Detection of novelty patterns

In general, this task uses unlabeled examples not explained by the current decision model to
identify novelty patterns. In anomaly detection systems, the presence of only one example
not explained by the current model is sufficient to identify an anomaly behavior. However,
several approaches consider that a novelty is composed by a set of cohesive and representative
examples not explained by the model. The taxonomy adopted in this task can be seen in Fig. 5.

Most of the approaches from the literature (Masud et al. 2011a; Al-Khateeb et al. 2012a;
Farid and Rahman 2012; Farid et al. 2013; Albertini and de Mello 2007; Rusiecki 2012; Tan
et al. 2011; Krawczyk and Michal 2013) considers the novelty concept to be composed by
only one class. In this case, an example, or a set of examples, not explained by the current
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Fig. 5 Taxonomy used in the detection of novelty patterns

decision model are classified as novelty. Differently, Masud et al. (2010a); and de Faria et al.
(2015b) consider that different novel classes, composed by one or more novelty patterns,
may appear over time. Thus, the different novelty patterns should be distinguished when they
appear. As a result, it is not sufficient to classify a new example only as novelty, but it must
be labeled with the novelty pattern to which it belongs.

Several approaches have been proposed to identify novelty patterns from unlabeled exam-
ples. Some of them use clustering algorithms to find groups of similar examples in order to
identify novelties. In OLINDDA (Spinosa et al. 2009), every time a new example is labelled as
unknown, the k−means algorithm is executed, producing k clusters. Each cluster is checked
in order to verify if it is valid. Otherwise, it is discarded. A cluster is considered valid if it
is cohesive and representative. Cohesiveness evaluates the degree of similarity between the
examples in a cluster. Representativeness establishes a minimum number of examples in a
valid cluster. Threshold values are used to eliminate clusters that are not representative (user
threshold) and cohesive (threshold based in the normal model). When a new valid cluster
is identified, it is verified if it represents a novelty or an extension of the normal model.
If the centroid of the new valid cluster is inside the macro-hypersphere, created using the
clusters of the normal class, it is considered an extension of the normal concept. Otherwise it
is considered a novelty. Thus, the novelty concept is composed by a set of clusters, but there
is no distinction between different novelty patterns.

DETECTNOD (Hayat and Hashemi 2010) applies a clustering algorithm to the unknown

data. When deciding between a extension or a novelty, DETECTNOD uses the distance
between the new cluster and its nearest sub-cluster in the normal model. If this distance is
lower than a threshold, the new cluster is considered an extension, otherwise it is considered
a novelty. The novelty concept is also composed by a set of clusters, but there is no distinction
between different novelty patterns.

The MINAS (Faria et al. 2013a, de Faria et al. 2015b) algorithm also groups unknown

examples by using a clustering algorithm. Like OLINDDA, MINAS eliminates invalid clus-
ters. When a new cluster is created, it is evaluated to decide if it represents a novelty pattern
or an extension of the known classes. If the distance between the centroid of a new cluster and
the centroid of its nearest cluster is less than a threshold, the new valid cluster is considered
an extension of a known concept, and its label is the label of its nearest cluster. Otherwise,
it is considered a novelty pattern and a sequential label is associated to it (N1, N2, N3,
…). Thus, a novelty pattern can be composed by one or more clusters and different novelty
patterns can be detected over the stream.

After clustering the examples in a short-term memory, ECSMiner (Masud et al. 2011a)
calculates a clustering validation internal measure, named q-NSC measure, for each cluster
in each classifier of the ensemble (see Eq. 4). This measure is a combination of cohesion and
separation and produce values in the range [−1,+1]. In this Equation, Dcout ,q(x) is the mean
distance from an unknown example x to λcout ,q(x), λcout ,q(x) is the set of q-nearest neighbors
of x regarding the unknown example, and Dcmin ,q(x) is the minimum among all Dc,q(x),
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where c is an existing class. A positive value indicates that the unknown examples are more
cohesive and more distant from the existing classes. If the number of clusters in a classifier
with positive q-NSC value is larger than a threshold, the classifier votes for the detection
of a new class. If all classifiers vote for the detection of a new class, a novelty is identified.
For each chunk, if more than two novel classes appear simultaneously, they are considered
only one novelty. CLAM (Al-Khateeb et al. 2012a) uses a similar procedure to ND, based on
the q-NSC measure. CLAM, like ECSMiner, does not distinguish between different novel
patterns in the same chunk.

q − N SC(x) =
Dcmin ,q(x) − Dcout ,q(x)

max(Dcmin ,q(x), Dcout ,q(x))
(4)

Another technique that uses the q-NSC metric is MCM (Masud et al. 2010a). For each
example marked as unknown, MCM calculates its Gini Coefficient, whose value to separate
the examples that represent a concept evolution from the noisy or concept-drift examples.
If the Gini Coefficient is higher than a threshold, the example represents a concept evolu-
tion. Next, the q-NSC is computed for each example (see Eq. 4). If the q-NSC value for
an unknown example is negative, the example is removed. Afterwards, the Nscore mea-
sure (see Eq. 6) is calculated for each example that has a positive value for q-NSC. In this
Equation, r is the radius of the closest cluster to the example, d is the distance between
the example and the center of the closest cluster and minweight is the minimum weight
among all the unknown examples with positive q-NSC. A larger value of Nscore indi-
cates a higher probability for the example to be considered a novelty. At the end, the
Nscore(x) is discretized in n intervals, a cumulative distribution function is computed (CDF),
and the discrete Gini Coefficient is computed. If the Gini Coefficient value is larger than
n−1
3n

, a novel class is detected. MCM distinguish different novel classes by computing the
connected components of a graph, built from the clusters of the examples marked as nov-
elty.

weight (x) = er−d (5)

Nscore(x) =
1 − weight (x)

1 − minweight
q − N SC(x) (6)

Anomaly detection systems were proposed in Albertini and de Mello (2007), Rusiecki
(2012), Farid and Rahman (2012), Farid et al. (2013), Tan et al. (2011) and Krawczyk and
Michal (2013). In these systems, the presence of only one unknown example indicates an
anomaly behavior. Although most of these studies use the term novelty detection to define
this anomalous behavior, we believe that a more adequate definition for this task is anomaly
detection. We believe that a novelty should be composed by a cohesive and representative
set of examples not explained by the current model.

In Albertini and de Mello (2007), when no neuron is able to classify a new example a new
neuron is created, indicating that a novelty was detected. The centroid of the new neuron
centroid is equal to the attribute vector of the new example, the minimum similarity degree
is set to a predefined value α, and the radius is set to − ln (α).

In Rusiecki (2012), when the difference between the results produced by the two NNs for
a new example is larger than a given threshold value T , a novelty is detected. In order to find
the best value for this threshold, an approach based in the standard deviation of differences
between NN outputs is employed, see Eq. 7. In this Equation, ymse(xi ) is the output of the
traditional neural network and ymls(xi ) is the output of the robust network for the i th example,
where k is a constant defined by the user.
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T = k ∗ Std(|ymse(xi ) − ymls(xi )|) (7)

The works from Farid and Rahman (2012), Farid et al. (2013), Tan et al. (2011) use a
decision tree structure to detect novelties. In Farid and Rahman (2012), the proposed ND
algorithm checks if the addition of a new example in a leaf node increases a percentage p

(proportion of examples in the leaf node considering the number of examples in the training
set) already computed. An increase indicates the presence of a novel class. If this new example
is outside all the clusters of this leaf, it belongs to a novel class arrived. In Farid et al. (2013),
if a new example does not belong to any of the clusters in its corresponding leaf, it is placed
in a short-term memory and a novel-flag is set to 1. If the number of examples classified by a
leaf node increases or decreases (in comparison with the previous calculated value) and the
novel-flag value is 1, the example belongs to a novel class.

In Tan et al. (2011), an accumulated score is computed for each new example (described
in Sect. 6.1). If this value is higher than a threshold, the example is considered anomalous.
In Krawczyk and Michal (2013), if a new example is labeled as not belonging to the normal
concept, it is considered an anomalous example.

6.3 Update of the decision model

Algorithms for ND in DSs should update their decision model continuously, in order to
address concept drift and concept evolution. Figure 6 shows three aspects to be considered
in this phase:

– Type of update, which can be carried out with or without feedback;
– Number of classifiers;
– Use of forgetting mechanisms to remove outdated concepts.

The use of single classifiers (Faria et al. 2013a; de Faria et al. 2015b; Spinosa et al. 2009;
Albertini and de Mello 2007; Hayat and Hashemi 2010; Farid and Rahman 2012; Rusiecki
2012; Krawczyk and Michal 2013) in contrast to an ensemble of classifiers (Farid et al. 2013;
Masud et al. 2010a, 2011a; Al-Khateeb et al. 2012a; Tan et al. 2011) affects the update of

Fig. 6 Taxonomy used in the decision model update task
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the decision model. While single classifiers usually are induced by incremental algorithms,
for ensembles, whenever a new classifier is trained, an old, outdated classifier is usually
removed.

The use of external feedback in the update of the decision model is also an important
aspect to be considered. Techniques that use feedback assume that the true label of all the
examples will be available after a delay. Besides, there are techniques that ask the user the
label of a subset of the examples, the important examples, in the stream (active learning).
In contrast, in techniques that do not use feedback, the decision model is updated without
information about the true label of the examples. It is important to observe that obtain the true
label of all examples is a time consuming and expensive task, and in several real problems
can be impracticable.

6.3.1 Number of classifiers and external feedback

Single classifiers without external feedback: In some algorithms, like Faria et al. (2013a),
de Faria et al. (2015b), Spinosa et al. (2009), Hayat and Hashemi (2010) and Albertini and
de Mello (2007) the decision model is composed by a single classifier, which is updated
incrementally. These algorithm do not use feedback to update their decision model.

In MINAS (Faria et al. 2013a; de Faria et al. 2015b), whenever a new valid cluster is
obtained using the unknown examples, it is labeled as either a novelty pattern or an extension.
In both cases, this new cluster is included in the current decision model and used to classify
new examples. In Spinosa et al. (2009), the new valid cluster is also included in the decision
model, however there is one decision model to represent the normal concept, one to the
extension concept and one to the novelty concept. In Hayat and Hashemi (2010), the normal
model is updated with the clusters that represents a drift. The strategy followed replaces an
old cluster by a new one. In Albertini and de Mello (2007), when a new example is classified
by a neuron, it is considered to represent this example, updating its radius and centroid. When
none of the existing neurons can explain a new example, a new neuron is created.

Single classifiers with external feedback: The works proposed in Farid and Rahman (2012),
Krawczyk and Michal (2013) and Rusiecki (2012) also use only a single classifier, however
they are updated with feedback information. In Farid and Rahman (2012), a new example
is considered a novelty when none of the clusters present in the leaf node reached by the
example can explain it. In this case, the example is added to the training data set and the
decision model is updated. In Krawczyk and Michal (2013), the authors propose a single
classifier based on SVMs. A passive incremental learning technique is used to update the
decision model. This technique adds every new example to the training data with an associate
weight. Two approaches are proposed to calculate the weight for each example. The first uses
the Eq. 3, the second assigns the highest weight values to the most recent examples. As a
result, all examples in the latest chunk have their weight set to 1. In Rusiecki (2012), the
authors argues that update the network every time a new example arrives is computationally
expensive. According to him, a better approach is to train a network only once for a given
period of time. Training examples are accumulated until a given size is achieved, determined
by a parameter named window length. Next, the network weights are updated by using these
examples. Another parameter defines the distance between two time windows, since not all
examples are used for the training.

Ensemble of classifiers with external feedback: Some works that use an ensemble of classi-
fiers are Masud et al. (2010a), Masud et al. (2011a), Al-Khateeb et al. (2012a), Farid et al.
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(2013) and Tan et al. (2011). Most of them assume that, after a delay, the true label for all
examples is available. Thus, from time to time, they update offline their decision model.
These algorithms are able to address concept drift and incorporate new classes to the deci-
sion model using the feedback information. However, if the true label of the examples is not
available or the delay takes a long time, these algorithms have their performance decreased.

In Masud et al. (2010a) and Masud et al. (2011a) in order to handle concept drift, the
ensemble is continuously updated, by substituting in the ensemble the model with the high-
est classification error by a new model. In Farid et al. (2013), each decision tree in the
ensemble has an associated weight. A small weight value is associated with a low accuracy
classifier, which can be replaced by a new one. The ensemble of the classifiers is updated,
if a new decision tree has a weight higher than every other decision trees in the ensem-
ble. In Al-Khateeb et al. (2012a), whenever a new micro-classifier is trained, it replaces
one of the micro-classifiers from its corresponding ensemble. The micro-classifiers with the
highest prediction error, considering the corresponding subset in the last training chunk, is
removed.

Finally, some ensemble approaches assume that the labeled examples are limited, once
to label all the examples is very time consuming. In Masud et al. (2010b), after classify
each example from a chunk in one of the known classes or as novelty, it selects a set of
examples weakly classified to be labeled by a specialist. These examples are placed in a
buffer of training examples. When there is a sufficient number of examples in this buffer, a
new learning supervised phase updates the current classification model.

Ensemble of classifiers without external feedback: In the ensemble of classifiers used in Tan
et al. (2011), a classifier can be updated, but there is no replacement of classifiers in the
ensemble. In addition, the tree structure is not modified during the update, only the attributes
mass l and r are updated. Thus, the external feedback is not used to update the ensemble of
classifiers.

6.3.2 Forgetting mechanism

In addition to the update of the decision model, some works use a mechanism to forget
previous, outdated, concepts. The approaches based in an ensemble, identify and remove
these concepts every time a new classifier is trained, replacing an old model. In approaches
that use a single classifier, a specific mechanisms for such is included.

The approach adopted by MINAS (Faria et al. 2013a; de Faria et al. 2015b) to forget
previous concepts, actually previous clusters, is based on the assumptions that clusters that
not received new examples for a long time should be removed. If a cluster does not receive a
new example for a long period, it goes to a sleep memory. In Albertini and de Mello (2007), as
known concepts can change, neurons adapt, forgetting past information. When the neuron is
updated due to its use to classify a new example, its centroid and radius are updated following
the exponential weighted moving averages (EWMA), which uses parameters that define the
influence of the old examples in the current behavior of the stream.

In Krawczyk and Michal (2013), an incremental forgetting reduces the weights of the
examples from the previous chunk. After reading some chunks, old examples have their
weight set to 0 and are removed from the training data, assuming that they are not important
in the current stream. Two approaches are proposed to calculate the weight of the exam-
ples from the previous chunks. The first decreases the weight values gradually, taking into
account their initial importance. Thus, objects with different initial weights will be removed
in different timestamps. The second uses an aligned decrease that does not consider the initial
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importance of the weights. Thus, all the objects in the same chunk will be removed at the
same timestamp.

7 Other relevant aspects of the novelty detection algorithms

In this section, we discuss some aspects of ND that, although important for this task, are
addressed only by few studies. The first aspect is the detection of recurring contexts, which
can lead to high false positive rates when a recurring class is confused with the emergence of
a new class. The second is the treatment of noise and outliers, which can be confused with
concept drift or concept evolution. Finally, the adaptation of classical classification measures
and the design of new evaluation measures for ND in DS scenarios.

7.1 Detection of recurring contexts in novelty detection

Recurring contexts are an important phenomenon observed in many real world applications,
like climate change, electricity demand, buyer habits and detection of new topic in a text.
In these applications, the class definitions may change when previous situations recur, in
periodic or random way, after some period of time (Elwell and Polikar 2011). According to
Katakis et al. (2010), recurring contexts are a special type of concept drift where concepts
that appeared in the past may recur in the future.

In domains where concepts reappear, it would be a waste of effort to relearn an old concept
from scratch for each recurrence (Widmer and Kubat 1996). Even in anomaly detection
scenarios, the treatment of recurrence contexts is an important issue (Srivastava 2006). In
recurring contexts, instead of forgetting outdated concepts, these concepts should be saved
and reexamined at some later time when they can improve the prediction performance in a
cost-effective way.

For Masud et al. (2011b) and Al-Khateeb et al. (2012a), a recurring class is a special case
of concept-evolution where a class appears in the stream, then disappears for a long time,
and appears again. A common error committed by systems that do not address recurring
classes is to treat them as a novelty. According to Katakis et al. (2010), this strategy creates
undesirable effects, like the increase in the false alarm rate, in the human effort in analyzing
the false alarms, additional computational efforts in executing a ND task and in learning a
new class that was already learned.

Although the phenomenon of reappearing concepts is very common in real world prob-
lems, only few stream-based classification methodologies take it into account (Katakis et al.
2010). In the context of ND in DSs, these problems are addressed by Masud et al. (2011b),
Al-Khateeb et al. (2012a), Faria et al. (2013a), de Faria et al. (2015b) and Katakis et al.
(2010).

In Masud et al. (2011b), a chunk based approach is proposed to classify new examples
in the recurring class context. For such, an ensemble of M classifiers is used to classify
new examples and an auxiliary ensemble of size M A detects recurring classes. When a new
example arrives, if it is not labelled as unknown by the first ensemble, it is assigned by this
ensemble to a known class. If the example is considered unknown (i.e. not explained by the
first ensemble), the auxiliary ensemble is consulted. If the auxiliary ensemble can explain the
example, it is classified by this second ensemble in a recurring class. Otherwise, the example
is stored in a buffer and can be later evaluated in a ND task.

According to Al-Khateeb et al. (2012a) chunk-based techniques for ND cannot detect
recurrent classes. This happens because if a class disappears for a long time, the ensemble
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discards all models trained with examples from this class. Thus, when examples of this class
reappear, none of the models in the ensemble can classify them, and probably these examples
will be identified as novelty patterns.

In order to address this problem, in Al-Khateeb et al. (2012a), the authors propose a
new ensemble technique, named class-based ensemble, to classify examples in scenarios
involving recurring classes and thus overcome the drawbacks of the chunk based approach.
The authors propose the use of c ensembles, one per class, each ensemble is composed by
M micro-classifiers (models). If c is the number of classes seen so far in the stream, there
are c ensembles. Whenever a new model is trained, it replaces an old model. However, if a
class disappears with time, its corresponding ensemble is not deleted. In this case, a class
is always considered active, i.e., it never disappears. By doing so, this technique identifies
recurring classes as existing classes.

Another algorithm able to deal with ND in DS multiclass classification with recurring
contexts is proposed in Faria et al. (2013a) and de Faria et al. (2015b). It represents each
problem class by a set of clusters. The clusters that not classify new examples for a long
period of time are put in a sleep memory, indicating that the concept, which they represent,
disappeared during a time period. However, when new valid clusters are detected from exam-
ples not explained by the current model, these clusters are assigned to one of three categories:
novel concept, extension of a known concept, or recurrence of a concept. The last category
occurs when the new cluster is close to a cluster in the sleep memory.

A ND application to email filtering using ensemble of classifiers able to deal with recurring
contexts is found in Katakis et al. (2010). In the work, the stream is divided into batches of
examples. Each batch is used by a transformation function to produce a new conceptual
representation model, named conceptual vector. Conceptual vectors describe the concepts
present in a particular batch of examples. If two batches are conceptually similar, their
conceptual vectors are close. A clustering algorithm groups batches of examples, represented
by conceptual vectors, into concepts, which allows the identification of recurring contexts.
For every concept detected by the algorithm over the stream, an incremental classifier is
created and added to the ensemble. For each cluster, there is an associated classifier. Thus,
new examples are always classified using the classifier that corresponds to the cluster of the
previous conceptual vector.

7.2 Treatment of outliers

Outliers are data that are isolated, sparse and not present in a representative number (Spinosa
et al. 2009). Outlier detection techniques look for examples not following the normal behavior,
which may represent undesired patterns. ND algorithms, on the other hand, look for a cohesive
and representative set of examples that describe a new emergent concept. ND techniques must
address an important issue, the treatment of noise or outliers examples, which can be confused
with the appearing of a new concept or a change in the known concepts. According to Rusiecki
(2012), outlier detection is more complex in DSs, once they may be noise, which needs to
be removed from the data, or produced by a concept drift, representing important changes in
the system behavior. Some algorithms address this issue by developing specific techniques
to identify noise or outliers.

An approach used by techniques like OLINDDA (Spinosa et al. 2009), ECSMiner (Masud
et al. 2011a), MCM (Masud et al. 2010a) and MINAS (Faria et al. 2013a; de Faria et al. 2015b)
is to store the examples that are not explained the current model into a temporary memory and
label them as unknown. The unknown examples are later analyzed to decide if they represent
a noise or outlier or a novelty pattern.
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In OLINDDA (Spinosa et al. 2009), a clustering algorithm is applied to the unknown

examples. The clusters obtained are evaluated to decide if they represent novelty patterns.
Each cluster has its representativeness and cohesiveness evaluated by validation criterion.
Clusters with a low evaluation, named invalid clusters, are removed. However their examples
stay in the temporary memory, which has a limited capacity. If a new example must be stored
but there is no space available, the oldest example is removed. The removed examples have
not been used lately. There is a high chance that these examples are noise or outliers. MINAS
(Faria et al. 2013a; de Faria et al. 2015b) uses a similar strategy to eliminate noise or outliers.
Clusters that are neither cohesive nor representative are removed from the temporary memory.

ECSminer (Masud et al. 2011a), MCM (Masud et al. 2010a) and CLAM (Al-Khateeb
et al. 2012a) also applies a clustering algorithm to the unknown examples and use the clusters
obtained to identify novelty patterns. For each cluster, a q-NSC measure, a combination of
cohesion and separation, is computed. If the number of clusters with positive q-NSC value
is greater than a threshold, its associated classifier vote for the detection of a new class. If
all classifiers votes for the detection of a new class, a novelty is identified. Otherwise, the
examples probably represent either noise or outliers or drifts in the known concepts.

7.3 Evaluation in novelty detection

Although several algorithms have been proposed to deal with ND in DS scenarios, little
attention has been devoted to the evaluation of their predictive performance.

7.3.1 Experimental methodology

In batch scenarios, the evaluation procedure uses well-known methodologies, like fold-cross-
validation, leave-one-out and bootstrap, among others. In DS scenarios, these methodologies
must be adapted or new methodologies must be developed. Conventional batch sampling
methodologies, like cross-validation, are not applicable to DSs due to the constraints present
in this scenario, such as data potentially infinite and non-stationary data distribution (Gama
et al. 2013).

For DS classification tasks, two sampling methods have been often used: holdout and
prequential (predictive sequential) (Dawid 1984). In the holdout method, the data are divided
into training and test sets. The decision model induced by the training set is applied to the
test set at regular time intervals. In the prequential method, the induced decision model is
applied to each example from the stream. The error rate is computed by the accumulated sum
of a loss function between the prediction and true values.

Most of the studies found in the literature for ND in DSs do not discuss the experimental
methodology used. Some of these studies use the same methodologies used in batch scenarios,
which we believe are not direct applied to DSs, while others create new ad-hoc methodologies,
but do not discussed their motivations.

In OLINDDA (Spinosa et al. 2009), the authors use 10-fold-cross-validation. The folds
used for training are composed by examples from only one class, the normal class. The test
set is composed by examples from the novel classes plus the remaining examples from the
normal class. DETECTNOD (Hayat and Hashemi 2010) uses a similar method.

In ECSMiner (Masud et al. 2011a), MCM (Masud et al. 2010a) and CLAM (Al-Khateeb
et al. 2012a), the training set for the offline phase is composed by the first ini t windows of
data. The remaining elements are used in the online phase. MINAS (Faria et al. 2013a, de
Faria et al. 2015b) employs the first p elements of the stream for the offline training, and
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the remaining for test. In these four studies, all examples from the test set are used in the
computation of the evaluation measures.

7.3.2 Evaluation measures

A few studies employ classical classification measures to evaluate the predictive performance
of the investigated classifiers. In Tan et al. (2011), e.g., the Area Under Curve (AUC) measure
is used. The instances of the test set are ranked according to their anomaly score. The AUC
measure is calculated by using this score and the ground truth. In Krawczyk and Michal
(2013), the authors use the accuracy measure, but it is not clear how this measure is computed
in the ND context.

In Albertini and de Mello (2007), the evaluation measures precision, recall, and f-measure
are used. In the ND context, these measures are calculated according to Eqs. 8, 9, and 10.
In the first two equations, T Nov is the number of true detected novelties, DNov is the total
number of examples detected as novelty and Nc is the total number of examples from the
novel classes in the stream.

Precision =
T Nov

DNov
(8)

Recall =
T Nov

Nc
(9)

F Measure = 2 ∗
precision × recall

precision + recall
(10)

The experiments in Spinosa et al. (2009), Hayat and Hashemi (2010), Masud et al. (2010a),
Masud et al. (2011a), Farid et al. (2013), Al-Khateeb et al. (2012a), Al-Khateeb et al. (2012b),
Faria et al. (2013a) and de Faria et al. (2015b) use evaluation measures specifically developed
for the ND task. However, these measures are more adequate to static scenarios and contexts
where ND is considered a one-class classification task. Besides, these measures cannot use
the unknown label option in the evaluation of classifiers.

The works proposed by Spinosa et al. (2009) and Hayat and Hashemi (2010) treat ND
as one-class classification task and use binary classification evaluation measures. Measures
like percentage of novel class examples misclassified in the normal class (Mnew) and the
percentage of normal class examples wrongly labeled as belonging to the novelty or extension
classes (Fnew), defined by the Eqs. 11 and 12, are used. In these equations, F P is the
total number of elements from the normal class wrongly classified as novelty, extension or
unknown, F N is the total number of examples from the novel classes classified in the normal
classes, Nc is the total number of examples from the novel classes in the stream, and N is
the total number of examples in the stream. Another measure commonly used is the percent
of total misclassification, see Eq. 13. This measure includes, besides F P and F N , the F E ,
which is the total number of existing class examples misclassified (other than F P).

Mnew =
FN ∗ 100

Nc
(11)

Fnew =
FP ∗ 100

N − Nc
(12)

Err =
(FP + FN + FE) ∗ 100

N
(13)

In Masud et al. (2010a), Masud et al. (2011a), Farid et al. (2013), Al-Khateeb et al. (2012a)
and Al-Khateeb et al. (2012b), although ND is treated as a multiclass classification task, binary
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evaluation measures are used. Binary classification measures are not able to properly evaluate
scenarios where the novelty concept is multiclass. In these scenarios, it is not sufficient to
classify an example from a novel class as novelty. An error should also computed when
examples from different novel classes are classified in the same novelty pattern.

The experiments in Rusiecki (2012) use only artificial, 2D data sets and the classifier
is evaluated without the use of evaluation measures. Instead, the authors propose the use
of a 2D-graphic with two curves, one representing the signal (the data set) and the other
representing the results from the ND task (the timestamps where a novelty was detected).

As another limitation, most of the algorithms for ND found in the literature initially
classify the examples not explained by the current model as unknown. Later, they can label
these examples as novelties. Thus, an important issue to be addressed is how to incorporate
these unknown examples in the evaluation measures. A similar situation is seen in classifiers
with the rejection option (Pillai et al. 2011; Nadeem et al. 2010; Marrocco et al. 2007; Tax
and Duin 2008). In these classifiers, an example is rejected if its true class cannot be reliably
predicted (Nadeem et al. 2010). It is considered to be better to reject an example than to
misclassify it. For these situations, the accuracy and error rate could be calculated regarding
either all the examples or only the examples accepted by the classifier.

Regarding the evaluation of ND by unsupervised methods, Faria et al. (2013b) and de
Faria et al. (2015a) proposes an evaluation methodology for multiclass ND in DSs. The
methodology proposed in Faria et al. (2013b) and de Faria et al. (2015a) is able to associate
novelty patterns with problem classes and after that apply multiclass evaluation measures.
Also, this methodology proposes to compute a measure to evaluate the unknown examples,
separately from the other examples.

In Faria et al. (2013a) and de Faria et al. (2015b), the authors proposed that the con-
fusion matrix (see Fig. 7) for ND should not be square. They argued that a new column
should be added to the matrix whenever a new novelty pattern is discovered. Each row of
this confusion matrix represents one of the problem classes (known and novel classes) and
each column represents one of the classes predicted by the ND algorithm. The columns
Cknw1 , Cknw2 , . . . , CknwL

correspond to the classes learned during the offline phase, the
columns N1, N2, . . . correspond to the novelty patterns learned in the online phase and the
last column is the unknown (Unk) label. For unsupervised algorithms, the novelty patterns
detected over time do not have a direct matching with the problem classes. The novelty pat-
terns are sequentially labeled as N1, N2, etc. Besides, a given problem class can be associated
with one or more novelty patterns and some classes may not be detected by the algorithm.

In order to evaluate this confusion matrix, five aspects should be observed:

1. One class can be represented by two or more novelty patterns, thus it is possible to have
more novelty patterns than problem classes;

cknw1

  ...
cknwL

Cnov1

  ...
cnovK

Yall

cknw1    ...   cknwL Unk

Ytr

New novelty pattern was discovered

... ...

New novelty pattern was discovered

cknw1   ...    cknwL     N1  Unk

Ytr

cknw1   ...    cknwL    N1        N2  Unk

Ytr

cknw1

  ...
cknwL

Cnov1

  ...
cnovK

Yall

cknw1

  ...
cknwL

Cnov1

  ...
cnovK

Yall

Fig. 7 Evolution of the confusion matrix over time (adapted from Faria et al. (2013b), de Faria et al. (2015a))
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2. The algorithm can detect less novelty patterns than the number of novel classes. This
may happen if the algorithm did not properly distinguish the examples from all the novel
classes;

3. Examples not explained by the current model are labeled by the algorithm as unknown;
4. The matrix represents a multiclass scenario, i.e., the computation of accuracy or error

measures must consider the different classes learned in the offline and online phases,
which is usually more difficult than to distinguish between the normal and novel concepts;

5. It is necessary to carry out a periodic evaluation of the confusion matrix in order to
analyse scenarios that vary over time.

8 Discussion

Although several studies have investigated ND in DSs, they usually present limitations that
make their use in real world applications unfeasible. Next, the main limitations and strengths
of these studies are presented.

A first limitation is the assumption that all examples used by the model update procedure
are labeled. This assumption, adopted in Masud et al. (2010a), Masud et al. (2011a), Al-
Khateeb et al. (2012a), Farid and Rahman (2012), Farid et al. (2013), Rusiecki (2012),
Krawczyk and Michal (2013), and Tan et al. (2011) is unrealistic. In a DS, data usually flow
in very high speed, therefore it is impractical to label all examples. In opposite, in Faria et al.
(2013a), de Faria et al. (2015b), Spinosa et al. (2009), and Hayat and Hashemi (2010), the
decision model is updated using unlabeled examples. Thus, the novelty patterns detected over
the stream are not associated with the real problem class. A more realistic assumption is to
consider that the true label of some example are available, and the model update use labeled
and unlabeled examples. Despite of the potentiality of this third approach, few studies of the
literature adopt this approach (Masud et al. 2010b, 2011c; de Faria et al. 2015b).

A second limitation is to consider ND as a binary classification problem, in which two
classes are available: normal and not normal (or novelty). This simplistic view has been
adopted by works like Spinosa et al. (2009), Hayat and Hashemi (2010), Albertini and
de Mello (2007), Rusiecki (2012), Krawczyk and Michal (2013) and Tan et al. (2011).
However, real world problems are composed by different classes and new classes can be
detected continuously. For scenarios where the problem known concepts are composed by
different classes, works such as Faria et al. (2013a), de Faria et al. (2015b), Masud et al.
(2010a), Masud et al. (2011a), Al-Khateeb et al. (2012a), Farid and Rahman (2012), and
Farid et al. (2013) can be used. However, Masud et al. (2011a), Al-Khateeb et al. (2012a),
Farid and Rahman (2012) and Farid et al. (2013) assume that only one new class appear at
time.

A third limitation is to consider every change in the data as concept evolution. Several
studies, such as Farid and Rahman (2012), Albertini and de Mello (2007), Rusiecki (2012),
Krawczyk and Michal (2013), and Tan et al. (2011) assume as concept evolution the simply
presence of one example not explained by the current decision model. However, in some
situations, the known concepts are continuously evolving, thus it is important to distinguish
between changes in the known concepts and appearing of new concepts. In addition, one
example not explained by the current decision model can also indicate the presence of noise
or outliers. Thus, approaches as in Masud et al. (2011a) and Al-Khateeb et al. (2012a) work
with a time constraint, in which the examples can be classified up to T l time units after
their arrival, in order to detect if these examples can be considered as a novelty pattern or
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not. Other works, like Spinosa et al. (2009), Faria et al. (2013a), de Faria et al. (2015b) and
Hayat and Hashemi (2010), classify as unknown the examples not explained by the current
decision model. When there are sufficient statistics about these examples, they are classified
as concept drift or novelty pattern. Approaches like those proposed in Faria et al. (2013a), de
Faria et al. (2015b) and Hayat and Hashemi (2010), which try to find a threshold to separate
concept drift from concept evolution, suffer from the difficult of automatically determine this
value from the data set.

Still considering the difference between concept drift and concept evolution, a strong
challenge is to determine when a ND procedure must be applied. While applying this process
whenever a new example arrives is time consuming, to apply it at time intervals requires
the definition of the size of the time interval. In Masud et al. (2010a), Masud et al. (2011a),
Al-Khateeb et al. (2012a), Faria et al. (2013a), de Faria et al. (2015b) and Spinosa et al.
(2009), the technique either asks the user the time interval to execute a ND procedure, or
assigns a fixed value to this interval. However, the automatic definition of this value is still
an open issue.

A fourth limitation is related to the algorithm used to induce the decision model. While
supervised algorithms, such as decision trees (or ensemble of trees) Masud et al. (2010a),
Masud et al. (2011a), Farid and Rahman (2012) and Farid et al. (2013), have presented good
predictive accuracy, they can be updated only in the presence of labeled examples. On the
other hand, the use of unsupervised approaches (Faria et al. 2013a; de Faria et al. 2015b;
Spinosa et al. 2009; Masud et al. 2010a; Al-Khateeb et al. 2012a, b; Hayat and Hashemi 2010)
based on k-means, present two main drawbacks. It is assumed that the classes are represented
by hyperspheres and the number of clusters needs to be defined a priori (input parameter).

A fifth limitation is to ignore recurring contexts. Several approaches developed mecha-
nisms to forget outdated concepts, but few of them treat recurring concepts. In the literature,
a common approach is to consider as NP an old concept that reappears. Works that deal with
this issue include Faria et al. (2013a), de Faria et al. (2015b), Al-Khateeb et al. (2012a) and
Masud et al. (2011b). However, in general, the identification of when a concept needs to be
forgotten or a new concept is reappearing involves the definition of user parameters, which
can vary according to the used data set.

9 Applications

Recent advances in hardware and software have allowed the acquisition of data in a wide
range of applications (Gaber et al. 2005). In general, these data are generated continuously,
creating massive data sets. Models induced by DM techniques have been applied to these
data to extract new and useful information. Additionally, the development of diverse and
powerful sensors has allowed the monitoring many events in real time (Aggarwal 2007).
Since these data sets present a dynamic behavior, it is necessary to build models that are
not only able to represent these data, but can also evolve over time. In general, these models
learn from known scenario about a particular problem, and they need react to changes, forget
old concepts and learn new concepts. Among the large range of applications concerning ND
in DSs, it is possible to mention anomaly/intrusion detection in networks, credit card fraud
detection, fault detection in machinery, video surveillance, etc. Table 3 shows the main ND
applications in DSs found in the literature.

The techniques proposed in the literature for ND in DSs are frequently compared by
using data from real applications. One of the most common real applications used in these
comparisons is the intrusion detection in networks data set. Several studies have used this data
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Table 3 Applications of ND in DSs

Applications References

Intrusion detection Spinosa et al. (2008), Masud et al. (2011a), Al-Khateeb et al. (2012a),
Spinosa et al. (2009), Shyu et al. (2005), Wang et al. (2008), Tan
et al. (2011), Farid and Rahman (2012), Farid et al. (2013), de Faria
et al. (2015b), Rios et al. (2011), Perdisci et al. (2006),

Forest cover type detection Masud et al. (2011a) , Al-Khateeb et al. (2012a), Masud et al. (2010a),
Tan et al. (2011), Faria et al. (2013a), de Faria et al. (2015b)

Video and image analysis Singh and Markou (2005), Ramezani et al. (2008), Tavakkoli et al.
(2006), Farid et al. (2013), Gaughan and Smeaton (2005)

Text mining Yang et al. (2002), Masud et al. (2010a)

set, like Spinosa et al. (2008), Masud et al. (2011a), Al-Khateeb et al. (2012a), Spinosa et al.
(2009), Tan et al. (2011), Farid and Rahman (2012), Farid et al. (2013), Wang et al. (2008),
Rios et al. (2011) and Perdisci et al. (2006). The intrusion detection has been employed to
induce classifiers able to identify unauthorized activities in a computer network, separating
the normal access from the attacks. In this application, in the training phase, a classifier
is induced by using examples from the normal access and a set of known attacks. In the
application, online phase, the classifier should be able to recognize new types of attack,
which may appear any time.

Most of the experiments reported in the literature for this application uses only numerical
attributes. However, in Shyu et al. (2005) handle nominal is also used. The most popular
public intrusion detection data set comes from the KDD Cup 99. It consists in a simulation of
several types of attacks in an military network environment. It is used in Spinosa et al. (2008),
Masud et al. (2011a), Al-Khateeb et al. (2012a), Spinosa et al. (2009), Tan et al. (2011) and
Shyu et al. (2005). A subset of this data set, named NLS-KDD, is used in Farid and Rahman
(2012) and Farid et al. (2013). The NLS-KDD data set was proposed by Tavallaee et al.
(2009) to overcome some of the problems found in the KDD Cup 99 data set.

Another classical data set used to evaluate ND algorithms for DSs, available in the UCI
repository (Frank and Asuncion 2010), is the Forest Cover Type. This data set represents a
real problem of detecting new types of forest according to a set of geospatial attributes. In
general, a classifier is induced from a set of forest cover types. The induced model can be later
used to identify new types of forest cover. The following studies investigate the performance
of ND algorithms in this data set (Faria et al. 2013a; de Faria et al. 2015b; Masud et al. 2010a,
2011a; Al-Khateeb et al. 2012a; Tan et al. 2011).

ND algorithms have also been applied to identify novelties in images from videos (Singh
and Markou 2005; Ramezani et al. 2008; Tavakkoli et al. 2006) and image analysis (Farid et al.
2013). Some of these works, e.g. (Ramezani et al. 2008), focus on video-based surveillance,
which is an important application for tasks like human security, counter-terrorism and traffic
control. Another study, carried out by Gaughan and Smeaton (2005), uses dialogue or closed
captions to organize broadcast news retrieval results based on the degree of newness of the
topic.

Text mining is another important application for ND in DSs. In Yang et al. (2002), the
authors investigate a new system able to classify online documents into a set of predefined
topic categories. This system uses topic-conditioned ND to identify new topics. In Masud
et al. (2010a), the authors apply the MCM system to ND in Twitter text DSs. For such, the
system is trained with a predefined number of topics (classes). The system is used to detect
new topics that may appear over the stream and incorporate them its the decision model.
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10 Challenges and future work

Even though several ND algorithms have proposed and investigated for a wide range of appli-
cations, many issues still need to be addressed. Initially, although experimental methodology
is well established in traditional, batch, ML and DM scenarios, in DSs, different method-
ologies have been adopted by several authors. This lack of standard makes the comparison
of these different studies a difficult task. Besides, many important questions concerning
experimental methodology in DSs scenarios need to addressed or better explored.

An important issue to be addressed is the adaptation and development of evaluation
measures able to provide a meaningful assessment of the performance of ND techniques.
Measures are needed for ND in classification and clustering tasks. In scenarios involving
concept evolution and those where ND is considered a multiclass problem, the evaluation
measures represent an important challenge, especially because the process to detect nov-
elty uses unlabeled examples. Additionally, these evaluation measures need to deal with the
presence of examples labeled as unknown.

Most of the techniques available on the literature consider that the true label of the training
instances will always be available. However, this is not a realistic assumption, since the
obtainance of the true label is a time consuming task, many times needing support from a
domain specialist. A more realistic view is to ask to the true label of only a subset of the
examples, which can be carried out by using active learning. Despite its importance, few
studies have addressed this issue.

Several works have treated ND as a one-class problem, where the training examples
belong only to a normal concept and whose goal is to discriminate examples from the normal
and not normal concepts. In multiclass classification problems, the not normal concept may
associated with two or more classes. This one-class approach needs to be adapted to be used
in these situations. Some examples of multiclass classification problems fitting this situation
are intrusion detection, fault detection, fraud detection, forest cover type detection, spam
filter, and text classification.

New approaches able to deal with outliers and noise and a changing environment, where
the concepts may evolve either gradually or abruptly, are also necessary. The ability to
distinguish a noise or outliers from a novelty concept is crucial to a ND system. While a
novelty concept is composed by a set of cohesive and representative examples, noise and
outliers are sparse examples, which need to be removed. Moreover, the known concepts may
evolve gradually or abruptly and a ND system needs to update its decision model to address
these different situations.

Another important issue is the automatic definition of the main parameter settings of ND
algorithms. In general, an algorithm proposed in the literature requires a set of parameters
whose values should be defined by the user, such as number of classifiers, number of clusters,
parameters related to the cluster validation, window size, number of examples for the training
phase, threshold to separate novelties from extensions, to mention some. Most of these
parameters are very important for the model induction and may have direct impacts on the
model performance. In addition, these parameters may vary according to the data set, which
makes even more difficult their definition by the user.

The development of new approaches to deal with predictive attributes whose values are not
numerical, but categorical, ordinal, hierarchical or assuming other complex data structures,
is also an important issue. Several approaches for ND are based on clustering techniques,
which can only deal with numerical attributes. In addition, the abundance of data generated
from different data sources may lead to complex data structures, which cannot be analyzed
by using most of the algorithms from the literature.
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Finally, new public domain data sets, real and artificial, presenting several alternative data
configurations, would be very useful to assess the performance of the existing and new ND
techniques. These new data sets would allow the comparison of these techniques and evaluate
their strength and weakness for several data conformations.
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11 Appendix

The Table 4 lists the principal public online data sets used in the works referred in this
survey. They may be downloaded from the following repositories/sites:

• UCI Machine Learning Repository - is a large collection data sets that may be used
in different kinds of machine learning tasks, such as clustering, classification, pattern
recognition, with a wide variety of different application areas. Available at http://archive.
ics.uci.edu/ml.

• KDD Cup Center - annual Data Mining and Knowledge Discovery competition organized
by ACM Special Interest Group on Knowledge Discovery and Data Mining. Available at
http://www.kdd.org/kddcup/index.php.

• The NSL-KDD Data Set - is a selected collection of records from the KDD Cup 99 which
purpose is to overcome some of the problems of the KDD Cup 99 (Tavallaee et al. 2009).
In this site, there are also available different sets for training and testing. Avalaible at
http://nsl.cs.unb.ca/NSL-KDD/.

• Data Mining Tools Repository - tools developed at the UTD data mining lab, headed by
Dr. Latifur Khan. Each tool is part of a project, where it is possible to download related

Table 4 Public data sets used in ND in DS

Data sets Repository References

Real

KDD Cup 99 KDD Cup center Masud et al. (2011a), Al-Khateeb et al. (2012a),
Spinosa et al. (2009), Tan et al. (2011), Shyu
et al. (2005), Spinosa et al. (2008), de Faria
et al. (2015b)

Forest cover type UCI machine learning Masud et al. (2011a), Al-Khateeb et al. (2012a),
Masud et al. (2010a), Tan et al. (2011), Faria
et al. (2013a), de Faria et al. (2015b)

Image segmentation UCI machine learning Farid et al. (2013)

Statlog (Shuttle) UCI machine learning Tan et al. (2011)

Spambase UCI machine learning
Minegishi and Niimi (2011)

NLS-KDD NLS-KDD Farid and Rahman (2012), Farid et al. (2013)

Synthetic

SynC Data mining tools Masud et al. (2011a)

SynCN Data mining tools Masud et al. (2011a), Al-Khateeb et al. (2012a)

MOA MOA Faria et al. (2013a), de Faria et al. (2015b)
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published papers, data sets used in the publications and source code of some of the authors
algorithms . Available at http://dml.utdallas.edu/Mehedy/.

• MOA - is an open source framework for DS mining. It includes synthetic data generators
for classification and clustering tasks.
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