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We compute the energy per particle of infinite symmetric nuclear matter from chiral N3LO (next-to-next-
to-next-to-leading order) two-body potentials plus N2LO three-body forces. The low-energy constants of the
chiral three-nucleon force that cannot be constrained by two-body observables are fitted to reproduce the triton
binding energy and the 3H-3He Gamow-Teller transition matrix element. In this way, the saturation properties of
nuclear matter are reproduced in a parameter-free approach. The equation of state is computed up to third order
in many-body perturbation theory, with special emphasis on the role of the third-order particle-hole diagram. The
dependence of these results on the cutoff scale and regulator function is studied. We find that the inclusion of
three-nucleon forces consistent with the applied two-nucleon interaction leads to a reduced dependence on the
choice of the regulator only for lower values of the cutoff.
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I. INTRODUCTION

High-precision nuclear potentials based on chiral perturba-
tion theory (ChPT) [1–3] are nowadays widely employed to
link the fundamental theory of strong interactions, quantum
chromodynamics (QCD), to nuclear many-body phenomena.
An important feature of ChPT is that nuclear two-body
forces, many-body forces, and currents [3–5] are generated
on an equal footing. Consistency then requires that cer-
tain low-energy constants (LECs) appearing in two-nucleon
forces (2NF)—and fitted to two-nucleon data—appear also in
three-nucleon forces (3NF), four-nucleon forces (4NF), and
electroweak currents.

Because ChPT is a low-momentum expansion valid only
for momenta Q < �χ � 1 GeV, where �χ denotes the chiral-
symmetry-breaking scale, nucleon-nucleon (NN ) potentials
derived from ChPT are typically multiplied by a (nonlocal)
regulator function,

f (p′,p) = exp[−(p′/�)2n − (p/�)2n] , (1)

where � � 0.5 GeV is a typical choice for the cutoff scale.
In the effective field theory (EFT) framework, the calculated
physical observables ideally will be independent of both the
regulator function and the associated cutoff scale �. In the
case of nuclear interactions this is rarely the case, and varying
the regulator is often used as a tool to estimate the uncertainty
in the theoretical calculations. In the two-nucleon problem,
the dependence of the solutions of the Lippmann-Schwinger
equation on the regulator function and its cutoff scale is
minimized by a renormalization procedure in which the
LECs associated with NN and πN vertices are readjusted to
two-nucleon phase shifts and deuteron properties. Even though
potentials with different regulator functions yield similar phase
shifts, they will in general give different predictions when

employed in many-body calculations, due to their different
off-shell behavior. One is then faced with a larger cutoff
dependence in many-body systems [6], which should be
reduced by a consistent adjustment of the LECs appearing
in nuclear many-body forces.

In a recent paper [7], we have studied the regulator
dependence of the cold neutron matter equation of state (EOS)
employing chiral two- and three-nucleon potentials within
many-body perturbation theory. Previous studies of infinite
symmetric nuclear matter and pure neutron matter [8–16] have
focused on the importance of nuclear many-body forces and
have explored the perturbative and nonperturbative features
of chiral nuclear potentials. In Ref. [7] we observed that in
neutron matter calculations the use of consistent 3NF plays
a crucial role in the restoration of regulator independence.
The calculation of the ground-state energy of infinite neutron
matter with chiral 3NF up to N2LO depends only on LECs that
have been fixed in the two-nucleon system [17]. In the case
of symmetric nuclear matter, also the one-pion exchange 3NF
V 1π

3N and the contact 3NF V cont
3N at N2LO contribute. Therefore,

the associated LECs cD and cE , which are not constrained
by two-body observables, must also be refitted for different
regulator functions. These 3NF LECs should be adjusted to
A = 3 observables only, and a possible choice [18–20] is to
reproduce the 3H and 3He binding energies together with the
triton half-life (specifically the Gamow-Teller matrix element).

In the present work, we continue the investigation started
in Ref. [7] and study the dependence of the EOS of symmetric
nuclear matter on the choice of regulator function in the chiral
nuclear potentials, employing 2NF and 3NF with consistent
LECs. The ability to obtain realistic nuclear matter predictions
with (consistent) two- and three-body interactions constrained
by the properties of the two- and the three-nucleon systems
and no additional adjustments is a focal point of this paper.
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Historically, this has proven to be a nontrivial task. As in
Ref. [7], we employ three different chiral potentials with
cutoff scales � = 414 MeV [21], 450 MeV, and 500 MeV
[1,3]. The LECs cD and cE of the N2LO chiral 3NF are
fitted, for each value of �, to the binding energies of A = 3
nuclei and the 3H-3He Gamow-Teller matrix element. Note that
the � = 500 MeV two- and three-nucleon chiral potentials
have been used to study A = 3 and 4 elastic scattering
[22], the A � 3 nuclei electromagnetic structure [23], and
low-energy reactions of astrophysical interest [24], finding
good agreement with the experimental data when available.

We compute the energy per particle of symmetric nuclear
matter up to third order in many-body perturbation theory.
Previous calculations [13–15,25] beyond second order have
focused on the inclusion of particle-particle (pp) and hole-
hole (hh) ladder diagrams, whereas in the present work we
compute, in addition to the third-order pp and hh diagrams, also
the third-order particle-hole (ph) diagram (without simplifying
approximations), which has not been considered previously but
is necessary for a consistent third-order calculation. The effects
of the N2LO 3NF are included via a density-dependent two-
body potential V 3N that is added to the chiral N3LO potential
V2N and that is obtained by summing one nucleon over the
noninteracting filled Fermi sea of nucleons [17,26,27].

The paper is organized as follows. In Sec. II, we briefly
describe the features of the different chiral potentials employed
and provide details about the renormalization procedure we
have followed to choose the LECs of the 3NF terms V 1π

3N and
V cont

3N . In Sec. III, we outline the perturbative calculation of the
energy per particle in symmetric nuclear matter that takes into
account 3NF effects. Our results and conclusions are presented
in Secs. IV and V, respectively.

II. SCALE DEPENDENCE OF CHIRAL TWO- AND
THREE-NUCLEON POTENTIALS

During the past two decades, chiral EFT has emerged
as a powerful tool for describing hadronic interactions at
low-energy scales in a systematic and model-independent way
(see Refs. [3,28] for recent reviews). The separation of scales
required to construct a useful EFT arises naturally in nuclear
interactions from the pseudo-Goldstone boson nature of pions,
which is associated with the spontaneous breaking of chiral
symmetry and is responsible for the large difference between
the light pion mass (mπ � 135 MeV) and the masses of the next
lowest states in the meson spectrum, the ρ(770) and ω(782).

In normal nuclear many-body systems, the nuclear mo-
menta are on the order of the pion mass, and therefore the
systematic construction of chiral nuclear potentials is based on
an expansion in powers of this soft scale (Q ∼ mπ ) over the
hard scale set by the typical hadron masses �χ ∼ mρ ∼ 1 GeV,
also known as the chiral-symmetry-breaking scale. For this
EFT to rise above the level of phenomenology, it must have
a firm link with QCD. The link is established by having the
EFT observe all relevant symmetries of the underlying theory,
in particular, the broken chiral symmetry of low-energy QCD
[29]. The past 15 years have seen great progress in applying
ChPT to nuclear forces. As a result, NN potentials of high

precision have been constructed, which are based upon ChPT
carried to N3LO.

Since ChPT is a low-momentum expansion, valid only
for momenta Q < �χ , the potentials are multiplied with a
regulator function, like, e.g., the one of Gaussian shape given
in Eq. (1). In this investigation, we consider three N3LO NN
potentials which differ by the cutoff scale � and the regulator
function. (i) � = 414 MeV using the regulator function of
Eq. (1) with n = 10, i.e., a smooth, but rather steep cutoff
function is applied. This potential is very similar to the one with
a sharp cutoff at 414 MeV published in Ref. [21]; however,
a smooth version of the steep cutoff is more convenient in
calculations of the three-body system. (ii) � = 450 MeV,
using the regulator function of Eq. (1) with n = 3, which has
been constructed for our study of Ref. [7] and the present
investigation. (iii) � = 500 MeV, using the regulator function
of Eq. (1) with n = 2 for the 2π exchange contributions [1].
All three potentials use the same (comprehensive) analytic
expressions, which can be found in Ref. [3]. Note that the
Gaussian regulator function of Eq. (1) suppresses the potential
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FIG. 1. (Color online) Neutron-proton phase shifts as predicted
by chiral N3LO potentials with different cutoff scale �. Solid (red)
curve, � = 414 MeV; dashed (blue) curve, � = 450 MeV; and
dotted (black) curve, � = 500 MeV. Partial waves with total angular
momentum J � 1 are displayed. The solid dots and open circles are
the results from the Nijmegen multienergy np phase shift analysis [30]
and the VPI/GWU single-energy np analysis SM99 [31], respectively.
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FIG. 2. (Color online) Same as Fig. 1, but for J = 2 phase shifts
and J � 2 mixing parameters.

also for Q < �, particularly for small n, which is the reason
why we use n = 10 for the case of the lowest cutoff of
414 MeV. Cutoff independence is an important aspect of an
EFT. In lower partial waves, the cutoff dependence of the NN
phase shifts is counterbalanced by an appropriate adjustment
of the contact terms which, at N3LO, contribute in S, P , and
D waves. The extent to which cutoff independence can be
achieved in lower partial waves is demonstrated in Figs. 1
and 2. In F and higher partial waves (where there are no NN
contact terms) the LECs of the dimension-two πN Lagrangian
can be used to obtain cutoff independence of the phase shift
predictions, as shown in Fig. 3.

An important advantage of the EFT approach to nuclear
forces is that it creates two- and many-body forces on an equal
footing. The first nonvanishing 3NF occurs at N2LO. At this
order, there are three 3NF topologies: the two-pion exchange
(2PE), one-pion exchange (1PE) plus a 2N -contact interaction,
and a pure 3N -contact interaction. These last two topologies
are represented in Fig. 4.

The 2PE 3N potential is given by

V 2π
3N =

(
gA

2fπ

)2 1

2

∑
i �=j �=k

(�σi · �qi)(�σj · �qj )(
q2

i + m2
π

)(
q2

j + m2
π

) Fab
ijk τ a

i τ b
j ,

(2)
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FIG. 3. (Color online) Same as Fig. 1, but for some representative
peripheral partial waves.

with �qi ≡ �pi
′ − �pi , where �pi and �pi

′ are the initial and final
momenta of nucleon i, respectively, and

Fab
ijk = δab

[
−4c1m

2
π

f 2
π

+ 2c3

f 2
π

�qi · �qj

]

+ c4

f 2
π

∑
c

εabc τ c
k �σk · [�qi × �qj ] . (3)

Note that the 2PE 3NF does not contain any new parameters,
because the LECs c1, c3, and c4 appear already in the 2PE 2NF.
The 1PE contribution is

V 1π
3N = − cD

f 2
π �χ

gA

8f 2
π

∑
i �=j �=k

�σj · �qj

q2
j + m2

π

(τ i · τ j )(�σi · �qj ), (4)

and the 3N -contact potential reads

V cont
3N = cE

f 4
π �χ

1

2

∑
j �=k

τ j · τ k . (5)

In the above, we use gA = 1.29, fπ = 92.4 MeV, mπ =
138.04 MeV, and �χ = 700 MeV.

The last two 3NF terms involve the two new parameters,
cD and cE , which do not appear in the 2N problem. There
are many ways to constrain these two parameters. The triton

FIG. 4. The N2LO three-nucleon force contact interactions: V 1π
3N

on the left and V cont
3N on the right [see Eqs. (4) and (5), respectively].
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FIG. 5. (Color online) cD-cE trajectories fitted to reproduce the
experimental 3H and 3He binding energies. Solid (black) curve for
� = 500 MeV, dotted-dashed (green) curve for � = 450 MeV, and
dashed (red) curve for � = 414 MeV.

binding energy and the nd doublet scattering length 2and

or the 4He binding energy can be used. Given the known
correlation between these observables, one may choose instead
an optimal overall fit of the properties of light nuclei [32].
However, recently a new procedure has been used to fix cD

and cE [18–20]. Due to the consistency of interactions and
currents in chiral EFT [18,19], the LEC cD that appears in
V 1π

3N is also involved in the two-nucleon contact term in the
NN axial current operator derived up to N2LO. Therefore,
cD can be constrained using the accurate experimental value
of one observable from weak processes involving two- or
few-nucleon systems. Given the lack of accurate experimental
values for weak observables in the two-body sector, the choice
has been to use the triton β-decay half-life, in particular its
Gamow-Teller (GT) component. This observable has been
used already in a variety of studies to constrain the two-body
axial current operator [20,24,33–35]. Therefore, we proceed
here as in Ref. [20]. (i) We calculate the 3H and 3He wave
functions with the hyperspherical harmonics method (see
Ref. [36] for a review), using the chiral 2NF plus 3NF presented
above for each cutoff parameter �. The corresponding set
of LECs cD and cE are determined by fitting the A = 3
experimental binding energies. The resulting trajectories are
shown in Fig. 5. (ii) For each set of cD and cE , the 3H and 3He
wave functions are used to calculate the GT matrix element.
Comparison with the experimental value leads to a range
of values for cD for each cutoff parameter �, as shown in
Fig. 6. Then, from Fig. 5, the corresponding range for cE

is determined. The values for cD and cE used in the present
calculation are listed in Table I for each �. Note that the
values of cD and cE for � = 500 MeV are slightly different
from those used in previous studies [20,22,24], but the GT
matrix element is still reproduced within less than 1 %.

At this point, a final remark is in order: the present
fitting procedure employs N3LO NN interaction together
with a 3NF derived at N2LO, i.e., one chiral order lower.
Furthermore, also the weak current operator is derived at
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FIG. 6. (Color online) The ratio between the calculated GT value
(GTTH) and the experimental one (GTEXP) as a function of the LEC
cD . Solid (black) curve for � = 500 MeV, dotted-dashed (green)
curve for � = 450 MeV, and dashed (red) curve for � = 414 MeV.
The shaded stripe represents the experimental uncertainty.

N2LO. To avoid this mismatch, it would be necessary to
use N3LO two- and three-nucleon interactions and currents.
However, a derivation at N3LO of the electroweak current
would require the calculation of loop corrections, a task
successfully performed for the electromagnetic operators [23],
but not yet for the axial operators. Furthermore, the 3NF at
N3LO has been derived only recently [37,38] and, due to its
complexity, only preliminary studies have been performed so
far [16,39,40].

III. NUCLEAR MATTER CALCULATIONS

We calculate the ground-state energy (g.s.e.) per particle
of infinite symmetric nuclear matter within the framework of
many-body perturbation theory. More precisely, the g.s.e. is
expressed as a sum of Goldstone diagrams up to third order.

As mentioned in Sec. I, the effects of the 3NF are taken
into account via a density-dependent two-body potential, V 3N ,

TABLE I. For the various chiral N3LO NN potentials used in the
present investigation, we list the cutoff �, the type of regulator, the
exponent n used in the regulator function [see Eq. (1)], the LECs of
the dimension-two πN Lagrangian, ci (in units of GeV−1), and the
LECs cD and cE entering the three-nucleon potential.

Cutoff parameter � (MeV)

414 450 500

Regulator type Gaussian Gaussian Gaussian
n 10 3 2
c1 –0.81 –0.81 –0.81
c2 3.28 3.28 2.80
c3 –3.00 –3.40 –3.20
c4 3.40 3.40 5.40
cD –0.40 –0.24 0.0
cE –0.07 –0.11 –0.18
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k γ

k β k b

k c

FIG. 7. Third-order ring diagram of the Goldstone expansion that
we have included in our calculations with V2N and V 3N vertices.
Latin-letter subscripts denote particle states; Greek-letter subscripts
correspond to hole states.

that is added to the chiral N3LO potential V2N . This potential
is obtained by summing one nucleon over the occupied states
in the (non-interacting) filled Fermi sea, thus leading to a
density-dependent two-nucleon interaction V 3N (kF ). At this
time, analytic expressions for V 3N [26,27] have been derived
only for the N2LO 3NF, which is the one we take into
account in this work. We recall that to take care of the correct
combinatorial factors of the normal-ordering at the two-body
level of the 3NF, the matrix elements of V 3N (kF ) have to
be multiplied by a factor 1/3 in the first-order Hartree-Fock
(HF) diagram and by a factor 1/2 in the calculation of the HF
single-particle energies [7,17].

We point out that in the present calculations we have
summed the perturbation expansion up to third-order in
V2N + V 3N , in particular, including the third-order particle-
hole (ph) diagram (see Fig. 7), which is also known as
the third-order ring diagram [41]. This diagram has been
taken into account neither in our previous paper [7] nor in
other recent nuclear matter calculations which have employed
chiral potentials within a perturbative approach [8,9,11,15].
The analytic expressions of first-, second-, and third-order
particle-particle (pp) and hole-hole (hh) contributions, together
with the one of single-particle HF potential, have been already
reported in Ref. [7]. The implicit expression of the third-order
ph diagram can be found in Ref. [42], where also the explicit
expressions for a potential without tensor and spin-orbit forces
are reported.

The contributions of each diagram to the perturbation
expansion obtained with the three chiral potentials for kF =
1.3 fm−1 without and with 3NF effects are given in Tables II
and III, respectively. It is clear that the magnitude of the

TABLE II. Contributions of each diagram to the perturbation
expansion (in MeV) obtained with the three chiral potentials for
kF = 1.3 fm−1 taking into account only 2NFs.

Cutoff parameter � (MeV)

414 450 500

HF contribution −35.507 −32.786 −25.066
Second-order pp diagram −5.736 −8.551 −14.060
Third-order pp diagram 0.017 −0.022 0.653
Third-order hh diagram −0.022 −0.021 −0.027
Third-order ph diagram 1.040 1.200 −0.279

TABLE III. Same as in Table II, but including also 3NF effects.

Cutoff parameter � (MeV)

414 450 500

HF contribution −28.792 −25.688 −19.503
Second-order pp diagram −7.388 −11.273 −13.511
Third-order pp diagram 0.563 0.745 1.642
Third-order hh diagram −0.010 −0.008 −0.008
Third-order ph diagram 0.581 0.152 −1.516

third-order ph diagram is large, bringing a relevant contribution
to the third-order energy.

This is in line with the results shown in Ref. [16],
where the neutron and nuclear EOS have been calculated
within the coupled-cluster approach employing the chiral
NNLOopt potential [43]. As a matter of fact, in Ref. [16] the
inclusion of perturbative triples corrections in the coupled-
cluster equations leads to corrections for the binding energy
of about 1 MeV per nucleon, when including the 3NF in the
normal-ordered two-body approximation. Furthermore, it is
insightful to note that in Ref. [16] a significant contribution was
found when going beyond the 3NF normal-ordered two-body
approximation. With that in mind, we estimate the uncertainty
of our perturbative result to be approximately 2 MeV.

To study the convergence properties of the perturbative
expansion, it is useful to consider the [2|1] Padé approximant
[44]

E[2|1] = E0 + E1 + E2

1 − E3/E2
, (6)

Ei being the ith order energy contribution in the perturbative
expansion of the g.s.e.. The Padé approximant is an estimate of
the value to which the perturbative series may converge. Thus,
in the following section we perform a comparison between the
third-order results and those obtained by means of the [2|1]
Padé approximant to obtain an indication of the size of the
higher-order perturbative terms.

IV. RESULTS

In this section, we report the results of the calculation of
the EOS of infinite symmetric nuclear matter in the framework
of many-body perturbation theory. Because we include all
contributions up to third order in the interaction, we are in
a good position to study the convergence properties of the
perturbative expansion.

We find that among the three chiral potentials under
consideration, the least satisfactory perturbative behavior
belongs to the chiral N3LO NN potential with � = 500 MeV,
whether the corresponding N2LO 3NF is included or not. This
feature was already observed in our study of pure neutron
matter [7] and is apparent in Figs. 8 and 9. In Fig. 8 we
show the EOS as a function of the Fermi momentum kF ,
calculated at various orders in the perturbative expansion
applying the chiral N3LO NN potential with � = 500 MeV.
By inspection of the figure, it can be seen that the energy per
nucleon calculated at second order, E2, does not differ much
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FIG. 8. (Color online) Nuclear matter energy per particle ob-
tained from the N3LO 2NF with cutoff � = 500 MeV. The first,
second, and third order in the perturbative expansion and the
Padé approximant [2|1] are shown as a function of the Fermi
momentum kF .

from the one computed at third order, E3, for the whole range
of Fermi momenta considered. The perturbative character is
also indicated by the fact that the curve corresponding to E3 is
almost indistinguishable from the [2|1] Padé approximant one.
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FIG. 9. (Color online) Same as in Fig. 8, but including the
contribution of the N2LO 3NF.
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FIG. 10. (Color online) Same as Fig. 9, but for � = 450 MeV.

Different considerations about the perturbative expansion
have to be drawn when including the effects of 3NF. As a
matter of fact, from inspection of Fig. 9, it can be seen that
now the curve corresponding to E3 deviates from the one given
by the [2|1] Padé approximant for kF larger than 1.6 fm−1,
indicating a worsening of the perturbative behavior. On the
other hand, using the other chiral potentials with lower cutoffs,
the perturbative behavior is satisfactory at least up to kF = 1.8
fm−1, as shown in Fig. 10 for � = 450 MeV.

In Fig. 11 we display our predicted EOS obtained with
chiral potentials that apply different regulator functions. We
have added to each 2NF a 3NF whose LECs ci , cutoff
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FIG. 11. (Color online) Results obtained for the g.s.e. per particle
of infinite nuclear matter at third-order in perturbation theory for three
sets of chiral interactions which differ by the cutoff �.
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αk k β k γ

k a k b k c

FIG. 12. Second-order Hugenholtz 3p-3h diagram of the Gold-
stone expansion with two 3NF vertices. Latin-letter subscripts denote
particle states; Greek-letter subscripts correspond to hole states.

parameters, and regulator function are exactly the same as
in the corresponding N3LO NN potential (see Table I), while
the cD and cE LECs have been chosen so as to reproduce the
observed A = 3 binding energies and the triton GT matrix
element (see Sec. II). Our results have been obtained at
third-order in the perturbative expansion, with and without
taking into account 3NF effects.

The EOS calculated with 2NFs only and cutoffs � = 414
and 450 MeV are very close to each other, while the one
corresponding to � = 500 MeV is very different from the
others. None of them show saturation, at least up to kF =
1.9 fm−1. The differences between the predictions obtained
with the two lower cutoffs on the one hand and with the
larger cutoff on the other are not removed when including
three-body effects. As a matter of fact, while the � = 414 and
450 MeV EOS are nearly identical and show realistic saturation
properties, the � = 500 MeV EOS is considerably more
repulsive. This is quite different from what we observed in pure
neutron matter, where the inclusion of 3NF effects resulted
in a (net) strong regulator-dependence reduction, with the
predictions from the three potentials approaching one another.

Despite the fact that the regulator dependence is not
removed, the ability to obtain good saturation properties in a
microscopic calculation, where the parameters are determined
via the few-nucleon systems, should not be underestimated.

Another observation from this study is that the 3NF
contribution to the energy per nucleon in symmetric nuclear
matter is larger than that in pure neutron matter [7] (about a
factor of 2 at kF = 1.35 fm−1 for the � = 500 MeV case). This
may suggest that the weight of 3p-3h perturbative contributions
induced by 3NF only (which are shown in Fig. 12 and are not
included here but come into play at second order and beyond)
could be non-negligible.

V. CONCLUDING REMARKS AND OUTLOOK

In this paper we have studied the regulator dependence of
many-body predictions of the EOS of symmetric nuclear mat-

ter, when employing chiral two- and three-nucleon potentials.
This has been done within the framework of the perturbative
Goldstone expansion and using three different cutoffs and
regulator functions for the derivation of the chiral potentials.
We have adopted a consistent choice of the LECs and of the
regulator functions for the two- and three-body components
of the potential. In particular, the LECs cD and cE present in
the 3NF have been fixed so as to reproduce the experimental
A = 3 binding energies and GT matrix element in tritium β
decay.

Our calculations of the symmetric nuclear matter EOS show
that, when employing chiral potentials with cutoffs � = 414
and 450 MeV, the regulator independence provided by the
renormalization procedure for the A � 3 systems is preserved.
We note again that these two potentials are found to exhibit
good perturbative behavior. Moreover, the introduction of 3NF
effects proves to be crucial for saturation and the predicted
saturation properties are consistent with the empirical ones,
within the uncertainty estimated in Sec. III. As mentioned
above, this is a significant point, as it gives confidence in an ab
initio approach with 2NF and 3NF consistent with each other
and with the properties of few-nucleon systems.

In a previous work [7], where the same topic has been
studied for the pure neutron-matter EOS, we have found that
the inclusion of 3NF effects is crucial to restore the above
regulator independence also when employing the larger cutoff
� = 500 MeV potential. This is not the case, at least within a
perturbative approach, in symmetric nuclear matter, where the
� = 500 MeV EOS is less attractive than the other two by 3
MeV per nucleon around kF = 1.35 fm−1.

From the observation made in the previous section about the
relative sizes of 3NF contributions in nuclear vs neutron matter,
we conclude that a calculation of the second-order 3p-3h
diagram may shed light on whether the regulator dependence
we have found is an issue with the perturbative expansion or
with higher-order terms in ChPT, i.e., 3NF and 4NF at N3LO
[37,38,45,46].

The inclusion of the diagram in Fig. 12 will be a topic
of future studies and may provide a better understanding of
the application of chiral interactions in microscopic nuclear
structure calculations.
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