Nucleation theory and the early stages of thin film growth
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A review is given of nucleation and growth models as applied to the earliest stages of thin film
growth. Rate equations, kinetic Monte Carlo, and level set simulations are described in some detalil,
with discussion of remaining uncertainties, in particular the functional form of the so-called capture
numbers in rate equations. Recent examples are given of sub-monolayer nucleation at surface
defects, attachment-limited capture, and Ostwald ripening. The experimental literature is cited, and
experiment—theory comparisons are made where possible. Emphasis is given to fast computational
models that can span a large range of length and time scales, which might be further developed in
the direction of on-line process control. 8003 American Vacuum Society.
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[. INTRODUCTION neglected, so they are poorly suited to describe growth on

] o ) this scale, and we do not discuss continuum models in this
~ Nucleation and growth of thin films include processes on,iicle. However, we note that since continuum models, as
time and length scales that span many orders of magnitudg,e|| as rate equations, are based on differential equations,

Atomic motion occurs on Iength scales O_f th? ord_er of A, andthey are amenable to analytic treatments that can elucidate,
time scales that reflect the typical atomic vibration frequen-e g., asymptotic or stability properties

cies (ie., 10°"s). On the other hand, a typl_cal _opto- An alternative to completely analytic approaches are ato-
. . _ %istic models that explicitly take into account the stochastic
its growth can take minutes or even hours. Thus, modelin

X o . hature of each microscopic process that may occur durin
nucleation and growth of thin films presents a substantial pic p y 9

challenge to theoretical physicists and material scientistsr.IUCIeatlon and growth of thin films. They are typically

. implemented in the form of molecular dynami@gD)® or
Moreover, some of the phenomena that occur are inherently. ™~ 6 . . .
o . inetic Monte Carlo(KMC)® simulations. MD simulations
stochastic in nature, and an ideal model would seamlessl

combine the different time and length scales, but includegre very useful for identifying relevant microscopic_pro-

only the necessary fluctuations cesses, such as the detailed steps during nucleation. But time

The models typically used in nucleation theory are eithetand slze I|m|tat|ons. make them u_nfea5|ble for studying
completely stochastic or completely deterministic. Meangrowth on technologically relevant time and length scales.

field rate equation$RES are a set of coupled ordinary dif- KMC simulations, on t.he.other h"’_mdj have been used suc-
ferential equationsODES, that were developed for this cessfully to study qualitative, and in limited cases, quantita-

problent2 more than 30 yr ago. They are easy to formulatet?Ve- behavior of growth. They alloyv for easy implementa-
and relatively easy to solve. Several results of nucleatiofion Of alarge number of microscopic processes, whose rates
theory have been successful in elucidating basic aspects 8f€ ideally obtained from first principles calculatidns.
epitaxial growth. In particular, scaling results derived fromHowever, the occurrence of very fast rategich is particu-
RE nucleation models have, under the appropriate circum@rly relevant at higher temperatuyesitimately limits the
stances, been used to deduce microscopic parameters suche@glicability of these methods to larger systems.
diffusion constants, adsorption and binding energies from Recent work has attempted to develop new models that
comparison with experimental measurements. Howeve@re hybrid models between continuum, PDE-based methods,
these equations contain no explicit spatial information, andnd atomistic, stochastic methods. One approach, termed
thus do not readily yield information on surface morphology.configurational continuum, which appears to be very prom-
One of the challenges is to include the spatial informatiorising, has been developed by Kandel and co-workers; we
properly into a model that is mean-field by construction; re-refer to Ref. 10 for further details. Another approach that has
cent progress in this area and limitations are discussed iheen developed by one of (6.R) in the past few years is
detail in this article. an island dynamics model, based on the level-set method.
Continuum models based on partial differential equationsr'his approach will be discussed in more detail in Sec. IID.
(PDES are appropriate mainly at large time and lengthThis model allows us to describe thin film growth as con-
scales’ By construction, features on the atomic scale arginuous in the plane of the surface, yet each atomic layer is
discretely resolved. Moreover, different sources of fluctua-
dElectronic mail: cratsch@math.ucla.edu tions can be isolated and studied individually.
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One generally distinguishes between growth on singular ? ?
(nominally flay surfaces, and vicinal, or stepped surfaces. A (i) ® )
vicinal surface can be considered as a number of flat terraces
that are separated by steps of atomic height. Growth on these
surfaces proceeds either via step-flow, where atoms diffuse
toward a step before meeting another atom, or via nucleation
and growth, where islands nucleate and grow on the terrace.
Growth on vicinal surfaces was first discussed in a seminal
paper by Burton, Cabrera, and FrafBCF).!

In this article we focus on modeling of growth on singular
surfaces, where one distinguishes the following three growth Fic. 1. Typical atomistic processes during epitaxial growth.
modes: Frank—van der MerwWEM) (layer-by-layey growth,
Volmer—Weber (VW), and Stranski—Krastanov(SK)
growth?~*4 During VW growth three-dimensiondBD) is-  lands(d). Once adatoms are attached to an island, they can
lands form on the surface. The competition between FM andetach from the island edde) or diffuse along the island
VW growth can easily be understood based on energetic ardge (f). Deposition of adatoms on top of islands and the
guments as a competition between surface and interface eperresponding processes have to be considered as(gyell
ergies. The case of SK growth is more complicated, and igh); at high temperatures some adatoms can re-evap@yate
intimately connected tdelastio strain energy, which arises In this section we describe different methods that model
in most heteroepitaxial systems. During SK growth, one oithese processes at different levels of detail.
more layers form initially(the so-called wetting laygrfol- The most detailed description is a MBimulation. In a
lowed by the formation of 3D islands. Understanding theMD simulation one calculates the forces on all atoms, and
transition between growth modes is of great interest. Théhen moves the atoms according to the equations of motion.
focus of this article is on submonolayer growth and will not The most crucial aspect of an MD simulation is the knowl-
address these issues, but the methods described are also e@ge of the correct potentials. The timestep is required to be
plicable to multilayer growth. small enough to resolve the vibrational frequency of the at-

The remainder of this article is organized as follows: Inoms, so that there is a natural limit on the time that can be
Sec. I B we discuss mean-field rate equations. In particulaisimulated. Moreover, even with simple pairwise potentials
we focus on scaling laws, and how these equations can prophe evaluation of forces is rather time-consuming, so that
erly describe mean-field quantities. In Sec. Il C we describeimulations of realistic system sizes on realistic time scales
the kinetic Monte Carlo method, and discuss some of it40 describe nucleation and growth is currently not possible
applications. The level-set method is described in Sec. Il Dwith MD simulations. This is still true, despite some impres-
It is well known that rate equations do not properly predictsive recent advances in speeding up MD simulatiSigow-
the entire island size distribution, for the reason that rateever, these simulations are very useful to identify some of the
equations do not contain any explicit spatial information. Rerelevant microscopic pathways during nucleation and thin
cent attempts and progress in including this spatial informafilm growth.
tion implicitly through particular forms of capture numbers  One can make significant progress by using transition
is discussed in Sec. IlIA. Recent models of nucleation astate theoryTST).2817In TST rates are associated with mi-
defect sites are described in Sec. IlIB. In Sec. llIC, wecroscopic events such as adatom diffusion, and all the irrel-
address the problem of attachment-limited, and time-evant atomic vibrations are neglected. This way, the simula-
dependent capture numbers. Section Il D highlights issueon timestep and thus the computational efficiency is
related to coarsening and Ostwald ripening, and annealing imcreased by 5-10 orders of magnitude for realistic growth
general. Finally, in Sec. IV we give an assessment of the&onditions. One can usually express the rates in the foerm
relation of all the theoretical methods introduced, and a per= vy exp(—AE/KT), whereAE is an activation energy barrier,

sonal impression of future directions. k is the Boltzman constant, and is the temperature. The
prefactoryy is typically of the order of the atomic vibration

Il. MATHEMATICAL AND COMPUTATIONAL frequency, and is set to 30-10"* s~ ! in many simulations.

METHODS TST is the basis of RE, KMC, and many other approaches,

. . which are the subject of the remainder of this section.
A. General considerations

Typical processes that may occur during epitaxial growth ] )
are illustrated schematically in Fig. 1. Atoms are deposited: Mean-field rate equations
onto a perfect substrate surface with a deposition Au@);
in the older literature, this same quantity has been termed this
deposition ratdR, both measured typically in monolayers per  The time evolution of mean-field quantities, such as the
second. Once atoms are on the surface as adatoms, they ademsity of adatom®, and of islands of sizes, ng, can be
diffuse with a diffusion constand (b). Adatoms can meet described by a set of coupled ODEs known as REs. Adatoms
other adatoms to form a diméc), or attach to existing is- can either meet another adatom with a capture efficiency

Basic concepts
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to form a dimer, an island of size 2, or get captured by Arrival (F or R) v Evaporation (1,)
islands of sizes with a capture efficiencyrs. \ R
At high substrate temperature, these adatoms can re- O’

evaporate. For example, evaporation is clearly required to Nucleaticl/—’ P \C’?‘T’t‘;re
establish equilibrium with the 3D vapor phase, and many (tn) / 1 <
models have been developed for the low supersaturation re- OO

gime, following the pioneering work more than half a cen- \ e

tury ago by BCE! much of which is now in the textbook / nx
and monograph literatur&° If the adsorption energg, is \\, @ bl

low, then the evaporation time, is short, and this evapora-

tive quasiequilibrium is quickly established at low adatom i

density, with n;=Fr,. RE models for nucleation and Fic. 2. Critical size in nucleation and growth models.

growth in this situation were established in the 196@sd
exact solutions for the capture efficiency, the so-called cap-

ture numbers, were obtained in this cése. . .
pressions for the net ratél,_; andUg, in the set of Egs.

This high temperature problem is soluble in closed form, ). Each of th < the diff bet Wo t
because the islands that form are isolated from each othe(g, - Each ofinese 1s e dillerence between two terms, a

due to the short BCF diffusion lengtix.= (D)2 the capture and a decay term, such that when these terms are
s ) A . . S

mean adatom surface diffusion distance before evaporatior“?.qu"’tl;c th have IOC?I tﬁqumb?um.t Ignqrmg direct |r;1?|nge-

The approach becomes more complex if there are sever?\?en_ or ;momen_, Decap ijreferm_ IS give Dfﬁl nll or

competing processes at work. For this more general case, [prming a dimer, or 1srsDnyNs Tor forming an &+1)c us-

has been argudd?! that one can develop the idea of com- ter from ans cluster, where the capture numbergremain

petitive capture, in which characteristic times for di1’“ferentt0 be determined. The decay terms can be written in the form

processes add inversely, and the shortest time dominates. rﬂﬁl;s IvvhtereFE) Ist t'lhe ?i’\ﬁa)é rate osﬁtclusters f(_)rmmg ¢ .
this formulation, the RE fon; at low coverage is essentially ) clusters. Details of the decay rate expressions are given

in the Appendix.

dn;/dt=F—n;/7, There are two main types of RE models in the literature.
with The first emphasizes the role of the critical nucleus of size
The second approach does not include a critical island size
rl= e e (1)  explicitly. Rather, attachment and detachment rates for is-

lands of all sizes are in principle included. Those two ap-

which has a steady state solution=Fr. The composite ) ) X )
4 g P proaches are described in the following two subsections.

term n,/7 represents all the loss terms, adsorptian)(

nucleation ), capture by stable clusters and maybe
other processes... in Eq.(1)], all of which add like resis-
tances in parallel. One clearly may envisage many other pro?- RRate equations with explicit critical island size

cesses that might take place on, or close to, the substrate The idea of a critical nucleus has been explored in many
surface. However, as in any other modeling situation, compapers in the literature, and has several related consequences.
pleteness is bought at the price of loss of simplicity andthe main ideas are illustrated in Fig. 2. The left-hand side of
clarity; thus one only adds new terms when compelled to d@hijs diagram indicates that, because of equal forward and
so by the(experimental evidence. Some of these situations pack reaction rategull lines), small clusters may be in local
are developed in Sec. lIl. In addition to Ed) for the single  equilibrium with the instantaneous adatom denaity Using
adatoms, we need a complete set of REs for the larger clushe detailed balance arguments set out in the Appendix, we
ters, sizes=2. Assuming initially that we are concerned only gre able to write that, for subcritical clustgrsi the corre-
with sjngle adatom processes, these can most convenientyponding net rated; are zero, and the Walton relatfSiEq.
be written as (A1)] can be used to express the density of critical nugjei

dn./dt=U, ,—Ug, 2) in terms of the adatom density; and the energy of the

) . ) critical nucleusg; . The right-hand side indicates that ‘stable’

whereUs is the net rate of conversion of clusters of s&e ¢|ysters eventually grow, and the back reaction rate becomes
into size §+1). As in Eq.(1), one can add other processes, |ess important(dashed ling These stable clusters, size
most naturally coalescence between islandis, which will >i, grow by diffusive capture and, maybe at a later stage, by
reduce the island density at small sizes and increase the defirect impingement.
sity at large sizes. This topic has been extensively consid- ag developed by one of U3.V) and others, this approach
ered, both in the early literat#&**and more recent§*°  ¢an be combined with compacting the REs for all cluster

Some comments are made below. sizess>i into one RE for the stable cluster density, such
The above discussion implies that the models developeghat

for the different growth modes are going to be different in
detail. However_, all RE models have certain f_eatures incom- 4 /qt=> dn./dt=U,~U,, 3)
mon, and we discuss these features here. First, we need ex- 5
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where, from Eqs(2), all the othelU, cancel out in pairs, and to emphasize the scaling of, with the lumped parameter
we have included the coalescence t&ym which may limit ~ (D/F) X, with y=1/3. This scaling is the same as in the

n, at higher coverage. Thus in this treatment we have re=1 case for 2D islands, as discussed and tabulated previ-
duced an infinite set of REs to just two, one for [essen-  ously, where the general form follows the power law with
tially Eq. (1)] and one fom, [Eq. (3)]. We have abandoned exponent y=i/(i+2). For 3D islands, this is modified
any serious attempt to calculate the island size distributioslightly to y=i/(i + 2.5)?>?! under steady state conditions.
ng(s), and we need to assume specific island shapes to maleéese expressions are valid when the island shape is com-
further progress. But we can also calculate other mean-fielgact; small corrections are needed for fractal islands.
guantities, e.g., mean island size,j, substrate coverage Further progress cannot be made without specific assump-
(2), differential or integrated condensation coefficieri®r  tions about bonding, and in particular about how the energy
B) with this approach, using an auxiliary growth rate E; can be expressed in terms of lateral “bonds” of strength
equatior? 142921 This equation for the number of atoms in E, within the critical cluster. With this assumption, one can
stable clustersp,w, , has the form compute both the densities and deduce the critical isae

an output of the calculation; this size is the size tfsaif-
consistently gives the lowest nucleation rate and density, for
all possible sizeg considered® With the adoption of the
Einstein model of lattice vibrations, contact was also made
where all relevant growth processg®., not includingr, > with the equilibrium vapor pressure at low supersaturation
in Eq. (1)] are included in the first term. The second term, (high temperatune and so this model spans the complete
included at this stage for illustration, corresponds to directange of behavior from low to high supersaturation, using
impingement onto al clusters of areas, andx;=1 is a just the three energy parametels,, E4 andE, . This is the
geometrical correction factor, which may be needed to acsimplest three-parameter model to achieve this result, and as
count for impingement immediately next to a clus®with-  such it is valuable as a base for further exploration of more
out this factor, the sun¥.insas is just equal toZ, the  complex models, as described here in Sec. Ill.

coverage of the substrate by stable and critical islands. Thus

the expressiofr(1—2Z) has been used to correct E@) for

n,, for the effects of finite coverag@?! The coalescence .
rate U, at low coverage is simply proportional to The second type of RE model takes a somewhat different

2n,dz/dt; 2% high Z changes to this formula are given more @Pproach. At high supersaturation, re-evaporation is negli-

recently?® gible, soE, is irrelevant; this is the complete condensation
The above scheme is relatively simple, and using it wdegime. Within this regime, at higher temperatures, with

can make scaling predictions for all the mean field quantitieseak lateral bonds, atoms can leave the clusters by detach-

notably the densities; andn, , as a function of the various ment and subsequent diffusion. In this case, nucleation has

material parameters and the critical nucleus sizén the been termed reversible, and we need a suitable formulation

version that the second author has developed, this involvé® describe the rate of such detachment processes. As an

scaling with the adsorption enerdy, (which governsr,), exa.mple., the'flrs? auth8thas used the set of equations, ig-

Eq4 (which governs the diffusion coefficieBY), and the bind-  N0rng direct impingement and coalescence, as

ing energyE; of the critical cluster. The scaling relations in dn,

the complete condensation, initially incomplete, and extreme ——=F—2Don%— Dn; Y, 0N+ 2D gery2Nz

incomplete condensation regimes have been documented in =1

tables for both 2D and 3D island shapé$! and some of

these regimes, notably complete condensation, have been +Ddet§2 YsNs, )

thoroughly tested, both by simulation and by experiment.

These relationships, originally conceived to be useful for het- dng

eroepitaxy, have been revisited on occasion, and the 2D ex- g; — PM(0s-1Ns-170sNs) + Daef ¥s+1Ms+1~ ¥sNs)

treme incomplete condensation case has been mdditied

make contact with the classic BCF case of homoepitaxy at for all s>1. (6)

large coverage. Here, thes are the capture numbers as before, and the terms
When lateral bonds are suitably strong, at low temperathat involve D 4y describe the rate of detachment of an

tures, we have=1, so that adatom paifgimers are already  atom from an island of size. Note that these equations as

stable nuclei, and;, or E; in this special case, is thereby \yritten here are valid only in the submonolayer growth re-

also not relevant until higher temperatures. This simplesgime, but coverage effects, coalescence of islands or desorp-

type of equation focuses on the formation of pairs and theifio, of adatoms can also be included.

subsequent growth as stable nuclei, a case that has beenTnhe second and third terms in B&) are explicit forms of

termed irreversible nucleation by the first auff@nd many Eq. (1), such that

others. In the complete condensation regime, with the only

energyEy left in the problem, in the form of the diffusion 7147 122Dy, +D S o @)

coefficientD = (v4/4) exp(—E4/KT), it has become customary noe -~ T

d(nw)/dt=ny (7, 4 7o H+FD, kehas, (4)
S>|

3. Rate equations without explicit critical island size

JVST A - Vacuum, Surfaces, and Films
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while the brackets in Eq(6) emphasize the possibility of face diffusion, and in fact fon=0 it is v=4D; in the KMC
steady-state rather than local equilibrium, which was highliteratureEy is often referred to as the surface bond energy.
lighted in the discussion following Ed@2). In both Eqgs.(5) E, is a nearest neighbor bond energy,is the relevant pref-
and (6) the terms involvingD y(ys involve detachment from actor (typically 10 ?>~10 *¥s™ 1), andn=0,1,2,3,4 is the
s clusters, as discussed in more detail in the Appendix.  number of in-plane nearest neighbors. Additional micro-
The capture of adatoms by other adatoms and islands o&copic parameters such as enhanced diffusion along a step
curs with an efficiency that is given by the capture numbersdge or reducetbr enhanceqdiffusion over a step edgghe
os. If chosen properly these do encode spatial informa- so-called Ehrlich—Schwoebel barfieran easily be added.
tion. Many recent studies have the goal of finding a form forGeneric KMC models have been used successfully to study
the o that properly accounts for the spatial correlations bequalitative trends during growth, such as scaling laws. In
tween adatoms and islands. Some recent progress will Bnited cases they have also been successful for quantitative
discussed below in Sec. Ill A. There has been less focus Ofredictions such as the occurrence and decay of the reflection
the detachment rateg;. One reason is that at low tempera- high energy electron diffraction signal. Note that the rates for
tures detachment is negligible, and often one assumes thgf possible events at every site only depend on the local
¥s=0 for all s. This is of course the regime that is termed enyironment; a dependence of the rates on more long range
irreversible aggregation. At higher temperatures, the detachnteractions is possible, but at a significant additional com-
ment should be related to the number(aftachegl edge at- putational cost.
oms, and simple expressions for this have been derived |, the literature one often finds a distinction between

. 9 . .
analytically” But we would like to point out that the real models for irreversible and reversible aggregation. The

situation might be more complicated. For example, the prodiqqe| just described is a reversible model, as it allows for

uct D gerys might reflect the fact that detachment can be strainy o ms with lateral nearest neighbors to move. The rate for an

dependent, and thus this term also has some spalighom with one nearest neighbor 1 to move(and detach

dependence. form an island boundajy then is D= voexp(—(Ey
+E,)/KT). In the limit thatE,, is large, and/ofl is small, this

C. Atomistic kinetic Monte Carlo simulations model then effectively becomes an irreversible growth

An alternative to completely analytic approaches are aton odel. Thus, a continuous change of the paramejem-

o L . ._duces a continuous change from irreversible to reversible
mistic models that explicitly take into account the spatial rowth. It has been demonstrated by one of GR) that the
information and stochastic nature of thin film growth. one? ' y i

way to implement such models is in the form of KMC scaled ISD changes its shape continuously as a function of

simulation$2°3L The main difficulty and challenge in a the reversibility?®3? This is illustrated in Fig. 3, where the
KMC simulation is to identify which. and how many, micro- scaled ISD as obtained from a KMC simulatiéis shown in

scopic processes need to be included. Different phiIosophie%?mgar'sor;]W'Ith tr|1e ISD ashob'Famed 'from elxperlr.ﬁ%an.d

exist to address the latter question. One philosophy is théf}'S0 Trom the level-set met ddiscussion be O_W_ !t IS evi-

such KMC models will never include all the microscopic 96Nt that the ISD sharpens as the reversibility increases
details, and that one should keep the model as simple d¥/hich is realized in the simulation by decreasifg), in
possible. This approach has been used to a large extent in th¥Cellent agreement with the experimental ISD that sharpens
past 20 yr, and has helped to study and understand mar@? the growth temperature increases. We stress that no value
general trends during growth. In this section we will refer tofor a critical island size has to be specified. Rather, the inter-

such models as generic growth models. On the other end dfay between attachment and detachment kinetics describes
the spectrum one might want to include all the relevant mithe degree of reversibility, which one might associate with a
croscopic processes, with the goal of making detailed predichonintegey effective critical island siz& We note that a
tions for a specific material system. We will refer to suchSimilar sharpening of the ISD has been obtained by Amar
models as high resolution growth models. and Family* in a KMC model where islands larger than the
In a typical KMC simulation, one first specifies the pro- cfitical size(that has to be specified in advanege assumed
cesses that are included, and associates each process witfPd€ stable against breakup.
rate. At every timestep one identifies all the sites where any We conclude this section with some remarks about de-
of the processes might occur. One of these events is thediled high resolution KMC models. The work of Madhukar
executed with a probability that corresponds to the rates. I@nd co-worker¥" spearheaded the development of growth
practice, this is implemented in a way that one always exmodels for IlI/V compound semiconductor systems. How-
ecutes an ever(so there are no rejected moyeand after ever, the large number of microscopic parameters were dif-
every event the simulation clock is updated appropriately. ficult to obtain, since for example not even the exact surface
A model that has been used with considerable success te@constructions were known 15 yr ago. But the situation has
study general trends is a simple cubic, solid-on-solid modethanged in the last few years with the advances in density
with nearest neighbor interactions. The processes that afanctional theory(DFT) calculations, together with the more
allowed are(random adatom deposition, and hops to a near-readily available comparison to detailed experimental data,
est neighbor site, where the rate for a hop is giveniby in particular scanning tunneling microscofTM) images.
=pgexp(—(E4+nE)/KT). E4 is the energy barrier for sur- We are aware of several detailed high resolution KMC mod-
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1.4 —— layers. Within the model, the island boundaries for islands of
10 L " KMC‘— heightk are described as,={x: ¢(x) =k} in which ¢ is the
o : LS function that evolves according to
1.0 i ®LS -
< 08¢ Exp 1 %+U|V¢|=O- ®
w: 0.6 T
S 04 _".g ] All the physical information is in the normal componenbf
0.2 [ - ] the velocity function. Islands grow because atoms diffuse
) S 4 9 . toward and attach to island boundaries, and shrink because
(1)2 N ' T they can detach from an island boundary. Thus, the velocity
1'2 [ ' ' ] can be written as
1.0 L ] U=Vt Ushrink™ D[N Vp] = DgePesd - 9
S 08 . In this equation, the first term on the right represents attach-
Nmé 0.6 i ﬂ ] ment of adatoms to the step from the upper and the lower
e Tt A | terrace’® in which[ ] denotes the jump across the interface.
0.4 f 4 ] The second term represents detachment of adatoms from is-
0.2 ; .n_g' ] land boundarie! in which D g is the microscopic detach-
0.0 L. . . & m ment rate p.s.is the probability for an atom to escape from
1.4 T the capture zone of the island it just detached from, Xl
12 B t i the density of edge atoms that can detach. The adatom den-
- . sity p(x,t) solves the diffusion equation
1.0+ =§ s
L 08 o ® 7 %—Dwnle—zalD(ni) (10)
o, 0.6 | 1 | N o
c” - ’ ‘ 1 with the boundary conditiop=0 for irreversible aggrega-
0.4 - ] tion. The last term in Eq10) is the rate of nucleation of new
0.2 B‘ F-) : islands, wherg) denotes the spatial averatfe.
0.0 « ] The model as described so far is almost completely deter-
) 1 2 3 ministic. However, it was found that certain fluctuations are
afs required to complete the model. The last term in Ed)
av prescribeswhena new island is to be nucleated. But the

Fic. 3. Island size distribution, as given by KMGquaresand LS(circles Iocgtlon of a new island has tg be Chosen with a probability
methods, in comparison with STM experimeritsangles on Fe/Feooy)  Weighted by the local value of; as obtained from the solu-
(Ref. 33. The reversibility increases from top to bottom. tion of the diffusion equatiofi® Moreover, it was also found
that randomness is essential in the thermal dissociation of
small island$? The idea of the LS method is illustrated in
els that have been published in the past few y&ars. Fig. 4, where a snapshot of a typical LS simulation is shown.
However, one problem with such high resolution growth The stochastic prescriptions described above have been care-
models is that the range of magnitudes of all the differenfully validated by direct comparison with an atomistic KMC
processes is rather large. Since the simulation timestep hastoodel. This is also illustrated in Fig. 3. Again, we see that
be defined by the fastest process, these models are often vahe ISD becomes narrower and sharper as the detachment
slow. Thus, it has to be the goal to develop growth modelsate increases.
that allow us to describe the fast processes in some averaged, Significantly, and in contrast to atomistic simulation
mean-field approach. For example, repeated detachment antethods, the inclusion of fast microscopic processes comes
subsequent reattachment of atoms from and to island edges$ essentially no additional computational cost within this
can be described by the overall net attachm@ntdetach- method. The reason for this is the following. In a typical
men). One way to realize this is contained in a model thatatomistic simulation(where every event is resolvedthe
has been developed over the past few years, as describeddamputational time increases dramatically when events with
the next section. largely different rates are allowed. For example, frequent
atomic detachment and reattachment at island boundaries is
computationally expensive, even though the morphology
might not change. In the LS approach, such fast events are
In the past few years, the island dynamics model, and accounted for in a quasi mean-field approach, without being
corresponding level s€t.S) method for its numerical simu- explicitly resolved. This leaves the numerical time-step un-
lation have been developéd®® This model is essentially changed, resulting in essentially no increase in overall com-
continuum in the x-y-plane, but it resolves individual atomic putational time.

D. Level set (island dynamics ) model
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can however be included implicitly: consider the REs in the
form of Egs.(5) and(6). As mentioned already above, cap-
ture of adatoms by other adatoms and islands occurs with an
efficiency that is given by the capture numbets If chosen
properly theserg do encode spatial information. For the pur-
pose of the discussion in this section, we assume that there is
no detachment from islandse., ys=0). Many recent stud-

ies have the goal of finding a form for the, that properly
account for the spatial correlations between adatoms and is-
lands. It has become customary to focus on the scaled ISDs
to judge the validity of a certain choice for the capture num-
bers. In particular, simple RE approaches lead to a singular-
ity of the ISD in the asymptotic scalingargeD/F) regime,

and one test of any approximation of thhgis whether or not

it leads to scaling of the ISD.

In this section we discuss the different choices that have
been introduced foss, and summarize some recent progress
in understanding the form of the capture numbers. The sim-
plest choice isrs=1 (i.e., a simple constanfor all s. This
choice is often referred to as the point-island approximation.
The only justification for this choice is that the equations are

i 1\;’ Vs L easier to analyze, and that certain analytic results can be
AN L/ \-f‘-’)' o T’ easily obtained. Another simple choice is sslependence
LN YN os=sP. In 2D, p=0.5 reflects the idea that capture is pro-
_— '\ | (\j\-—v‘{‘l“) v portional to the perimeter of the island. Similarly, one can

b=y (.i,/ / argue for the choic@=1/3 for 3D islands; both of these
_,.hr\‘l \\;f{"‘j N choices were assumed in the initial work on rate equations,
\I:j\w_} - ‘/”“‘\‘;v/' A and have been made on occasion since then. However, it is
)T well established that none of these choicesdgmives the

correct scaling of the ISD; in particular, the scaled ISD be-

Fic. 4. Typical level set simulation. Shown is a snapshot of the level se€OMes singular in the scaling limit.

function (a), and the corresponding adatom concentration The island There were several early attempts to account for the local

boundaries corresponding to this level set function are showno)in environment of an island: this work was summarized and
extended in Ref. 2. The uniform depletion approximation

This new method seems well-suited to model problems indeVGIODEd in that work is based on the mean-field assump-

epitaxial growth that may be difficult to describe with otherf“on that at every point outside of an island the densities of

methods. One current example is the inclusion of strain: théSlands of sizes takes on an average valug(t). This ap-
long range nature of the elastic field presents a challenge ©f°2ch then gives an analytic formula for thg in terms of
include strain realistically in a KMC modéivhere the rates Modified Bessel functions. Bales and ChrZashowed, for
are typically determined by the local environmeritiow- the |rrever5|blg nucleatlor?l-(= 1) case, that the meap-fleld
ever, recent progress in this area is intriguing and maydatom and island densities, and N=2¢,ns obtained
present a way forward, as discussed in Secs. Il C and |1l Dffom integrating the REs with these self-consistent capture
Moreover, solving the elastic equations is computationallynumbers are in excellent agreement with the ones obtained
very expensive, so that a method that allows for a largdrom KMC simulations, for a wide range dd/F values.
timestep is essential. As mentioned above, the level sdflowever, their approximation fails to reproduce properly the
method is also able to describe problems where the importaigcaled I1SD, which is a more stringent test for the spatial
events have vastly different rates. Work in both these areas igformation in theoy.

currently in progress. A completely different approach was taken by Bartelt and
Evans in Ref. 44. In this paper, the authors performed exten-

ll. RECENT PROGRESS: EXPERIMENTAL AND sive KMC simulation of a point island model tmeasure

COMPUTATIONAL EXAMPLES numerically the capture numbers as a function of the island

size. They suggest that; depends linearly ors for s
>s,,, Wheres,, is the average island size, and is essentially
The rate equations as formulated in Sec. I B are equationg constant fors<s,,. In a later articl& they relaxed the
for mean field densities, and thus by construction do nopoint-island constraint and instead considered spatially ex-

include any explicit spatial information. Spatial information tended islands, and obtained similar res(dtgen though the

A. Capture numbers
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plateau is less pronounced in this daskhe data is also in 25 F ' ’ ‘ ' I
agreement with capture numbers that have been measured O Data
very carefully in an experiment where first Co islands are 2 | -~ Interpolation E

formed on R@001), and additional Cu is deposited subse- 815 ]

quently. Because of the differences of Cu and Co in the \bw

STM, the additionalCu) mass of each island can then be o ! ]

measured in a careful STM experiment. Similar data was 05 ]

obtained in a later experiment for Ag islands on(B@1).*® ‘ ] X . l
Bartelt and Evans also establisfédhat capture effi- 0o 05 1 15 2 25

ciency of islands, as described by the capture numigyss
intimately connected to the so-called capture arkasThe
capture area of an island can be defined as the area surround-
ing an island, with the property that an adatom within a
capture area, or zone, will on average diffuse toward the
corresponding islan¢and will be captured by )t Geometri-

cally, these capture areds, can be approximated by per-
forming a Voronoi tessellation. In the complete condensation
regime, the shape of the scaled capture area distribAtjos
similar to the shape of the scaled capture number distribution

Ts» 3;%“ Wh_ICh -has been known experimentally for a longFIG. 5. Capture numbers in the aggregation phase as determined with the
time. But in e|t_her case, capture numbers are only meareye| set approactupper panél Shown in the lower panel is the scaled ISD
sured for one particular coverage, and these capture numbesistained from the time dependefmeasurefio, in comparison with the
work*349it is clear that these capture numbers can not proPrediction from Ref. 45.

duce the correct form of the ISD in the scaling limit.

Gibou et al**°° determined capture numbers from simu- . .
. . the capture numbgiof a particular island may chanddra-
lations using the level set method. In contrast to the KMC__ _ . . : .
matically) if a new island is nucleated nearby.

approach, the dependence of theon s could be obtained at From the foregoing it is clear that any successful analytic

different times. The reason is that, due to the mean erIqreatment of the problem needs to consider the capture num-

treatment of the adatom density, a meaningful valueofor berso as well as the capture areds. There has been some

can r? € measttj red it :.inﬁ’ time, and g;ov:/th of t?e |s(ljanrc]is dﬁ SI*ogress in the past few years, but we believe that the prob-
not have to be artificially suppressed. It was found that thgg " 4q not yet been solved, and remains an area of active

functional form of thess changes as a function of time. current research. Evans and Bartetteveloped a formalism
There is essentially ns-dependence in the nucleation phase,\M1ere rate equations for the island densitigsvere comple-
and an(almost®) linear dependence in the aggregation phas‘?nented by rate equations for the average capture Areas
(cf. Fig. 5, upper pangl The rate equations can be integrated, ifferent approach it was suggested by Mulheran and
with these(time dependemtcapture numb_ers, and the shgpe Robbi€? that the problem might be solved by considering a
of the scaled ISD in fact does agree with the one obtaineghint probability distribution(JPD) for islands and capture
from LS or KMC simulations, and in particular does not greas. Equations were introduced to describe the time evolu-
display a singularity. This is shown in Fig. 5. _ tion of the island density as a function of the island size
But there is no analytic form fows that allows an inte-  anq the size of capture areds, One complication that arises
gration of the REs front=0, to get the proper ISD. The js: ‘How are the capture areas treated in the case of a new
reason is that there is substantial cross-correlation betwegfycleation event?’ In Ref. 52 the evolution of the capture
the capture numbers and related capture areas, which leadsAgnes is modelled as a fragmentation process when new is-

significant numerical noise in the results in Refs. 49 and 50jands are nucleated. The JPD then obtained agrees with the
It is not clear at the moment whether better simulation datgyne obtained from a KMC simulation.

will solve this problem, or whether there is a fundamental Amar et al®>*°* also utilized the idea of the JPD. They
limitation within this approach. made some significant simplifications about the effect of
The ultimate reasons why it has not been possible to datgucleation on the capture areas. In essence they assumed that
to find a functional form for all therg(t) are the following: the capture area of theth island is simply proportional to
Different islands of a particular sizehave different capture the average capture area at the time. For intermediate values
areas. This is so because of spatial fluctuation during thef D/F their analytic model does indeed give better scaling
nucleation of islands. As a result, these different islands obf the scaled ISD. However, as mentioned in Ref. 55, and as
size s grow differently, which is hard to incorporate into a is also evident from the simulation data presented by Pope-
single o5. Moreover, the correlation between capture effi-scuet al,* the scaled ISD still exhibits singular behavior for
ciency and the spatial distribution of islands is complicatedarger values ofD/F. It was pointed out by Evans and
due to nucleation. More precisely, the capture deeal thus  Bartelf® that the reason for this might be an unphysical delta

2
ns,, /6
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O

n

+ tify three regimes. This three-regime behavior has been re-
produced in a steady state rate equation model developed by
the second auth§f,%6:67

for the trapped adatoms, density;, and considers nucle-

RN
-—i— @ ation on both trap and normal sites.
Nyt

which focuses on the rate equation

The rate equation fon,; is approximately
dnlt/dt: UltDnlnte_ nltVd eXF( _(Et+ Ed)/kT), (11)

Mt @, where n,,=n;— Ny — Ny, is the number of empty traps. For
simplicity we have assumed that the capture numbers for
—’— empty and filled traps are the same. In steady state, this equa-
et Mt tion is zero, and inserting the usual form far~vyexp

X —
Fic. 6. Model for nucleation at attractive random point defédensityn,), ( Eq /kT)’ we deduce

which can be occupied by adatorfdensityn,,), clusters(densityn,,) or Ny /(ng—nyg ) =A/(1+A),
can be emptyRefs. 19 and 67

with

function scaling form for the JPD, which results from the A=nCrexpE /KT, (12)

fact that capture areas are not properly divided upon nuclexhereC, is an entropic constant, which has been put equal to

ation of new islands. 1 in the illustrative calculations performed to date. Equation
A recent, and perhaps more realistic treatment of the im{12) shows that the traps are fulh{;=n;—n,,) in the strong

pact of nucleation on capture areas is given in Ref. 56. In thigrapping limit, whereas they depend exponentiallyEgik T

article, Evans and Bartelt study the JPD with a point islandn the weak-trapping limit, as expected. This equation is a

KMC simulation. Scaling of the JPD of the type Langmuir-type isotherm for the occupation of traps; the trap-

F(s/s,,AlA,) is established. But whether or not this latest ping time constanfr, in analogy to Eq(1)] to reach this

approach yields capture numbers that give proper scaling afteady state is very short, unlesgsis very large; but ifE, is

the ISD in the asymptotic limit, ad)/F) tends to infinity, is  large, then all the traps are full anyway.

currently still an open question that needs to be answered. The total nucleation rate is the sum of the nucleation rate

on the terraces and at the defects. The nucleation rate equa-

. tion without coalescence, analogous to E), is
B. Nucleation on surface defects g £

All the above discussion has been concerned with nucle- dnc/dt=o;Dnin; + o Dnyng, (13

ation and growth on a perfect substrate. But it is well knownwhere the second term is the nucleation rate on defects, and
that many substrates are far from perfect, and indeed mary; is the density of critical clusters attached to defeots,
contain impurities, surface point defects and/or steps, all obeing the corresponding capture number. In the simplest case
which may promote nucleation. Early examples, especiallyhere the traps only act on the first atom which joins them,
in island growth systems, which are paret]i‘gllékasr;y sensitive toand entropic effects are ignored, we have
such effects, are given in several revi 2" More re-
cently, attention ha% turned to nucleation of small particles of Ar=ng /Ny = (=N Al[Ny (1+A)]. (14)
Ag, Pd, and Pt on oxides such as M@0l and Typically, there are three regions: a high-temperature re-
Al,03(0001), which are of interest as model catalysts. Thergion where adatoms visit the traps but can become detached
are now several reviews of these systems that can be cofrom them; a low-temperature region where the traps are full,
sulted for background information and detailed but the nucleation density is largely unaffected, simge
behavior®=6! There is an extensive theoretical literature, >n,. In between, there is a plateau region whage=n,;
based on cluster chemicXljonic pair potential$>%*or den-  this plateau is longer iE, is higher andEy lower. The first
sity functionaf® calculations. For the most part, these calcu-requirement is obvious, and the latter is required so that ada-
lations are not yet at the stage where definitive reviews catoms reach the traps before finding each other. This steady
be given, largely because of their extreme sensitivity tostate model calculation, originally intended for Fe/GAE°’
charge imbalance at the oxide surface, and at surface defects,shown for particular energy parameters in Fig. 7.
which may also be charged. This defect nucleation model contains several subcases,
Here we discuss how defects have been incorporated intdepending on values of the parameters. An interesting ex-
the framework of RE, KMC, and LS models. In all of these ample is Pd/Mg@0O01), studied with atomic force
models, the introduction of defect traps requires that wemicroscopy;*®®where a single set of experiments has been
specify their densityn,, and the energ¥; with which dif-  analyzed to put bounds on four energies; these data require a
fusing adatoms are trapped. Within RE models, we can corhigh trapping energ¥; and a low value oE,, while also
sider either irreversible trapping, such that adatoms canndieing sensitive t&,, andE,. In this case, the high tempera-
leave the trapgso thatE; is irrelevanj, or reversible trap- ture portion of the data corresponds to the transition to
ping as illustrated in Fig. 6, where we can qualitatively iden-= 3, so that individual adatoms remain attached to traps, but
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1 5300 200 100 0 T(°C) C. Diffusion versus attachment-limited capture
E=05¢eV - The problem of determining capture numbers, and recent
140F = 06 .-° | . . .

[ . progress, has been described in Sec. Il A, especially for de-
< 135} /,"’ 0.5 - termining size and spatial distributions in complete conden-
5 130l ’_,,—" 0.4 | sation. Most of this effort has gone into finding diffusion

= | e e R solutions foro ¢, o; anday (or o in general, especially for
~2 125 . the case of irreversible nucleation<1), which is appropri-
§’ 120 i=1 ate for STM experiments conducted at low temperatthés.

' i Low temperature deposition, even onto smooth close-
115F ' . packed metal surfaces, can be conducted in a regime where
1ol 1 there is very little diffusion of adatoms during deposition. In

Tri=2 Parameter: E_ (eV) such a case, essentially all motion occurs after deposition,
10.5 L— L ' L L L and this regime, sometimes denoted iby0, has been ob-

20 25 3.0 35 4.0 45

1000/T (K" served experimentally for the case of Cud1),” see also
0T (K7) Refs. 24 and 19. This regime implies no dependence or the
Fic. 7. Algebraic solution to rate equations for trapping enefgy: 0.5, nucleation densityl, on the fluxF, butn, increases and;
E.=1.16, E,=1.04, and a range oE, values between 0.1 and 0.6 eV. decreases following annealing at either higher temperatures
RecalculatedRef. 67, after original model for Fe/CafF111) (Ref. 66. and/or longer times.
Immediately following deposition there are no spatial cor-
relations between adatoms on the surface, but diffusion dur-
subsequent adatoms can become detached. These featuresiBfe@nnealing establishes the spatial correlations, between
in semi-quantitative agreement with calculatiféfor trap- ~ @datoms and clusters, and between the adatoms themselves.
ping of Pd in oxygen ion vacancies. The role of surfacelhere |s_ ar? initial, transient, regime |n_wh|_ch the c_apture
charges in stabilizing both surface vacancies on insulator suflumber is time-dependent, before the diffusion solution be-
faces, and small clusters attached to such point defects, fomes established. As discussed below, this transient is
very marked. Currently, different calculations agree that suctPnger if there ardrepulsive interactions between adatoms,

effects are strong, but disagree on their exacteading to attachment-limited behavior.

area. deposition and annealing of Cu adatoms or(1¢d) at low

The RE model described above predicts the number derfemperature&’ After deposition and subsequent diffusion
sities of islands, butby construction does not yield any before observation, the spatial distribution is nonrandom,
spatial information, as for example the shape of the ISD. Foith a preferred spacing between adatoms. This feature has
this purpose, nucleation on defects has also been investigat8gen analyzed quantitatively to determine the long-range os-
using KMC and LS simulations. An example is the work of cillatory interaction between Cu adatoms as a function of
Lee and Barals.,%° who showed in a KMC simulation that radial separation. In the second of these experiments, Cu was
an ordered array of defect trapping centers can lead to @eposited at 16.5 K, to sub-ML doses-{.4x 10" ML),
regular array of islands on the surface. A recent LSfollowed by annealing at various temperatures around 20 K
simulatiorf® showed that the scaled ISD in the case of regufor times up to 20 min. At short distances, there is repulsion
larly spaced defect is a very sharp functi@ssentially a5  between adatoms, and this repulsion forms a barrier to ad
function). In the same study it was shown that in the oppositedimer formation; but once formed, dimers are completely
limit, when the defects are randomly distributed on the sursStable and do not diffuse.
face, the ISD has the form of & distribution. These experiments test capture number models, as a re-

The ISD is controlled by the spatial distribution of defects pulsive barrier of heighEg, or a repulsive energy landscape
when the mean diffusion length is comparable with or greatepf heightV,, changes the form of the diffusion field around
than the distance between defect traps. This corresponds &latoms and clusters, and reduces the capture number mark-
the upper end of the plateau regime, shown here in Fig. 7&dly if Eg/KT or Vo/kT>0.2. As shown I’ecentl—gff the full
where the adatom catchment area is roughly the same as tligme-dependent form of the capture numbers is required to
regular Voronoi polyhedron around each defect site. Wherobtain agreement between RE solutions and KMC simula-
the diffusion length ismuch less than the average distance tions in the earliest stages of low coverdgab-ML) anneal-
between defects, both the nucleation density and the ISIhg. The diffusion solution is almost sufficient when the
converges to that obtained during nucleation on defect-frebarrier is zero, but for finite barriers the diffusion solution
terraces. The narrow ISD suggests that if one can contrds quite wrong, and the attachment-limitetbarrien
experimentally the distribution of defect traps on the surfacesolution, os=2m(rs+1)exp(—Eg/kT) or os=2m(rs+1)
one can control the ISD. The goal of a uniform ISD is clearly X exp(—Vy/KT) is much closer.
desirable for applications; we note that this may also be Surprisingly, this form ofog can be appropriate, even for
aided by stress and diffusion fields; this topic is also dis-barriers smaller than the diffusion energy. Note also that this
cussed in the next section. capture solution is similar to the form originally used by
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Fic. 8. RE solutions forn, and n, annealing curves as a function of F6. 9. RE solutions for annealing curves as a function of barrier haight
(D41)°3, for annealing at 16.5 K with attachment barri&g=0, 5, and 10  at temperatures 17 KT,<23 K. Plotted is the ratior(, + n,) after a 2 min

meV, compared to KMC simulations. The capture numbers used are basédineal, divided by the initial value=(n+n,) after deposition. These

on an interpolation scheme between attachment barrier and diffusion sollfurves use the time-dependent capture number expression as in Fig. 8. The
tions, showing essential agreement with the KMC simulations. See text fofurves for 19 and 21 K are also compared with the KMC simulations.

discussion of how these curves apply to STM experiments on GLITu Additionally a curve for annealing at 22 K for 20 min is given. See text for
discussion of how these curves apply to STM experiments on QLICu

Zinsmeister; but now reduced exponentially by the Boltz-
mann factor for the barrier. A related RE-KMC study by

Ovessof® was applied to the deposition of A1) as thermodynamic driving force for large clusters to grow at the

well as Cu/C111). Fichthorn et al’® have found similar PENs€ of small clusters. This phenomenon is called ripen-
ing or coarsening. The basic physics is the desire of the

effects for Ag/Ag111) and related systems. As emphaS'S(ads')_/stem to minimize the free energy associated with the inter-

above, these low temperature, smooth surface systems, €9l ces between the two phases. Often ripening is a late-stage

respond to the case where there are small, close-range, repuTi : .
enomenon, related to degradation of microstructures over

sive interactions prior to attachment, which determine th . :
. P . ong times, and thereby unrelated to nucleation and growth at
progress of nucleation. These repulsive interactions may be

. i early stages, the topic of this article. However, there are
coupled with(even smallerlong-range oscillations, thought . i
: h : : some cases where coarsening needs to be considered, and the
to be due to surface state interactions, which determine the, .. ) : S
. . relationship between nucleation, growth and ripening is of
preferred adatom spacings after deposition.

A full solution for annealing, appropriate to Cu/Qd1), interest in its own right. Some comments on this topic are

: - ! given below.
is shown in Fig. 8. As a result of having the agreement be An authoritative review of the subject in the context of

tween the KMC and RE solutions, one can extrapolate with, .-, growth is given by Zinke-Allmangt al.”® In a se-
some.conﬁdence tcg)z%her conditions, and compare with thﬁes of articles, this group has studied island coarsening, both
fnxaa?or:]mdeun;zl rggurlrgir; a:qt;ss ;izutlaseschoor;\/elgtino%%Pd?:nfg:_ due to cluster mobility and to island instability. The term
formation aftger 20 min at 22 K. As a resSIt Venables andripening is generally reserved for the latter phenomenon; it is

4 ) T usually formulated in terms of th@daton) diffusion coeffi-
Brune* were able to deduce that the barrier height, or

alternatively the repulsive energy maximuxy, for Cu/ cient and the edge energies of islands.

Cu(112), lies between 10 and 14 meV, as illustrated in Fig. g'ea::'; ?:Iai[grglztlgncdosmg:t’trfze dirf?;ere?]fcgsg\éﬂgE;]pea?gghf:];nt
This figure is based on an integration of the REs for e&gh P

value, up to the end of anneali@ or 20 mip using the and detachment rates to/from the island. The first quantity
knowh Ep value, which is (4€-1) meV for Cu/Cl(llngzg,ﬂ depends on the number of adatoms on the surface and their
d ' .

) . . : . mobility D, while the latter is related to the detachment rate
The comparison with KMC simulations is excellent, but the . L
o . . . D 4et and density of atoms that can detach. Ostwald ripening
RE computation is much faster. This again points to a role . : . .
. : ._tan be incorporated into nucleation and growth models in
for RE solutions to summarize large amounts of computation | . h |
done by other methods several ways. For rate equations, there are at least two. In
' Sec. I B, we have not relied in Eq&) or (6) on the idea of
a critical nucleus size, and can consider the possibility that
all clusters are to some extent unstable, both during deposi-
In 1900, Ostwald published a famous paper on the aption, and particularly during annealing. Then the difference
proach to equilibrium for a solution where a dense phase andetweenosDn; and D 4y IS the relevant quantity to de-
a dilute phase coexiéf.When the dense phase is present inscribe ripening. Calculations with specific forms of the latter
the form of a distribution of compact clusters with different term are described in Ref. 80.

sizes, he argued that the Gibbs—Thomson effgubvides a An essentially equivalent RE approach, used by one of us

D. Nucleation and Ostwald ripening
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(J.V), is to modify the capture timer() in Eq. (1), to allow  scribed in Sec. Ill. From these examples, it is clear that each
for decay of ‘stable’ clusters. Integration of rate, or rate dif-new level of complexity requires new variables and material
fusion, equations containing such terms does allow for comparameters for an adequate description of the model. There is
petition between nucleation, growth and ripening duringa clear trend towards using at least two of the three math-
deposition, and also gives a good overall description of anematical methods, i.e., REs, KMC, and LS methods that we
nealing. This method has been applied to experiments ohave described in Sec. Il, for a comparison with experiment.
both Ag/F€001)®" and Ag/Geé111) and Ag/Si111),*?and rel-  There is also a clear trend, which we have not yet empha-
evant energies have been extracted. But for the semicondusized strongly in this article, to combine the results of these
tor system® there are details left to sort out, notably those methods, or the parameters needed as input for such meth-
concerned with small particle mobility and interdiffusion. So ods, with MD simulations, and witkb initio calculations
far this rate-diffusion equation approach has only been testeslich as DFT or cluster chemistry computations. But to con-
in one-dimensional geometries. struct all such models, and do all of these calculations, even
One might imagine that KMC simulations would be a for one system, represents a large amount of effort, which is
powerful tool to study 2D Ostwald ripening. However, we typically well beyond the capacity of one research group.
are aware of only a single paper devoted to this subfect. Thys the system has to be important enough, and the possible
The reason is, for realistic values of the physical parametersesits decisive enough, to warrant the investment, both in
island detachment processes are so slow that good statistiﬁ%ney and time.
require an inordinate amount of computer time. Conse- oyr main argument for investing time and money in

quently, simulationists tendggo focus on coarsening by islandyo\wth modeling is that we need to understand the basic
diffusion and coalescenéé a scenario that is known to processes in detail in order to be able to make worthwhile

occur for Ag;(lOO)_.86 A_noth_er approach that has been '»_lsed topredictions. But, from an applied or industrial viewpoint, the
study O?“"@d ripening is based on the boundary integral, .y, ment in favor of modeling is simply that the cost of
meth(_)df.* This method IS extr(_amely efficient for splvmg the experiment by trial and error is rising even faster. There are
diffusion equationand hence island growth velocitle®r a |\, 55 many process steps in producing a device that engi-
surface morphology in the absence of nucleation and Mer9€heers usually insist that experiments, even to introduce small

b n rece(r;ttstu_dlesi tthe Cl)_st m?;ho_d d%%g_?_ﬁd 'C SSec.tLI I?jhaﬁhanges, are performed under conditions essentially identical
een used fo simulate Lstwald fpenitig. 1he Ls Method 14 thoge ysed in production. In the semiconductor industry,

allows us to simulate nucleation and growth and subseque 6r example, this means that large wafers, few and infrequent

coarsening within one unified approach, which is in CO”""?‘S xperiments, and incremental change are the rule; modeling
to the boundary integral method, where only the Coarsenm%rovided it is well-grounded enough to extrapolate to new

of islands can be simulated efficiently. It was shown in Ref.”. "~ . . )
. . ; situations realistically, can be a much less expensive option.

88 that the predicted scaling behavior of the ISD, and th . . ) .
here are several calculations in the recent literature which

time evolution of the average island size, can be descrlbeﬁ . . . .
s ave this as an aim, and many process simulators for which
very well within the LS approach. . . .
collaborations and web sites are availalfle.

One additional complication is that, in many systems of The chall for th antist Ki h topics |
practical interest, we also would like to include the effects of € challenge for the SCIentists working on such topics 1s
know enough about the system to model it with sufficient

stress in the islands, which gets larger during growth untiF0 i i Ik ; e that the widel
limited by the introduction of misfit dislocations. We are confidence. 1t IS well known, for example, that the widely

presently quite a way from a fully quantitative model that ”Se‘?' chemical vapor deposn@ﬁVD) technique presents a
includes all competing effects such as nucleation, grOW,[rpartlcular chaIIenge to modeling, since a whole sequence Qf
(initial and stress-limited ripening or coarsening, cluster Processes occur, in the gas phase, on the surface, and during

shape fluctuations and transitions, stress-influenced interdifl€Sorption of the reactants. By contrast molecular beam ep-

fusion, and so on. But many pieces of the argument are i@y (MBE), which is the context for much of the work
place. For semiconductor systems such as @@0$i the described here, is much less used in production, and is only

high ad-dimer concentration and the small dimer—dimer inUS€d for the most demanding applications. The reason is that
teraction relates to a high critical nucleus sigenall super- It cannot match CVD for speed of growth and selectivity of
saturatiop for nucleation and initial growth. The high den- féaction, and because it is more costly to install and main-
sity of mobile species makes both Ostwald ripening and@in- Somehow, these gaps have to be overcome in the future
cluster shape fluctuations relatively easy. For further discusdy the modeling methods described here, as emphasized in
sions of this topic, and the role of stress and interdiffusion ifécent article¥ and funding initiatives”

the formation of quantum dots in semiconductor systems, we In this article we have not dealt in detail with
refer to recent review®-93 coalescenc@ nor with subsequent nucleation and growth on

higher layers, which can in principle be formulatédrhere
are also more recent papers on this t8pit°°but the num-
IV. DISCUSSION AND FUTURE PROJECTION ber of effective parameters becomes rather large, so that
Despite the large amount of work performed over the lastnost such work has focused on the submonolayer regime, as
30 yr, even on submonolayer growth, there are many avenuetescribed here. A particular current theoretical interest fo-
still be to be explored. Some recent progress has been deuses on the adatom statistics on the second and higher lay-
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ers being different from the first layer, because of the need teach of which has a dominant configuration. Assuming a
consider adatoms as belonging to a particular island, so thaingle configuration is good for large supersaturation, but is
they cannot in general be considered to roam all over theery questionable at high temperatures, close to (3iD)
substrate. We have not considered such effects in this articlequilibrium, when many fluctuations can be important. The
and refer the reader to the above papers for ongoing discuseason for proceeding with such assumptions in practice is
sion. that, under typical growth conditions, one or more of the
An ultimate goal for workers in this field would be to reaction rates are far from equilibrium, thus rendering the
have models that are robust enough, and fast enough, so thairresponding decay terms negligible.
production processes could be directly controlled from the The discussion in the text following E¢¢) can be under-
model predictions. As far as we know, no atomistic modelstood as follows. By comparing E¢6) with Eq. (A4), we
has actually been developed in this direction, and implesee that local equilibrium for small clusters would corre-
mented to date. Clearly, measurement of system parametesgpond to
such as gas pressure, flow rate, source temperatures and time, _
sequencgs al?e already used routinely for feal time, in-situ, Daerys=(sCs-1/Co)D exp(— ABS/KT), (AS)
control of CVD and MBE growth. Of the three types of whereAE=Es—Eg_; is the same definition as previously.
model discussed here, only REs are fast enough to acconthus the two rate equation formulations both contain decay
plish real time prediction, and it seems worthwhile to con-terms, which describe equivalent physical phenomena.
sider further development of such tools in the direction of
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