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Abstract

Convection heat transfer in pulsating turbulent flow with large velocity oscillating amplitudes in a pipe at constant wall temperature is numerically studied. A low-Reynolds-number (LRN) $k-e$ turbulent model is used in the turbulence modeling. The model analysis indicates that Womersley number is a very important parameter in the study of pulsating flow and heat transfer. Flow and heat transfer in a wide range of process parameters are investigated to reveal the velocity and temperature characteristics of the flow. The numerical calculation results show that in a pulsating turbulent flow there is an optimum Womersley number at which heat transfer is maximally enhanced. Both larger amplitude of velocity oscillation and flow reversal in the pulsating turbulent flow also greatly promote the heat transfer enhancement.
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1. Introduction

Periodic fluctuations of fluid flow create different characteristics of flow and heat transfer. Generally, the flow fluctuations are divided into two categories: pulsating flow (or pulsatile flow) in which the periodically time-averaged velocity is non-zero and oscillating flow (or oscillatory flow) in which the periodically time-averaged velocity is zero. Pulsating fluid flow and heat transfer occur in many industrial products, such as pulse combustor for both civil and military uses, reciprocating engine, ramjet, cooling system for nuclear reactor, etc. In addition, the circulation of blood in human body is also a typical process of pulsating flow and heat transfer. Heat transfer in pulsating laminar flow has been studied by many investigators. However, heat transfer in pulsating turbulent flow is more interesting and important in practical applications. Unfortunately, it is still lacking in study.

Experimental studies on pulsating turbulent flow were conducted actively [1–10]. All of the measurements were made for fully developed flows with small oscillating velocity amplitudes. Heat transfer in pulsating turbulent flow was also experimentally studied and a variety of confusable results were reported.
frequency had no direct effect on the Nusselt number [11], no heat transfer enhancement was found [12,13], a slight heat transfer reduction was found [14], the change in Nusselt number was negative below a certain frequency and positive above it [15], heat transfer enhancement could occur only when the oscillating frequency was higher than a certain value [16,17], the heat transfer coefficient increased with the pressure oscillation amplitude [18], high frequencies and large oscillation amplitudes promoted heat transfer enhancement, especially at low Reynolds numbers [19]. Nusselt number was found to increase with both pulsation amplitude and frequency in a square-sectional duct [20] and so on. Among those experiments, most studies were performed under the condition of small oscillating velocity amplitudes except the works reported in Refs. [20,21]. Recently, Gbadebo et al. [22] experimentally studied heat transfer in the thermal entrance region of pulsating turbulent pipe flows under uniform heat flux conditions. They found that the average Nusselt number increased first and then decreased with the increase in frequency, implying the heat transfer was enhanced at medium frequency.
frequencies and reduced at both higher and lower frequencies within their experimental ranges. Unfortunately, in many articles, some important parameters were not considered. For example, oscillating amplitudes were not given in Ref. [15,19,22,23]. Consequently, the empirical correlations for Nusselt numbers obtained by these investigators do not contain any parameter involving the oscillating amplitude [22,23].

The analysis methods for the processes of pulsating turbulent flow and heat transfer can be classified into two categories: quasi-steady state theory [16,24–26] and turbulent modeling [27–31]. In view of the quasi-steady state theory is only suitable to pulsating flow with very low oscillating frequencies, several numerical studies with eddy viscosity models have been conducted for pulsating flow with higher frequencies. Andre et al. [27] numerically solved momentum and energy equations for hydrodynamically fully developed and thermally developing pulsating turbulent duct flow using mixing length (zero-equation model). For pulsating flow with large oscillation amplitude, the mixing length hypothesis becomes unpractical because it is difficult to find a formula to calculate the mixing length for flow reversal. Valveva et al. [28,29] numerically studied heat transfer in pulsating turbulent flow with velocity oscillation amplitudes up to 0.9 in a round tube treating the momentum and energy equations as parabolic ones. In fact, their model just is a kind of zero-equation model. Thyageswaran [30] used k–ε two-equation model and wall function method to study heat transfer in pulse combustor tail pipe. Due to the wall function k–ε model failed to predict the time-resolved variations of velocity and heat transfer rate, a boundary layer wall model was applied. Scotti and Piomelli [31] investigated four low-Reynolds-number turbulent models in pulsating flows, and found that all of them perform similarly with acceptable accuracies as long as the streamwise velocity is concerned.

The available literature shows that pulsating turbulent pipe flow and heat transfer are affected mainly by the following parameters: oscillating frequency, oscillating amplitude, Reynolds number, and Prandtl number. Perturbation patterns, such as the square wave and the sinusoidal wave that is most widely used, also affect the heat transfer enhancement. In addition, the location of pulsation source, upstream or downstream of the pulsating flow, has a direct effect on the heat transfer improvement [19]. In view of the effect of apparatus size on the experimental results, the Womersley number, instead of oscillating frequency, should be considered in the analysis of pulsating flow and heat transfer. In the previous experimental studies, almost all flow measurements in pulsating turbulent flows were performed for the developed flow with small velocity oscillating amplitudes. It is reasonable to expect that larger velocity oscillation amplitudes would produce stronger heat transfer enhancement [24,25].

When comparing the various studies on the heat transfer enhancement in pulsating flows, several confusable parameters should be carefully treated: (a) some authors discussed Nusselt number at fully developed region and others focused on Nusselt number averaged along axial length; (b) in some papers, the parameter “oscillating amplitude” is not a real velocity oscillating amplitude. Instead, it may be a combination of frequency and oscillation displacement or the ratio of the maximum displacement at the centerline to that in steady flow; and (c) different definitions of Nusselt number were used.

Due to the complexity of the turbulent fluid flow, studies on heat transfer in pulsating turbulent flow are far from matured. The available research results of the heat transfer enhancement show conflicts with each other. Both the mechanism of the heat transfer enhancement and the relationship between the heat transfer enhancement and the main processing parameters are not yet clear. In the theoretical studies, the quasi-steady state theory can only be applied to the cases of pulsating flows with very low oscillation frequencies.

In this paper, a numerical study on heat transfer in pulsating turbulent pipe flow over a wide range of Womersley number with large oscillating velocity amplitudes (\( \lambda_w > 1 \)) is reported. A two-dimensional model with elliptic differential equations in the cylindrical coordinate system is established and numerically solved. Unsteady Reynolds-averaged Navier–Stokes equations and a low-Reynolds-number k–ε turbulent model are applied.

2. Model analysis

A circular pipe with radius \( R \) and length \( L \) is chosen and the pulsating source of the flow is placed at the inlet of the pipe. Due to the axisymmetry, the problem can be considered to be two-dimensional and only a half cylindrical region is concerned, as shown in Fig. 1, where \( x \) is the axial coordinate and \( r \) is the radial coordinate. The working fluid is air and all thermophysical properties are assumed to be constant. The ratio of length to radius of the pipe, \( L/R \), is set to be 200, so that the pipe is long enough to consider the flow both hydrodynamically and thermally fully developed in the pipe.

![Fig. 1. Problem schematic.](image-url)
2.1. Governing equations

Heat transfer in a pulsating pipe flow is governed by the Navier-Stokes and energy equations. For turbulent flows, the time-average values of velocity, pressure and temperature are the most important parameters for the analysis in engineering. It should be noted that the term “time-average” instead of “ensemble-average” is used here because from mathematics point of view, time-average is for continuous function and ensemble-average is for discrete function. Although the word “ensemble-average” is frequently used in fluid mechanics, it is not accurate to define the relevant parameters in the present study. Based on the physical model, with Boussinesq viscosity model, transient two-dimensional governing equations in the cylindrical coordinates are:

Continuity equation
\[
\frac{\partial \bar{u}}{\partial x} + \frac{1}{r} \frac{\partial}{\partial r} (r \bar{v}) = 0,
\]
where \( \bar{u} \) is the time-average velocity in x-direction, \( \bar{v} \) is the time-average velocity in r-direction.

Momentum equation in x-direction
\[
\frac{\partial (\rho \bar{u})}{\partial t} + \frac{\partial (\rho \bar{u} \bar{u})}{\partial x} + \frac{1}{r} \frac{\partial}{\partial r} (r \rho \bar{v} \bar{u}) = - \frac{\partial \bar{p}}{\partial x} + \frac{1}{r} \frac{\partial}{\partial r} \left( \frac{\partial \bar{u}}{\partial x} \bar{v} \right) + \frac{1}{r} \frac{\partial}{\partial r} \left( \frac{\partial \bar{u}}{\partial r} \bar{v} \right) + \frac{\partial}{\partial x} \left( \bar{u} \frac{\partial \bar{u}}{\partial x} \right) + \frac{\partial}{\partial r} \left( \bar{u} \frac{\partial \bar{u}}{\partial r} \right) + \frac{2(\mu + \mu_t)}{r^2},
\]
where \( \rho \) is the density, \( \bar{p} \) is the time-average pressure, \( \mu \) is the dynamic viscosity, \( \mu_t \) is the eddy viscosity.

Momentum equation in r-direction
\[
\frac{\partial (\rho \bar{v})}{\partial t} + \frac{\partial (\rho \bar{u} \bar{v})}{\partial x} + \frac{1}{r} \frac{\partial}{\partial r} (r \rho \bar{v} \bar{v}) = - \frac{\partial \bar{p}}{\partial r} + \frac{\partial}{\partial x} \left( \bar{v} \frac{\partial \bar{v}}{\partial x} \right) + \frac{\partial}{\partial r} \left( \bar{v} \frac{\partial \bar{v}}{\partial r} \right) + \frac{2(\mu + \mu_t)}{r^2},
\]
and energy equation
\[
\frac{\partial (\rho T)}{\partial t} + \frac{\partial (\rho \bar{u} T)}{\partial x} + \frac{1}{r} \frac{\partial}{\partial r} (r \rho \bar{v} T) = \frac{\partial}{\partial x} \left( \bar{v} \frac{\partial T}{\partial x} + \left( \mu + \mu_t \right) \frac{\partial T}{\partial x} \frac{\partial \bar{u}}{\partial x} \right) + \frac{\partial}{\partial r} \left( \bar{v} \frac{\partial T}{\partial r} + \left( \mu + \mu_t \right) \frac{\partial T}{\partial r} \frac{\partial \bar{u}}{\partial r} \right),
\]
where \( T \) is the time-average temperature, \( Pr \) is the Prandtl number, \( \sigma_T \) is the turbulent Prandtl number for temperature \( T \), defined as the ratio of the eddy viscosity to the turbulent diffusion coefficient for temperature. Body forces and viscous dissipations are neglected here.

2.2. Turbulent model

Among the available turbulent models, those based on the eddy viscosity are widely applied. The turbulent kinetic energy-turbulent energy dissipation rate (\( k-e \)) two-equation model is a good representative. As is well known, the so-called standard \( k-e \) model is valid only at high turbulent-Reynolds-number, i.e., the turbulent Reynolds number \( R_t = k^2/\nu_e \gg 1 \), where \( k \) is the turbulent kinetic energy, \( \nu_e \) is the kinematic viscosity, and \( \epsilon \) is the turbulent energy dissipation rate. Only with the help of wall function method can the standard \( k-e \) model be applied to the near wall region. Such a method dominated computational analysis of turbulent flow till the 1970s. Jones and Launder [32,33] improved the \( k-e \) model so that it can be valid in the low-Reynolds-number (low \( R_t \)) region, which occurs in the vicinity of the wall. It is called low-Reynolds-number (LRN) \( k-e \) model. As pointed out by Patel et al. [34] in their review on LRN turbulent models, one of the shortcomings of this model is a lot of grid points have to be deployed in the near wall region, which calls for a high quality computer. Unless and until nowadays this model can be practically used with the help of supercomputers. In recent years, several other LRN \( k-e \) models have been proposed. In the present study, the LRN \( k-e \) model developed by Torii and Yang [35] is used. This model is summarized as follows.

Eddy viscosity formula
\[
\mu_t = C_{\mu} f_{\mu} \frac{k^2}{\epsilon},
\]
where \( C_{\mu} \) is an empirical constant, \( f_{\mu} \) is the turbulent model function.

\( k \)-equation
\[
\frac{\partial (\rho k)}{\partial t} + \frac{\partial (\rho \bar{u} k)}{\partial x} + \frac{1}{r} \frac{\partial}{\partial r} (r \rho \bar{v} k) = \frac{\partial}{\partial x} \left( \bar{v} \frac{\partial k}{\partial x} + \frac{\mu}{\sigma_k} \frac{\partial k}{\partial x} \frac{\partial \bar{u}}{\partial x} \right) + \frac{\partial}{\partial r} \left( \bar{v} \frac{\partial k}{\partial r} + \frac{\mu}{\sigma_k} \frac{\partial k}{\partial r} \frac{\partial \bar{u}}{\partial r} \right) + G - \rho \epsilon,
\]
where \( \sigma_k \) is the turbulent Prandtl number for \( k \), defined as the ratio of the eddy viscosity to the turbulent diffusion coefficient for \( k \). \( G \) is the production of turbulent kinetic energy defined as
\[
G = \mu_t \left( 2 \left( \frac{\partial \bar{u}}{\partial x} \right)^2 + 2 \left( \frac{\partial \bar{v}}{\partial r} \right)^2 + 2 \left( \frac{\partial \bar{w}}{\partial z} \right)^2 + \left( \frac{\partial \bar{u}}{\partial r} + \frac{\partial \bar{v}}{\partial x} + \frac{\partial \bar{w}}{\partial z} \right)^2 \right).
\]
and \( \varepsilon \)-equation

\[
\frac{\partial (\rho \varepsilon)}{\partial t} + \frac{\partial (\rho u \varepsilon)}{\partial x} + \frac{1}{r} \frac{\partial}{\partial r} (r \rho u \varepsilon) = \frac{\partial}{\partial x} \left( \left( \mu + \frac{\mu_t}{\sigma} \right) \frac{\partial \varepsilon}{\partial x} \right) + \frac{1}{r} \frac{\partial}{\partial r} \left( r \left( \mu + \frac{\mu_t}{\sigma} \right) \frac{\partial \varepsilon}{\partial r} \right) \\
+ C_1 f_1 G_f^e \frac{\varepsilon}{k} - C_2 f_2 \frac{\varepsilon^2}{k},
\]

(8)

where \( \sigma \) is the turbulent Prandtl number for \( \varepsilon \), defined as the ratio of the eddy viscosity to the turbulent diffusion coefficient for \( \varepsilon \), \( C_1 \) and \( C_2 \) are the empirical constants of the \( k-\varepsilon \) model, \( f_1 \) and \( f_2 \) are the turbulent model functions of the \( k-\varepsilon \) model, which are

\[ C_1 = 1.4, \quad C_2 = 1.8, \quad C_\mu = 0.09, \]
\[ \sigma_k = 1.4, \quad \sigma_\varepsilon = 1.3, \quad \sigma_T = 0.95, \]
\[ f_1 = 1.0, \]
\[ f_2 = \left( 1 - \frac{2}{9} \exp \left( -\frac{R_o^2}{36} \right) \right) \left( 1 - \exp \left( -\frac{y^+}{5} \right) \right)^2, \]
\[ f_\mu = \left( 1 - \frac{3.45}{R_e} \right) \left( 1 - \exp \left( -\frac{y^+}{70} \right) \right), \]

where \( y^+ \) is the dimensionless distance from the wall, defined as \( y u_\tau / v \). Here \( u_\tau \) is the wall-friction velocity given by \( \sqrt{\tau_w / \rho} \) where \( \tau_w \) is the wall shear stress.

This LRN turbulent model is based on the eddy viscosity formula Eq. (5), which is valid only in attached shear layers. Therefore, a modification may be needed for separated flows. Fortunately, Seume and Simon [36] have experimentally observed that no flow separation occurred in oscillating turbulent flows. In fact, Ahn and Ibrahim [37] successfully used the standard \( k-\varepsilon \) model with the help of the wall function method for such an oscillating turbulent flow. Although flow reversal may occur in a pulsating turbulent flow with a large velocity oscillating amplitude, it can be confidently inferred that no flow separation would develop in the pulsating turbulent flow. Consequently, the above mentioned LRN \( k-\varepsilon \) model can be used for the pulsating turbulent flows with large velocity oscillating amplitudes. It is noted that an LRN \( k-\varepsilon \) model developed by Launder and Sharma [38] was successfully used by Ismael and Cotton [39] to calculate the wall shear stress in a pulsating turbulent pipe flow.

2.3. Boundary and initial conditions

At the inlet, a parallel uniform flow is assumed and the velocity is considered to be sinusoidally oscillatory around a periodically time-averaged value of the mean velocity. In some cases, for example the flow in pulse combustor, the temperature also pulsates. Here the same wave pattern and the phase angle as those of the inlet velocity are used for the inlet temperature while the no-slip condition at the wall and a constant wall temperature are imposed. At the exit, the velocity and temperature are assumed to be fully developed with zero-velocity gradient and zero-temperature gradient in the axial direction of the pipe because the pipe is long enough. Consequently, the boundary conditions can be formulated as follows:

\[ u = U(1 + A_\nu \cos(\omega t)), \quad v = 0, \]
\[ k = 0.01 \left( \frac{1}{2} \tilde{u}_0^2 \right), \quad \varepsilon = C_\mu f_\mu^k C \frac{k^2}{D}, \]
\[ T = \Theta + A_T (\Theta - T_w) \cos(\omega t), \]

where \( U \) is the periodic time-average of the mean velocity at \( x = 0, A_\nu \) is the oscillating amplitude of the inlet velocity, \( \omega \) is the angular frequency, \( \tilde{u}_0 \) is the inlet velocity, \( C \) is constant, \( D \) is the pipe diameter, \( \Theta \) is the periodic time-average of the mean temperature at \( x = 0, A_T \) is the oscillating amplitude of the inlet temperature, \( T_w \) is the wall temperature.

At \( x = L, \)
\[ \frac{\partial u}{\partial x} = 0, \quad \frac{\partial v}{\partial x} = 0, \quad \frac{\partial \varepsilon}{\partial x} = 0, \]
\[ \frac{\partial k}{\partial x} = 0, \quad \frac{\partial T}{\partial x} = 0. \]

At \( r = 0, \)
\[ \frac{\partial u}{\partial r} = 0, \quad \frac{\partial v}{\partial r} = 0, \quad \frac{\partial k}{\partial r} = 0, \]
\[ \frac{\partial \varepsilon}{\partial r} = 0, \quad \frac{\partial T}{\partial r} = 0. \]

At \( r = R, \)
\[ u = 0, \quad v = 0, \quad k = 0, \]
\[ \varepsilon = 2 \nu \frac{\partial \sqrt{k}}{\partial r}, \quad T = T_w. \]

The initial flow velocity is taken as zero and the initial fluid temperature is considered to equal the wall temperature. Therefore, the initial conditions (for \( t \leq 0 \)) are written as

\[ u = 0, \quad v = 0, \quad k = k_0, \quad \varepsilon = \varepsilon_0, \]
\[ T = \Theta \quad (x = 0), \]
\[ T = T_w \quad (x > 0), \]

where \( k_0 \) and \( \varepsilon_0 \) are the inlet turbulent kinetic energy and the inlet turbulent energy dissipation rate, respectively.

2.4. Heat transfer coefficients and Nusselt numbers

Due to the unique characteristics of the pulsating flow, several heat transfer coefficients have to be carefully defined. The instantaneous local heat transfer coefficient is defined as
\[ h(x, t) = -\frac{K}{\Delta T_{av}} \frac{\partial T}{\partial r} \]

where \( K \) is the thermal conductivity, \( T_{av} \) is the bulk temperature, which, in general, is defined as the velocity-weighted average of the fluid temperature across the pipe and given by

\[
\Delta T_{av}(x, t) = \frac{\int_0^L \int_0^{2\pi} \hat{u}(x, r, t)T(x, r, t)rdr}{\int_0^L \int_0^{2\pi} \hat{u}(x, r, t)rdr}.
\]

However, in pulsating flows with large velocity oscillation amplitudes, a flow reversal occurs and consequently, Eq. (16) loses its physical meaning. In this case, the section-average temperature is applied [20,40], which is defined as

\[
\Delta T_{av}(x, t) = \frac{\int_0^L \int_0^{2\pi} \hat{T}(x, r, t)rdr}{\int_0^L \int_0^{2\pi} rdr}.
\]

The local heat transfer coefficient, defined as the average of heat transfer coefficient over a cycle, is formulated as

\[ h_L(x) = \frac{1}{L} \int_0^L h(x) dx. \]

The instantaneous heat transfer coefficient, defined as the average of heat transfer coefficient over the whole length of pipe at a given moment, is expressed as

\[ h_t(t) = \frac{1}{L} \int_0^L h(x) dx. \]

Subsequently, several relevant Nusselt numbers are rationally introduced. The instantaneous local Nusselt number is

\[ Nu_{x,t}(x, t) = \frac{hD}{K}. \]

The local Nusselt number is

\[ Nu_{x}(x) = \frac{hD}{K} = \frac{1}{2\pi} \int_0^{2\pi} Nu_{x, d}(\omega t) dx. \]

The instantaneous Nusselt number is

\[ Nu_{t}(t) = \frac{hD}{K} = \frac{1}{L} \int_0^L Nu_{x, d}(\omega t) dx. \]

The overall Nusselt number, \( Nu \), can be defined as

\[ Nu = \frac{1}{2\pi L} \int_0^L \int_0^{2\pi} Nu_{x, d}(\omega t) dx, \]

which can be also expressed as

\[ Nu = \frac{1}{L} \int_0^L Nu_{x, d}(\omega t) dx \]

or

\[ Nu = \frac{1}{2\pi} \int_0^{2\pi} Nu_{x, d}(\omega t) dx = \frac{D}{2\pi K} \int_0^{2\pi} h_{x, d}(\omega t). \]

It should be noted that due to the flow reversal in pulsating flows with large velocity oscillating amplitudes, the wall shear stress has to be carefully treated, which is defined as

\[ \tau_w = \begin{cases} -\frac{\mu}{\partial r} & \text{for normal flow}, \\ \frac{\mu}{\partial r} & \text{for flow reversal}. \end{cases} \]

2.5. Derivation of dimensionless formulas

The relevant dimensionless parameters are defined as

\[ x' = \frac{x}{\bar{R}}, \quad r' = \frac{r}{\bar{R}}, \quad t' = \frac{\omega t}{2\pi}. \]

\[ u' = \frac{\hat{u}}{U}, \quad v' = \frac{\hat{v}}{U}, \quad p' = \frac{p}{\rho U^2}. \]

\[ T' = \frac{T - T_w}{\Theta - T_w}, \quad k' = \frac{k}{\bar{L}}, \quad \epsilon' = \frac{\epsilon}{U^2}. \]

Subsequently, the governing equations, the boundary conditions, and the initial conditions are non-dimensionalized using these non-dimensional parameters and expressed as follows. Dimensionless continuity equation is

\[ \frac{\partial u'}{\partial x'} + \frac{1}{r'} \frac{\partial}{\partial r'} (r' \epsilon') = 0. \]

Dimensionless momentum equation in \( x \)-direction is

\[ \frac{Wo^2}{\pi Re} \frac{\partial u'}{\partial x'} + \frac{\partial}{\partial r'} (r' \epsilon') + \frac{1}{r'} \frac{\partial}{\partial r'} (r' \epsilon') = - \frac{\partial p'}{\partial x'} + \frac{1}{2\pi} \left( \frac{2}{Re} \left( 1 + C_m f_m k^2 \right) \right) \frac{\partial u'}{\partial x'} + \frac{1}{r'} \frac{\partial}{\partial r'} \left( r' \frac{2}{Re} \left( 1 + C_m f_m k^2 \right) \frac{\partial u'}{\partial r'} \right) + \frac{1}{r'} \frac{\partial}{\partial r'} \left( \frac{2}{Re} \left( 1 + C_m f_m k^2 \right) \frac{\partial u'}{\partial r'} \right) + \frac{1}{r'} \frac{\partial}{\partial r'} \left( r' \frac{2}{Re} \left( 1 + C_m f_m k^2 \right) \frac{\partial u'}{\partial r'} \right), \]

where \( Wo = \bar{R} \sqrt{\omega / \nu} \) is the Womersley number, \( Re = \bar{U} / \nu \) is the Reynolds number.

Dimensionless momentum equation in \( r \)-direction is

\[ \frac{Wo^2}{\pi Re} \frac{\partial v'}{\partial r'} + \frac{\partial}{\partial x'} (x' \epsilon') + \frac{1}{r'} \frac{\partial}{\partial r'} (x' \epsilon') = - \frac{\partial p'}{\partial r'} + \frac{\partial}{\partial x'} \left( \frac{2}{Re} \left( 1 + C_m f_m k^2 \right) \frac{\partial v'}{\partial x'} \right) + \frac{1}{r'} \frac{\partial}{\partial r'} \left( r' \frac{2}{Re} \left( 1 + C_m f_m k^2 \right) \frac{\partial v'}{\partial r'} \right) + \frac{1}{r'} \frac{\partial}{\partial r'} \left( \frac{2}{Re} \left( 1 + C_m f_m k^2 \right) \frac{\partial v'}{\partial r'} \right) + \frac{1}{r'} \frac{\partial}{\partial r'} \left( r' \frac{2}{Re} \left( 1 + C_m f_m k^2 \right) \frac{\partial v'}{\partial r'} \right) - \frac{2}{Re} \left( 1 + C_m f_m k^2 \right) \frac{2 \epsilon'}{r'^2}. \]
Dimensionless $k$-equation is

$$\frac{Wo^2 \partial k^*}{\pi Re \partial r} + \frac{\partial (\bar{u}^* k^*)}{\partial x^*} + \frac{1}{r^*} \frac{\partial}{\partial r^*} \left( r^* \bar{v}^* k^* \right) = \frac{\partial}{\partial x^*} \left( \frac{2}{Re} \left( 1 + C_{nf1} \frac{k^*}{\bar{v}^* \sigma_f} \right) \frac{\partial k^*}{\partial x^*} \right) + \frac{1}{r^*} \frac{\partial}{\partial r^*} \left( r^* \frac{2}{Re} \left( 1 + C_{nf1} \frac{k^*}{\bar{v}^* \sigma_f} \right) \frac{\partial k^*}{\partial r^*} \right) + \frac{2}{Re} C_{nf1} k^* G^* - \frac{Re}{2} \frac{e^*}{C_2 k^*}.$$  \hspace{1cm} (31)

where

$$G^* = \left( 2 \frac{\partial \bar{u}^*}{\partial x^*} + 2 \left( \frac{\partial \bar{v}^*}{\partial r^*} \right)^2 + 2 \left( \frac{\partial \bar{v}^*}{\partial r^*} + \frac{\partial \bar{u}^*}{\partial x^*} \right)^2 \right).$$  \hspace{1cm} (32)

Dimensionless $e$-equation is

$$\frac{Wo^2 \partial e^*}{\pi Re \partial r} + \frac{\partial (\bar{u}^* e^*)}{\partial x^*} + \frac{1}{r^*} \frac{\partial}{\partial r^*} \left( r^* \bar{v}^* e^* \right) = \frac{\partial}{\partial x^*} \left( \frac{2}{Re} \left( 1 + C_{nf1} \frac{k^*}{\bar{v}^* \sigma_f} \right) \frac{\partial e^*}{\partial x^*} \right) + \frac{1}{r^*} \frac{\partial}{\partial r^*} \left( r^* \frac{2}{Re} \left( 1 + C_{nf1} \frac{k^*}{\bar{v}^* \sigma_f} \right) \frac{\partial e^*}{\partial r^*} \right) + \frac{2}{Re} C_{nf1} k^* C_{nf1} G^* - \frac{Re}{2} C_{nf1} \frac{e^*}{k^*}. \hspace{1cm} (33)$$

Dimensionless energy equation is

$$\frac{ Wo^2 \partial \tilde{T}^* }{ \pi Re \partial r } + \frac{ \partial (\bar{u}^* \tilde{T}^*) }{ \partial x^* } + \frac{ 1 }{ r^* } \frac{ \partial }{ \partial r^* } \left( r^* \bar{v}^* \tilde{T}^* \right) = \frac{ \partial }{ \partial x^* } \left( \frac{ 2 }{ Re } \left( 1 + C_{nf1} \frac{k^*}{\bar{v}^* \sigma_f} \right) \frac{ \partial \tilde{T}^* }{ \partial x^* } \right) + \frac{ 1 }{ r^* } \frac{ \partial }{ \partial r^* } \left( r^* \frac{ 2 }{ Re } \left( 1 + C_{nf1} \frac{k^*}{\bar{v}^* \sigma_f} \right) \frac{ \partial \tilde{T}^* }{ \partial r^* } \right). \hspace{1cm} (34)$$

It can be found that, besides Reynolds number and Prandtl number, Womersley number is also an important parameter in the study of pulsating flow. In fact, relative to oscillating frequency, Womersley number is more qualified to represent the characteristics of pulsating flow.

The corresponding dimensionless boundary conditions are:

<table>
<thead>
<tr>
<th>Condition</th>
<th>$x^*$</th>
<th>$\bar{u}^*$</th>
<th>$\bar{v}^*$</th>
<th>$k^*$</th>
</tr>
</thead>
<tbody>
<tr>
<td>at $x^* = 0$,</td>
<td>$r^* = 0$,</td>
<td>$0$,</td>
<td>$0$,</td>
<td>$0.01 \left( \frac{1}{2} \bar{u}_{0}^2 \right)$</td>
</tr>
<tr>
<td>$\bar{e}^* = C_{nf1} \frac{k^*}{Re}$,</td>
<td>$\bar{T}^* = 1 + A_T \cos(2\pi r^*)$</td>
<td>\hspace{1cm} (35)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>at $x^* = L/R$,</td>
<td>$\bar{e}^* = 0$,</td>
<td>$\frac{\partial \bar{e}^<em>}{\partial x^</em>} = 0$,</td>
<td>$\frac{\partial k^<em>}{\partial x^</em>} = 0$,</td>
<td>$\frac{\partial \bar{e}^<em>}{\partial x^</em>} = 0$,</td>
</tr>
<tr>
<td>$\frac{\partial \bar{e}^<em>}{\partial \bar{r}^</em>} = 0$,</td>
<td>$\frac{\partial \bar{k}^<em>}{\partial \bar{r}^</em>} = 0$,</td>
<td>\hspace{1cm} (36)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The denotation of time-average value, "-", is omitted hereafter for simplicity.

2.6. Numerical model

The discretization of the governing differential equations is performed using the finite volume method [41] applied to a staggered orthogonal grid system. A power-law scheme is employed for convection fluxes. The SIMPLEX algorithm [41,42], which is a powerful algorithm to solve fluid flow and heat transfer problems, is used and the discretized equations are solved with the
line-by-line ADI (Alternating-Direction Implicit) iterative method. The solution of each point at each grid line is directly obtained through the TDMA (TriDiagonal Matrix Algorithm). To accelerate convergence, a recommended value 1.85 of the relaxation parameter is introduced in the TDMA solver [42]. The convergence criteria with Euclidean norm of the residuals are used in solving the governing equations in each cycle of iteration [42]. Meanwhile, under-relaxation is applied for the momentum equations, $k$-equation, and $\varepsilon$-equation.

2.7. Verification of computer code for pulsating turbulent flows

To verify the correctness of the computer code for the calculation of heat transfer in pulsating turbulent flow, a comparison between the present numerical results and available experimental data is made first. Since experimental data in pulsating turbulent flow with large oscillating velocity amplitudes is lacking, experimental results obtained by Tu and Ramaprian [5] are used as the comparison data. Tu and Ramaprian experimentally measured the sectional velocity distribution in the fully developed pulsating turbulent flow of water, in which the Reynolds number was $Re = 50,000$ and the Womersley number was $Wo = 118.5$. Although the oscillating velocity amplitude $A_u$ was only 0.15 and consequently no flow reversal occurred, it is still worthy to be used for the examination of our computer code for the calculation of the pulsating turbulent flow in a pipe. Both numerical and experimental sectional velocities of fully developed pulsating turbulent pipe flow are shown in Fig. 2(a). They agree well with each other, indicating that our computer code is practically usable for the computation of pulsating turbulent flow.

The computation results are also compared with the experimental results obtained by Fallen [21]. In his experiment, water was used as the medium of heat transfer, Reynolds number was between 1000 and 107,000, the oscillating frequency was from 0.5 to 4 cycles per second, and the oscillating velocity amplitude was up to 4. The comparison between the numerical and the experimental results for the heat transfer enhancement is displayed in Fig. 2(b). It can be seen that the numerical data fall inside the limits of the experimental data, demonstrating the dependability of our computer code for the computation of the heat transfer in the pulsating turbulent flow.

3. Results and discussion

3.1. Steady state turbulent flow and heat transfer

First of all, numerical study on heat transfer in steady state turbulent pipe flow with $Re = 25,000$ and $Pr = 0.703$ is conducted to examine the computer code. In the present study, very fine grids are deployed near the wall regions. About 15 control volumes are taken within $y^+ < 10$. In order to eliminate the effect of grid size on the calculation results, several cases of heat transfer in steady state turbulent pipe flow with different grid sizes are checked. As is well known, the fully developed turbulent flow is formed at about $L/D = 10 \sim 60$ [43,44] in a pipe. Here the Nusselt number at $x^* = 160$ (corresponding to $L/D = 80$) is chosen as the Nusselt number of fully developed turbulent flow. The Nusselt number of fully developed turbulent flow in a pipe can be also determined from the correlation obtained by Petukhov and Popov [45,46]

$$Nu_{corl} = \frac{(f/2)RePr}{(1 + 13.6f) + (11.7 + 1.8Pr^{-1/3})(f/2)^{1/2}(Pr^{2/3} - 1)}$$

(47)
where
\[ f = (3.64 \log Re - 3.28)^{-2}. \]  

(48)

For \( Re = 25,000 \) and \( Pr = 0.703 \), the exact value of Nusselt number is 58.68. Table 1 shows the test results of grid independence. The relative error of numerically calculated Nusselt number at \( x^* = 160 \) to the value from Eq. (47), \( \gamma \), is evaluated for different grid sizes and listed in Table 1, which are within a reasonable tolerance range. It can be seen that the grid size 280 x 72 (axial x radial) is good enough for the present numerical calculations and the chosen domain length \( L/R = 200 \) is long enough to keep the flow hydrodynamically and thermally fully developed.

3.2. The effect of temperature oscillation at inlet

Similar to the velocity boundary condition at inlet, the temperature boundary condition at the inlet is also set to oscillate sinusoidally around a periodically time-averaged temperature with the same phase as velocity. Table 2 gives the test results for several cases with different values of temperature oscillation amplitude \( A_T \). It is shown that the heat transfer is hardly affected by the temperature oscillation amplitude. Therefore, it is reasonable to take \( A_T = 0.02 \) in the present study.

3.3. Cyclic axial velocity, temperature, and pressure at centerline

Fig. 3 shows cyclic centerline velocities \( u_c^* \) and temperatures \( T_c^* \) in the fully developed region with \( Re = 25,000 \) and \( A_u = 3 \) for different Womersley numbers. It can be seen that the velocity always pulsates sinusoidally, corresponding to the pulsating form of the inlet velocity. The two zero-velocity crosspoints indicate the streamwise velocity goes through zero twice in each cycle, one passes through zero from positive at about \( t^* = 0.3 \) and the other passes through zero from negative at about \( t^* = 0.7 \). That means a flow reversal occurs in each pulsating period.

The cyclic temperatures at the centerline for different Womersley numbers display non-sinusoidal curves except the case of \( Wo = 60 \), as shown in Fig. 3(b). It is obvious that the distortion of the cyclic temperature curves deviated from the sinusoidal fluctuation damps with the increase in the Womersley number. Similar cyclic centerline velocity and temperature pulsations were found in experimental results of turbulent pulsating channel flow with large velocity oscillating amplitudes by Dec et al. [20, 47, 48].

The cyclic pressure at the centerline \( p_c^* \) is shown in Fig. 4(a). It is sinusoidal, which is in accord with the pulsation pattern of velocity but with a phase lag. Fig. 4(b)

Table 1
Tests on grid independence (\( Re = 25,000, Pr = 0.703 \))

<table>
<thead>
<tr>
<th>Grid (axial x radial)</th>
<th>( N_{Nu} )</th>
<th>( N_{Nu,c(x^* = 160)} )</th>
<th>( \gamma ) (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>180 x 62</td>
<td>72.87</td>
<td>63.73</td>
<td>8.6</td>
</tr>
<tr>
<td>280 x 62</td>
<td>68.55</td>
<td>63.43</td>
<td>8.1</td>
</tr>
<tr>
<td>280 x 72</td>
<td>67.85</td>
<td>61.30</td>
<td>4.5</td>
</tr>
<tr>
<td>280 x 82</td>
<td>69.57</td>
<td>60.97</td>
<td>3.9</td>
</tr>
<tr>
<td>380 x 72</td>
<td>66.20</td>
<td>61.00</td>
<td>4.0</td>
</tr>
<tr>
<td>380 x 82</td>
<td>66.83</td>
<td>60.82</td>
<td>3.6</td>
</tr>
</tbody>
</table>

Table 2
The effect of temperature oscillation at inlet on heat transfer (\( Re = 25,000, Pr = 0.703, Wo = 40, A_u = 3 \))

<table>
<thead>
<tr>
<th>( A_T )</th>
<th>( Nu )</th>
<th>( N_{Nu,c(x^* = 160)} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>106.6040</td>
<td>98.1718</td>
</tr>
<tr>
<td>0.02</td>
<td>106.6031</td>
<td>98.1715</td>
</tr>
<tr>
<td>0.1</td>
<td>106.5963</td>
<td>98.1696</td>
</tr>
<tr>
<td>0.2</td>
<td>106.5891</td>
<td>98.1675</td>
</tr>
</tbody>
</table>

Fig. 3. Cyclic velocity and temperature at centerline for \( Re = 25,000, A_u = 3 \): (a) cyclic velocity and (b) cyclic temperature.
shows cyclic axial pressure gradient at the centerline, \((dp/dx)_c\), which is also sinusoidal. Comparing the phase of velocity in Fig. 3(a) and that of axial pressure gradient, about 90° phase lag of the axial pressure gradient to the velocity is found. This result agrees with earlier analytical solution for pulsating laminar flow obtained by Uchida [49]. According to the analytical solution, out-of-phase between velocity and axial pressure gradient occurs and approaches 90° at a high Womersley number. Since the pressure gradient changes periodically from favorable to adverse, it results in periodic flow reversal when the velocity oscillation amplitude becomes larger.

3.4. Time-resolved sectional axial velocity and temperature in a period

Because the velocity and the temperature in pulsating flow change periodically, understanding the characteristics of the flow and the temperature at different times within a cycle, i.e., so-called time-resolved velocity and temperature, is important to the study. The fully developed sectional time-resolved velocity during a period is shown in Fig. 5(a). The velocity varies from positive to negative and vice versa during a period due to the large velocity oscillatory amplitude and the change of the pressure gradient. In the great portion of the pipe section around the center of pipe, the velocity profile is flat. This region can be named as the core region. Near the wall, the velocity gradient becomes very large, corresponding to the boundary layer and is called the boundary region. In the buffer region between the core and the boundary regions, a velocity “overshoot” occurs at a few moments, for example, at \(t^* = 0.3, 0.4, 0.7,\) and 0.8, shown in Fig. 5(a). That means the flow velocity at these moments exceeds the velocity in the core region and, hence, causes larger velocity gradient at the wall than that in steady-state flow. Consequently, more heat is transported at these moments. This phenomenon is also called Richardson effect [49]. It happens when the streamwise velocity passes through the zero-velocity crosspoints. Obviously, flow reversal greatly affects the heat transfer enhancement in pulsating turbulent flow. As is well known, the Richardson effect also exists in pulsating laminar flow. However, the buffer region in pulsating turbulent flow is much larger than one in pulsating laminar flow.

Fig. 5(b) and (c) are the time-resolved sectional temperature in a period for fully developed pulsating flow. In the pipe center region, the temperature profile is flat, while at the region near the wall, the temperature gradient becomes very large, corresponding to the thermal boundary layer. The thickness of the thermal boundary layer varies with the pulsation of fluid flow in the period. Unlike the velocity profile, there is no Richardson effect in the temperature profile. The fully developed sectional temperature in steady state pipe flow is also shown in Fig. 5(b) and (c). It can be seen that during a period, the thickness of the thermal boundary in the pulsating flow is sometimes thinner and sometimes thicker than that in steady state flow.

3.5. Nusselt number

The local Nusselt numbers for different Womersley numbers under the conditions of \(Re = 25,000\) and \(Au = 3\) are plotted in Fig. 6, showing the similar course of curve to the case of steady state pipe flow at the same Reynolds number. At the downstream of the pipe, the curves become flat up to the end, for the flows are fully developed. It can be seen clearly that the heat transfer in a pipe flow is greatly enhanced throughout the pipe by the pulsation. Additionally, for the cases of large Womersley numbers, the curves of the local Nusselt number of the pulsating flows become flat earlier than
that of the steady state flow, implying that the pulsating turbulent flows become fully developed with shorter entrance regions. For example, in the case of \( \text{Wo} = 60 \) the entrance region is about \( x^* = 60 \), which is much shorter than one in the case of steady state flow \( \left( \frac{x^*}{C_24} \leq 100 \right) \).

Comparing the local Nusselt numbers for the cases of \( \text{Wo} = 40 \) and \( \text{Wo} = 60 \), it is found that the curve for \( \text{Wo} = 60 \) is over that for \( \text{Wo} = 40 \) in the entrance region and soon becomes lower than that for \( \text{Wo} = 40 \) in most part of the pipe. It implies that higher Womersley number benefits to heat transfer enhancement only in the entrance region. It is also seen that to blindly increase in Womersley number can not reach the maximization of the enhancement of heat transfer, instead, an optimal value of Womersley number exists for the heat transfer enhancement, which is found to roughly equal 40.

Fig. 7 shows instantaneous local Nusselt number at fully developed region in a period. Obviously, the
Instantaneous local Nusselt number is non-sinusoidal. Around $t^* = 0$ and $t^* = 1$, the Nusselt number reaches maximum. From Fig. 3(a), it is seen that the flow velocity reaches maximum also at these moments. It indicates that larger velocity induced by pulsation of the fluid flow results in higher heat transfer rate. In the middle of the period, the instantaneous local Nusselt numbers become lower, corresponding to the negative velocities where the flow reverses. While the velocity decreases to the minimum at $t^* = 0.5$, the Nusselt number reaches a local maximum value at or after a little from $t^* = 0.5$. It should be also noted that there are two dips in the curves of the instantaneous local Nusselt number, which coincide with the two zero-velocity crosspoints in the period, respectively. After the velocity passes through the first zero-velocity crosspoint, the flow reversal occurs and Nusselt number increases and then decreases until the velocity approaches the second zero-velocity crosspoint. After the velocity passes through the second zero-velocity crosspoint, Nusselt number increases with the velocity. This clearly reveals that the flow reversal enhances heat transfer. The phases of the two dips in the curve of instantaneous local Nusselt number do not exactly coincide with the phases of the two zero-velocity crosspoints in the curve of the centerline velocity because of the phase lag between the flow reversals at the flow centerline and at the wall.

It is found that Reynolds number strongly affects the heat transfer enhancement denoted by $\frac{Nu}{Nu_{ss}}$, where $Nu_{ss}$ is the local Nusselt number of steady state turbulent pipe flow. When the Reynolds number is relatively low, the effect of Reynolds number on the heat transfer enhancement in the pulsating turbulent flow sharply increases with Reynolds number. However, when Reynolds number exceeds a certain value, say $2 \times 10^4$ for the case of $Wo = 40$ and $A_u = 3$, the effect becomes nearly constant, as shown in Fig. 8. The velocity oscillation amplitude also strongly affects the heat transfer enhancement in the pulsating turbulent flow. When the velocity oscillation amplitude is small, the heat transfer is moderately enhanced, while the enhancement is rapidly increased when the velocity oscillation amplitude exceeds a certain value, say $A_u > 1.5$ for the case of $Re = 25,000$ and $Wo = 40$, as shown in Fig. 9. This result well coincides with the experimental results in Ref.[25], where heat transfer enhancement is increased rapidly when $A_u > 1.5$ and heat transfer is not changed when $A_u < 1.5$. The numerical simulation reveals that Womersley number has a complex effect on the heat transfer enhancement. Different from the pulsating laminar flow in which heat transfer is reduced at very small Womersley numbers and enhanced at larger Womersley
numbers, the heat transfer in the pulsating turbulent flow is always enhanced by the flow fluctuations, as shown in Fig. 10. It is also discovered that for all different tested oscillation amplitudes of the velocity, an optimal value of Womersley number for the heat transfer enhancement exists between 40 and 50 when Reynolds number is 25,000.

4. Conclusions

A two-dimensional model to describe heat transfer in pulsating turbulent flow in a pipe is developed and simulated with the finite volume method. The simulation results on the fully developed pulsating turbulent flow and the heat transfer enhancement are consistent with the available experimental data. The model analysis shows that Womersley number is an important parameter in the study of pulsating flow and heat transfer.

The numerical results show that pulsating flows with large Womersley numbers become fully developed with shorter entrance region compared with the steady state flow. The heat transfer enhancement is mainly affected by Womersley number and velocity oscillation amplitude. An optimal Womersley number exists and is found to be 40–50 for different velocity oscillating amplitudes at Reynolds number of 25,000. The velocity oscillation amplitude is found to strongly enhance heat transfer, especially when the amplitude exceeds a certain value. The heat transfer enhancement is also affected by Reynolds number, especially at lower Reynolds numbers. Temperature fluctuations at inlet caused by velocity oscillation has no effect on the heat transfer enhancement.

The analysis demonstrates that larger velocity at some moments and the flow reversal during a period of the flow pulsation are the most important mechanism of the heat transfer enhancement.
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