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Abstract In the present paper, the spectral meshless radial point interpolation (SMRPI) tech-
nique is applied to the solution of pattern formation in nonlinear reaction-diffusion
systems. Firstly, we obtain a time discrete scheme by approximating the time deriva-


tive via a finite difference formula, then we use the SMRPI approach to approximate
the spatial derivatives. This method is based on a combination of meshless meth-
ods and spectral collocation techniques. The point interpolation method with the
help of radial basis functions is used to construct shape functions which act as ba-


sis functions in the frame of SMRPI. In the current work, the thin plate splines
(TPS) are used as the basis functions and in order to eliminate the nonlinearity,
a simple predictor-corrector (P-C) scheme is performed. The effect of parameters


and conditions are studied by considering the well known Brusselator model. Two
test problems are solved and numerical simulations are reported which confirm the
efficiency of the proposed scheme.
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1. Introduction


As mentioned in [45], mathematical simulation of systems in developmental biology
has given rise to a variety of models which account for spatial-temporal patterning
phenomena. Many of these mathematical models are reaction-diffusion systems which
have the general form


∂u


∂t
= D∆u+ F (u),


where u ∈ Rp represent concentrations of a group of biochemical molecules (p is
the number of partial differential equations in the system and it can be 1, 2, 3, etc.),
D ∈ Rp×p is the diffusion constant matrix, ∆u is the Laplacian associated with the
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diffusion of the molecule whose concentration is u, and F (u) describes the biochemical
reactions. Examples include Turing-type models [43] such as the Gierer-Meinhardt
model [11], Brusselator model [23], the Schnakenberg model [27], the Thomas model
[42], the Gray-Scott model [12, 13] and others described in [3, 4, 6, 5, 25].


The present work considers the numerical solutions of the coupled pair of nonlinear
partial differential equations in a general form as follows


∂u(x, t)


∂t
= D1∆u(x, t) + α1u(x, t) + f1(u, v) + g1(x, t),


∂v(x, t)


∂t
= D2∆v(x, t) + α2v(x, t) + α3u(x, t) + f2(u, v) + g2(x, t),


x = (x, y) ∈ Ω ⊂ R2, t ∈ [0, T ],


(1.1)


with given initial and Dirichlet and/or Neumann’s boundary conditions, where D1,
D2, α1, α2 and α3 are given constants, f1 and f2 are functions of the field variables
u and v, g1 and g2 are assumed to be prescribed sources. Recall that in the case of
two-component reaction system, u(x, t) and v(x, t) stand for concentrations and D1,
D2 for the diffusion coefficients of chemical species [29]. Turing equations describe
the temporal development of the morphogenic concentrations u and v which can be
represented in general by the following coupled reaction-diffusion equations [21, 24]


∂u(x, t)


∂t
= ∆u(x, t) + f(u, v),


∂v(x, t)


∂t
= d∆v(x, t) + g(u, v),


(1.2)


where d represents the relative magnitude of the diffusion coefficient of one morphogen
compared to the other and f and g are reaction kinetics. A spatially-uniform steady
state of the above system is the state (us, vs) for which f(us, vs) = 0 and g(us, vs) =
0. If system (1.2) is considered, the boundary conditions are usually taken as the
Neumann type


∂u


∂n
= 0,


∂v


∂n
= 0, on ∂Ω, (1.3)


where n denotes the unit outward normal vector on ∂Ω, the boundary of region Ω.


The reaction-diffusion system is used to describe the Turing models. Turing sys-
tems appear in various biological systems, such as patterns in fish, butterflies and
ladybugs [15, 17]. A brief and historical review on numerical methods for solving
turing systems is given in Ref. [8] that some examples are described below. In [44], a
second-order scheme has been proposed for the Brusselator reaction-diffusion system.
The authors of [19] examined the implications of mesh structure on numerically com-
puted solutions of a well-studied reaction-diffusion system on two-dimensional fixed
and growing domains. Zhu et al. [45] applied discontinuous Galerkin (DG) finite
element methods, coupled with Strang type symmetrical operator splitting methods
for solving reaction-diffusion systems in domains with complex geometry. Shakeri
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and Dehghan [28] combined the spectral element method and finite volume technique
for numerical solution of the reaction-diffusion Schnakenberg model of Turing type.
Shirzadi et al. [29] used weak formulations of general reaction-diffusion problems on
local subdomains with using a meshless approximation for field variables. Madzva-
muse and Chung [18] proposed fully implicit time-stepping schemes and nonlinear
solvers for systems of reaction-diffusion equations. The main contribution of their pa-
per is the study of fully implicit schemes by use of the Newton method and the Picard
iteration applied to the backward Euler, the Crank-Nicolson (and its modifications)
and the fractional-step θ methods. The authors of [41] proposed a meshless local
integral equation (LIE) method for numerical simulation of 2D pattern formation in
nonlinear reaction diffusion systems. Dehghan et al. [8] solved some Turing models
using a meshless method that is called element free Galerkin (EFG) approach based
on moving Kriging and radial point interpolation shape functions. They obtained the
numerical simulations of some Turing models such as Schnakenberg model, Gierer-
Meinhardt model, Morphodynamic model, FitzHugh-Nagumo monodomain model-I
and FitzHugh-Nagumo monodomain model-II.


The main aim of the current paper is to develop a combined local meshless radial
point interpolation approach so-called spectral meshless radial point interpolation
(SMRPI) method to solve coupled nonlinear reaction-diffusion system (1.1). This
method is based on meshless radial point interpolation and spectral collocation tech-
niques which have already been used in some articles such as [16, 36, 38, 39]. Also, see
[2, 7, 9, 10, 14, 20, 22, 26, 30, 31, 32, 34, 35, 40] for more information about meshfree
methods.


The structure of this article is as follows: we will discretize the temporal dimension
using a finite difference scheme in section 2. The implementation of the SMRPI for
time discrete equation is given in section 3. In section 4, we report the numerical
experiments of solving the considered models for two test problems. Finally, a brief
conclusion of the current paper has been written in section 5.


2. Time discrete scheme


Let us define


tk = kδt, k = 0, 1, ...,M,


where δt = T/M is the step size of time variable. In this section, we discretize the
time variable using forward finite difference relation for the first order derivatives on
time variable with the Crank-Nicolson scheme, appropriately, as follows


∂u(x, t)


∂t
∼=


uk+1(x)− uk(x)


δt
, (2.1)


∆u(x, t) ∼=
1


2


(
∆uk+1(x) + ∆uk(x)


)
, (2.2)


where uk+1(x) is approximate solution at the point (x, tk+1). Applying the above
approximation and impose them to the original Eq. (1.1), we are conducted to the
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following time discrete equation:


uk+1(x)− uk(x)


δt
=


D1


2


(
∆uk+1(x) + ∆uk(x)


)
+


α1


2


(
uk+1(x) + uk(x)


)
+f1(u


k, vk) +
1


2


(
gk+1
1 (x) + gk1 (x)


)
,


vk+1(x)− vk(x)


δt
=


D2


2


(
∆vk+1(x) + ∆vk(x)


)
+


α2


2


(
vk+1(x) + vk(x)


)
+
α3


2


(
uk+1(x) + uk(x)


)
+ f2(u


k, vk) +
1


2


(
gk+1
2 (x) + gk2 (x)


)
,


(2.3)


Then, Eq. (2.3) can be rewritten as


(λ− α1)u
k+1(x)−D1∆uk+1(x) = (λ+ α1)u


k(x) +D1∆uk(x)


+2f1(u
k, vk) +Gk+1


1 (x),


(λ− α2)v
k+1(x)−D2∆vk+1(x)− α3u


k+1(x) = (λ+ α2)v
k(x) +D2∆vk(x)


+α3u
k + 2f2(u


k, vk) +Gk+1
2 (x),


(2.4)


where λ = 2/δt, Gk+1
i (x) = gk+1


i (x) + gki (x), i = 1, 2.


3. Numerical implementation for the SMRPI method


Based on the proposed method in [33], the contents of this section are coming up.
Firstly, we introduce some notations of derivatives and then we apply the SMRPI to
system (2.4). In the current work, we assume that the number of total nodes covering
Ω = (Ω∪ ∂Ω) is N . Also, we consider that the nx is the number of nodes included in
support domain Ωx corresponding to the point of interest x = (x, y). For example Ωx


can be a disk centered at x with radius rs. By the idea of interpolation, a continuous
function u(x) at a point of interest x is approximated in the form of


u(x) = Φtr(x)Us =
N∑
j=1


ϕj(x)uj . (3.1)


Since corresponding to node xj there is a shape function ϕj(x), j = 1, 2, ..., N , we
define Ωc


x = {xj : xj /∈ Ωx}. Thus to guarantee the Kronecker delta function property,
we set


∀xj ∈ Ωc
x : ϕj(x) = 0. (3.2)
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Now the derivatives of u(x) with respect to x and y are


∂u(x)


∂x
=


N∑
j=1


∂ϕj(x)


∂x
uj ,


∂u(x)


∂y
=


N∑
j=1


∂ϕj(x)


∂y
uj , (3.3)


and for higher order derivatives of u(x), we have


∂su(x)


∂xs
=


N∑
j=1


∂sϕj(x)


∂xs
uj ,


∂su(x)


∂ys
=


N∑
j=1


∂sϕj(x)


∂ys
uj , (3.4)


where
∂s(.)


∂xs
and


∂s(.)


∂ys
are s’th derivatives with respect to x and y. Now, by substi-


tuting x = (xi, yi) into above equations


U (s)
x = D(s)


x U, U (s)
y = D(s)


y U, (3.5)


where


U (s)
x =


(
u(s)
x1


, u(s)
x2


, ..., u(s)
xN


)tr


, U (s)
y =


(
u(s)
y1


, u(s)
y2


, ..., u(s)
yN


)tr


, (3.6)


D(s)
xij


=
∂sϕj(xi)


∂xs
, D(s)


yij
=


∂sϕj(xi)


∂ys
, (3.7)


and


U = (u1, u2, ..., uN )tr. (3.8)


It is necessary that we mention ∀xj ∈ Ωc
x : ∂sϕj(x)/∂x


s = ∂sϕj(x)/∂y
s = 0, s =


1, 2, ... , due to Eq. (3.2).
In the second step of this section, we implement the SMRPI method to the discrete


system (2.4) with initial conditions


u(x, 0) = u0(x), v(x, 0) = v0(x), x ∈ Ω, (3.9)


and Dirichlet boundary conditions


u(x, t) = h1(x, t), v(x, t) = h2(x, t), x ∈ ∂Ω, t > 0. (3.10)


To impose Neumann’s boundary conditions, i.e. Eq. (1.3), we adopt our proposed
method in [37]. We consider N nodes with arbitrary distribution on the boundary
and domain of the problem. Assuming that {u(xi, kδt), v(xi, kδt)}Ni=1 are known,
and our aim is to compute {u(xi, (k + 1)δt), v(xi, (k + 1)δt)}Ni=1. So, we have 2N
unknown values and to compute these unknown values, we need 2N equations. As was
described, corresponding to each node we obtain one equation. Now, by substituting
of the points xi, i = 1, 2, ..., NΩ,(the interior points of Ω), into the system (2.4), and
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using approximate formulas (3.1)-(3.4), Eq. (2.4) is written as follows:


(λ− α1)
∑N


j=1 ϕj(xi, yi)u
k+1
j −D1


(∑N
j=1


∂2ϕj(xi, yi)


∂x2
uk+1
j +


∑N
j=1


∂2ϕj(xi, yi)


∂y2
uk+1
j


)
= (λ+ α1)


∑N
j=1 ϕj(xi, yi)u


k
j +D1


(∑N
j=1


∂2ϕj(xi, yi)


∂x2
uk
j +


∑N
j=1


∂2ϕj(xi, yi)


∂y2
uk
j


)
+2Ψk


1(xi, yi) +Gk+1
1 (xi, yi),


(λ− α2)
∑N


j=1 ϕj(xi, yi)v
k+1
j −D2


(∑N
j=1


∂2ϕj(xi, yi)


∂x2
vk+1
j +


∑N
j=1


∂2ϕj(xi, yi)


∂y2
vk+1
j


)
−α3


∑N
j=1 ϕj(xi, yi)u


k+1
j = (λ+ α2)


∑N
j=1 ϕj(xi, yi)v


k
j + α3


∑N
j=1 ϕj(xi, yi)u


k
j


+D2


(∑N
j=1


∂2ϕj(xi, yi)


∂x2
vkj +


∑N
j=1


∂2ϕj(xi, yi)


∂y2
vkj


)
+ 2Ψk


2(xi, yi) +Gk+1
2 (xi, yi),


(3.11)


for i = 1, 2, ..., NΩ, where Ψk
l (xi, yi) = fl


(
uk(xi, yi), v


k(xi, yi)
)
, l = 1, 2. From Eq.


(3.2) and the notations (3.7), we can conclude


(λ− α1)u
k+1
i −D1


∑N
j=1


(
D


(2)
xij +D


(2)
yij


)
uk+1
j = (λ+ α1)u


k
i +D1


∑N
j=1


(
D


(2)
xij +D


(2)
yij


)
uk
j


+2Ψk
1(xi, yi) +Gk+1


1 (xi, yi),


(λ− α2)v
k+1
i −D2


∑N
j=1


(
D


(2)
xij +D


(2)
yij


)
vk+1
j − α3u


k+1
i


= (λ+ α2)v
k
i +D2


∑N
j=1


(
D


(2)
xij +D


(2)
yij


)
vkj + α3u


k
i + 2Ψk


2(xi, yi) +Gk+1
2 (xi, yi),


(3.12)


where i = 1, 2, ..., NΩ. For nodes which are located on the boundary of Ω, i.e. ∂Ω,
using Eq. (3.10), we have the following relations


uk+1
i = hk+1


1 (xi, yi), vk+1
i = hk+1


2 (xi, yi), i = 1, 2, ..., N∂Ω. (3.13)


Suppose that N is the total number of nodes covering Ω̄, i.e. N = NΩ +N∂Ω. If we
show the sparse system as the following matrix form


AUk+1 = BUk + Fk+1 +C, (3.14)


then, above matrices are defined as follows:


A =


[A1]N×N [0]N×N


[A2]N×N [A3]N×N



2N×2N


, (3.15)


where A1, A2 and A3 are for j = 1, 2, ..., N, as follows


(A1)ij =


 (λ− α1)δij −D1


(
D


(2)
xij +D


(2)
yij


)
, i = 1, 2, ..., NΩ


δij , i = NΩ + 1, ..., N


(3.16)
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(A2)ij =


 −α3δij , i = 1, 2, ..., NΩ


0 , i = NΩ + 1, ..., N
(3.17)


(A3)ij =


 (λ− α2)δij −D2


(
D


(2)
xij +D


(2)
yij


)
, i = 1, 2, ..., NΩ


δij , i = NΩ + 1, ..., N


(3.18)


B =


[B1]N×N [0]N×N


[B2]N×N [B3]N×N



2N×2N


, (3.19)


where B1, B2 and B3 are as follows


(B1)ij =


 (λ+ α1)δij +D1


(
D


(2)
xij +D


(2)
yij


)
, i = 1, 2, ..., NΩ


0 , i = NΩ + 1, ..., N


(3.20)


(B2)ij =


 α3δij , i = 1, 2, ..., NΩ


0 , i = NΩ + 1, ..., N
(3.21)


(B3)ij =


 (λ+ α2)δij +D2


(
D


(2)
xij +D


(2)
yij


)
, i = 1, 2, ..., NΩ


0 , i = NΩ + 1, ..., N


(3.22)


Fk+1 =


[F1]N×1


[F2]N×1



2N×1


, C =


[C1]N×1


[C2]N×1



2N×1


, (3.23)


where new matrixes are as follows


(F1)i = Gk+1
1 (xi, yi), (F2)i = Gk+1


2 (xi, yi), for i = 1, 2, ..., NΩ, (3.24)


(F1)i = hk+1
1 (xi, yi), (F2)i = hk+1


2 (xi, yi), for i = NΩ + 1, 2, ..., N,


(3.25)


(C1)i = 2Ψk
1(xi, yi), (C2)i = 2Ψk


2(xi, yi), for i = 1, 2, ..., NΩ, (3.26)


(C1)i = 0, (C2)i = 0, for i = NΩ + 1, 2, ..., N, (3.27)


and finally, the vector of unknown values is


Uk+1 =


(
uk+1
1 , uk+1


2 , ..., uk+1
N , vk+1


1 , vk+1
2 , ..., vk+1


N


)tr


. (3.28)







CMDE Vol. 9, No. 2, 2021, pp. 358-374 365


Figure 1. Considered domains in the current paper.


At the first time level, when k = 0, according to Eq. (3.9), we apply the following
assumption:


U0 =


[u0]N×1


[v0]N×1



2N×1


, (3.29)


where


u0 =


(
u0(x1, y1), u0(x2, y2), ..., u0(xN , yN )


)tr


,


v0 =


(
v0(x1, y1), v0(x2, y2), ..., v0(xN , yN )


)tr


.


In the above Equations, δij is the Kronecker delta function, i.e.


δij =


{
1 , i = j


0 , i ̸= j
. (3.30)


To keep away from solving a nonlinear algebraic system of equations and obtaining the
acceptable numerical results, the authors of [8] used a predictor-corrector algorithm.
We likewise use same procedure for dealing with the nonlinearity as Eq. (3.26).


4. Numerical results


In this section, we present the numerical results of the proposed method on two
test problems. In the first example, we use the maximum absolute error as the error
criterion. In the second example, due to unavailability of exact solutions, we consider
two strategies for examining the obtained numerical results as follows [8]:
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(1) For checking the stability of time difference scheme, we use the following
strategy:


En
δt =


∥ Un −Un−1 ∥∞
∥ Un ∥∞


(4.1)


in which Un is the numerical solution at (n)’th iteration.
(2) For checking the convergence of full discrete scheme, we use the following


strategy. We consider the obtained solution with hRS = 1/32 (in the current
work) as a reference solution (as an exact solution) and then we run our
MATLAB program for different values of h that results the numerical solution
SN
h (numerical solution using the method presented in the current paper).


Now, interpolating the reference solution at the points with spatial step size
h, we obtain the numerical solution SI


h


(
numerical solution using MATLAB


command ”interp2(.,’spline’)”
)
. Finally, we define the following error relation:


Eh =∥ SN
h − SI


h ∥∞ . (4.2)


In the current work, we have chosen TPS as radial basis function as follows:


R(x) = r2λ ln(r), r =
√
x− xi, λ = 1, 2, ..., (4.3)


corresponding to the support domain at central point xi. For the second-order partial
differential equation (1.1), λ = 2 is used for thin plate splines and also in test problems,
we set rs = 4.2h as the radius of support domain. Fig. 1 presents the considered
irregular domains in test problems which are defined as follows: the circumference of
Ω1 is r = sin θ cos 2θ, where 0 ≤ θ ≤ 2π, and Ω2 presents the irregular distribution of
collocation nodes covering the domain [0, 1]2 (using the MATLAB routine ’haltonset’).


Example 4.1. Consider the following system
∂u


∂t
= ∆u+ u− u2v2 + g1(x, y, t),


∂v


∂t
= ∆v + v − u2 + uv + g2(x, y, t).


(4.4)


Initial and Dirichlet boundary conditions with prescribed sources g1, g2 can be ob-
tained from the following exact solutions which is given by Ref. [29]


u(x, y, t) = exp(−2t+ x+ y), v(x, y, t) = exp(−t+ x− y). (4.5)


Table 1 presents the absolute errors on [0, 1]2 with h = 1/10 at T = {1, 5} for some
different step sizes δt. Fig. 2 demonstrates the graphs of approximate solution and
absolute error for u(x, y, t) and v(x, y, t) with h = 1/20, δt = 0.01 at T = 1 on Ω1.
Clearly, the present method is accurate for the irregular domain Ω1. Fig. 3 displays
the graphs of absolute error for u(x, y, t) and v(x, y, t) with N = 256, δt = 0.01 at
different time levels up to T = 4 on Ω2. From Fig. 3, it is understood that the
accuracy of the method does not depend on the type of distribution points.
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Table 1. Numerical results of absolute errors on [0, 1]2 with h =
1/10 for Example 4.1.


T = 1 T = 5


δt L∞(u) L∞(v) L∞(u) L∞(v)


δt = 1/10 2.2747e− 04 2.1832e− 05 4.3904e− 07 4.9764e− 07


δt = 1/20 5.5953e− 05 5.3558e− 06 1.9217e− 08 1.2246e− 07


δt = 1/40 1.3931e− 05 1.2767e− 06 4.7854e− 09 2.9496e− 08


δt = 1/80 3.4204e− 06 2.7807e− 07 1.1747e− 09 6.2459e− 09
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Figure 2. Graphs of approximate solution (left panel) and absolute
error (right panel) for u(x, y, t) (a, b) and v(x, y, t) (c, d), respectively, with
h = 1/20, δt = 0.01 at T = 1 on Ω1 for Example 4.1.


Example 4.2. The partial differential equations associated with the ”Brusselator”
system are given by (see, for instance, [1])


∂u


∂t
= α∆u− (A+ 1)u+ u2v +B,


∂v


∂t
= α∆v +Au− u2v,


(4.6)
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Figure 3. Graphs of absolute errors for u(x, y, t) (left panel) and
v(x, y, t) (right panel) with N = 256, δt = 0.01 at different time levels
up to T = 4 on Ω2 for Example 4.1.


subject to the boundary conditions as Eq. (1.3). In this model, we assume that
α = 0.002, A = 1 and B = 2 with initial conditions as follows (Ref. [44])


u(x, y, 0) = 2 + 0.25y, v(x, y, 0) = 1 + 0.8x, (x, y) ∈ [0, 1]2. (4.7)


When (A,B) ̸= (1, 2), we use the following initial conditions ( Ref. [29])


u(x, y, 0) =
1


2
x2 − 1


3
x3, v(x, y, 0) =


1


2
y2 − 1


3
y3, (x, y) ∈ [0, 1]2.


(4.8)


Tables 2 and 3 show the obtained errors corresponding to En
δt and Eh, by present


method. In these tables, we consider the numerical results with h = 1/20, δt = 0.001,
T = 1 (for Table 2), δt = 0.001 and T = 1 (for Table 3).
In Tables 2 and 3, we put different value of A,B, namely (A,B) ∈ {(1/2, 1), (1/2, 1/2),
(3/4, 1/3), (1/2, 1/5), (2/3, 2/3)} (by assumption (4.8)) and (A,B) = (1, 2) (by as-
sumption (4.7)) . Stability, convergence and acceptable accuracy of SMRPI are vis-
ible from Tables 2 and 3. Moreover, as we see CPU time and condition number are
acceptable. It is well known whenever the parameters A and B are chosen such that
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Table 2. The obtained errors corresponding to En
δt with h = 1/20,


δt = 0.001 and T = 1 on [0, 1]2 for Example 4.2.


Iterations A = 1/2, B = 1 A = 1/2, B = 1/2 A = 1, B = 2


u(x, y, t) 200 2.5089e− 03 1.7695e− 03 8.4542e− 04
400 1.4195e− 03 1.1407e− 03 2.7705e− 04
600 9.1353e− 04 7.7636e− 04 3.6074e− 04
800 6.3627e− 04 5.4813e− 04 3.3176e− 04
1000 4.7029e− 04 3.9805e− 04 2.8905e− 04


v(x, y, t) 200 7.8577e− 04 5.7423e− 04 4.7095e− 03
400 8.6944e− 04 5.8706e− 04 1.4238e− 03
600 8.4682e− 04 5.7173e− 04 3.1484e− 04
800 7.7759e− 04 5.4252e− 04 2.3463e− 04
1000 6.9362e− 04 5.0772e− 04 2.3917e− 04


Cond(A) 9.3808e+ 02 9.3808e+ 02 9.3796e+ 02
CPU time(s) 46.154669 46.618334 47.000256


1 − A + B2 > 0, the concentration profiles of u and v converge to the fixed point
(u, v) = (B,A/B), and for values of A and B such that 1−A+B2 < 0, the numerical
method is seen not to converge to any fixed concentration (see Ref. [44]). To verify
the convergence properties of the numerical scheme, we depict this fact in Figs. (4)-
(7). We have shown the graphs of approximate solution for u(x, y, t) and v(x, y, t)
with A = 1/2, B = 1, h = 1/24, δt = 0.01 at time levels up to T = 10 on [0, 1]2 in Fig.
4. It is seen that Fig. 4 shows similar trends as the ones obtained by the method of
local integral equation in Ref. [29]. Graphs of approximate solution for u(x, y, t) and
v(x, y, t) versus the time with h = 1/24, δt = 0.01, A = 1/2, B = 1 at several mesh
points, have been shown in Fig. (5). We present the graphs of approximate solution
for u(x, y, t) and v(x, y, t) versus the time with h = 1/10, δt = 0.01, A = 1, B = 2 at
several mesh points, in Fig. (6). It is clear from Figs. (4)-(6) that, for these values
of h, δt and α, the numerical method is stable for this combination of A and B. Fig.
(7) depicts profiles for u and v with h = 1/10, δt = 0.01, A = 3, B = 1 at several
mesh points. It is apprehensible from Fig. (7) that the solution is unstable.


5. Conclusion


In this article, the SMRPI has been applied to the numerical solution of nonlinear
reaction diffusion systems. For discretization, firstly, we discretized the time deriv-
ative using a finite difference formula and obtained a time discrete scheme. For the
spatial variable, we used the shape functions which are constructed locally by the help
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Figure 4. Graphs of approximate solution for u(x, y, t) and v(x, y, t)
with h = 1/24, δt = 0.01, A = 1/2, B = 1 at T = 0 (left panel) and T = 10
(right panel) on [0, 1]2 for Example 4.2.
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Figure 5. Graphs of approximate solution for u(x, y, t) and v(x, y, t)
versus the time with h = 1/24, δt = 0.01, A = 1/2, B = 1 at some different
mesh points for Example 4.2.
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Figure 6. Graphs of approximate solution for u(x, y, t) and v(x, y, t)
versus the time with h = 1/10, δt = 0.01, A = 1, B = 2 at some different
mesh points for Example 4.2.
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Table 3. The obtained errors corresponding to Eh with δt = 0.001
and T = 1 on [0, 1]2 for Example 4.2.


h A = 3/4, B = 1/3 A = 1/2, B = 1/5 A = B = 2/3


u(x, y, t) 1/10 1.6964e− 05 2.0113e− 05 2.3081e− 05
1/20 3.1883e− 06 3.9478e− 06 4.2095e− 06
1/26 1.0619e− 06 1.3182e− 06 1.2929e− 06


v(x, y, t) 1/10 1.0077e− 04 9.4067e− 05 9.5708e− 05
1/20 2.0851e− 05 1.9552e− 05 1.9711e− 05
1/26 6.4676e− 06 6.0565e− 06 6.1082e− 06


of the combination of thin plate radial basis functions and complete set of monomials
via interpolation technique. The applicability of the developed formulation to simula-
tions of patterns formation in reaction-diffusion systems has been verified on the well
known Brusselator model. Because the conditions under which patterns formation is
expected are known from the linear stability analysis, we could easily verify the ability
of the developed formulation to result in the formation of patterns if the parameters
of the model fall into the Turing space. Numerical experiments show the accord of
the approximate solutions with those presented in [29, 44].
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