
Numerical modeling of cosmogenic deglaciation records, Front Range

and San Juan mountains, Colorado

Dylan J. Ward,1 Robert S. Anderson,1 Zackry S. Guido,1 and Jason P. Briner2

Received 22 April 2008; revised 25 October 2008; accepted 24 December 2008; published 7 March 2009.

[1] We use cosmogenic radionuclide (CRN) exposure ages from polished, striated
bedrock to constrain numerical simulations of deglaciation in the Middle Boulder Creek
Valley, Colorado Front Range, and the Animas River Valley, San Juan Mountains,
Colorado. In both valleys, the cosmogenic ages suggest initiation of deglaciation �20 ka
and ongoing retreat until 12–13 ka. While the first-order trend in CRN concentrations
in each valley suggests a monotonic glacial retreat, we evaluate other retreat scenarios
with different implications for post-Last Glacial Maximum regional climate. We use a 2-D
numerical glacier simulation with a CRN layer to investigate how CRN-based deglaciation
records are affected by retreat histories that are punctuated by periods of glacier readvance.
The CRN layer simulates both production during periods of exposure and reduction by
glacial erosion during readvances. We simulate glacial occupation of the valleys as they
respond to equilibrium line altitude (ELA) histories characterized by stepwise change,
gradual rise, or a rise punctuated by short periods of lowering. Each scenario generates a
distinct spatial pattern of concentrations in the CRN layer. These results and the spatial
pattern of measured concentrations in bedrock constrain the range of ELA histories
that reproduce the CRN pattern in each valley. In the Animas River Valley, the exposure
ages are well explained by a linear ELA rise from full glacial to deglacial conditions. Ages
in Middle Boulder Creek Valley are best explained by a deglaciation history including
a stillstand or partial readvance between 16 and 14 ka, followed by rapid retreat.

Citation: Ward, D. J., R. S. Anderson, Z. S. Guido, and J. P. Briner (2009), Numerical modeling of cosmogenic deglaciation records,

Front Range and San Juan mountains, Colorado, J. Geophys. Res., 114, F01026, doi:10.1029/2008JF001057.

1. Introduction

[2] Deglaciation records of alpine ice are valuable proxies
for local and regional climate variability [e.g., Oerlemans,
1994;Klok and Oerlemans, 2004]. The complex dynamics of
the climate-glacier coupling require that multiple lines of
evidence constrain records of deglaciation. For example, 14C
ages in tarn sediment cores provide minimum limiting ages
for headwater deglaciation [e.g., Menounos and Reasoner,
1997; Toney and Anderson, 2006], and 14C and cosmogenic
radionuclide (CRN) ages from glacial deposits constrain the
timing of moraine stabilization following initial glacier
retreat [Benson et al., 2005; Briner et al., 2005]. In situ
14C, 10Be, and other CRNs in bedrock can reveal the timing of
deglaciation of specific sites on a glacier’s bed, allowing
retreat histories to be constructed in the absence of datable
recessional moraines [e.g., Nishiizumi et al., 1989; Colgan et
al., 2002; Miller et al., 2006; Guido et al., 2007]. Each of
these methods has its own set of limitations and sources of

uncertainty, and in some cases, data sets are not directly
comparable.
[3] Following the global Last Glacial Maximum (LGM;

�21 ka), alpine glaciers and ice caps throughout western
North America (WNA) appear to have undergone a multi-
phase retreat. Initial retreat from LGM positions occurred
18–21 ka in most dated localities [Pierce, 2003; Kaufman et
al., 2003]. After this initial retreat, another period of
moraine formation is dated to between 15 and 17 ka; this
probably represents a stillstand or readvance during degla-
ciation. In some locations, and particularly in the northern
Rocky Mountains [Licciardi et al., 2004; Pierce, 2003], this
event appears to have overridden the LGM position. In
more southerly or coastal locations such as the Sawatch
Range [Brugger, 2005; Briner, 2007], and the Cascade
Range and Sierra Nevada [Kaufman et al., 2003], it is
recorded as a second moraine set inside the LGM footprint.
Rapid retreat appears to have been underway again by 14 ka
across WNA and was largely complete by 12.5 ka. There is
disagreement in the literature as to whether all of these
phases were synchronous across WNA. Some have argued
for broadly synchronous retreat across a wide range of
latitudes [Benson et al., 2005], while others argue for
widespread variability in this timing because of spatial
variations in available moisture [Munroe et al., 2006], the
influence of the Laurentide Ice Sheet [Licciardi et al.,
2004], and atmospheric transmission of North Atlantic
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climate changes such as Heinrich events [Benson et al.,
1996; Hostetler and Bartlein, 1999; Hostetler et al., 1999].
Responses of glaciers in WNA to millennial-scale fluctua-
tions such as the Oldest Dryas cold period (following
Heinrich H1; 17.5–14.7 ka) and the Younger Dryas
(12.7–11.6 ka) cool period [e.g., Severinghaus and Brook,
1999; McManus et al., 2004] are poorly constrained, with
evidence from several locations supporting at least limited
glacier growth in response to these events [Benson et al.,
1996; Gosse et al., 1995a, 1995b; Menounos and Reasoner,
1997; Licciardi et al., 2004].
[4] Records of the full deglaciation histories, and varia-

tions in retreat rate, of individual glaciers provide more
insight into these problems than do ages that simply reveal
the timing of initiation and completion of deglaciation.
However, recessional moraines and sediments in glacial
lakes are commonly absent, unrecognizable, or undatable.
Cosmogenic exposure dating of glacially polished bedrock
is an attractive alternative for constraining deglaciation
histories, as datable surfaces are ubiquitous in many glacial
valleys. Assuming that CRN inventory in a bedrock site is
negligible prior to deglaciation of that site (see below), the
exposure age should accurately record the time ice receded
up valley and exposed the bedrock to cosmic rays [e.g.,
Nishiizumi et al., 1989]. A suite of such ages in a profile
along a deglaciated valley can be used to reconstruct the
retreat history of the glacier’s terminus [Guido et al., 2007].
[5] Where such exposure histories can be meaningfully

quantified, interpretation is not straightforward. In an ideal
case, the CRN exposure ages record the position of the
glacier’s terminus throughout deglaciation. This position is
related to climate through the hypsometry of the valley, so
use of the retreat history to infer (for example) a history of
equilibrium line altitude (ELA) during deglaciation requires
at minimum that this hypsometric effect be taken into
account.
[6] The CRN record of terminus retreat is itself an

imperfect recorder of the retreat history. When all of the
basic cosmogenic dating assumptions are met (e.g., no
inheritance from exposure preglaciation, no erosion of a
sampled surface since deglaciation, negligible or correctable
bias by subsequent snow, sediment, and topographic shield-
ing, appropriate CRN production rate scaling factors, and so
forth), the exposure age versus valley distance trend will
accurately record amonotonic retreat—one with no embedded
readvances. Because deglaciation from the LGM is docu-
mented to have lasted many thousands of years across the
western U.S. [Gosse et al., 1995a, 1995b; Clark and
Gillespie, 1997; Phillips et al., 1997; Licciardi et al.,
2004; Guido et al., 2007], while global and regional climate
varied on much shorter timescales during that period [e.g.,
Benson et al., 1998], we must acknowledge the reality
that deglaciation histories are not monotonic but probably
include short-term readvances during the protracted
retreat. Such readvances impact the cosmogenic record of

deglaciation in the following two ways: (1) the distribution
of exposure time during deglaciation at each point in a valley
differs from that of a monotonic retreat and (2) erosion
during readvances can strip some of the cosmogenic inven-
tory accrued during the initial retreat, reducing the apparent
exposure age.
[7] In this study, we use a 2-D numerical glacier simula-

tion to explore the effects of valley hypsometry and non-
monotonic deglaciation histories on CRN age records of
deglaciation. We discuss these effects in the context of post-
LGM glacier retreat histories in two deglaciated valleys in
Colorado, USA, that we constructed using cosmogenic 10Be
exposure ages. We also present a method by which CRN
samples with inheritance or anomalous shielding may be
detected among a suite of samples that collectively describe
a deglaciation history.

2. Cosmogenic Exposure Dating

2.1. Study Settings

[8] We use 10Be exposure dating of glacially polished
bedrock to constrain detailed post-LGM retreat histories for
the Middle Boulder Creek Valley (MBCV), Colorado Front
Range, and the Animas River Valley (ARV), San Juan
Mountains, Colorado (Figure 1). In the ARV, a 90 km long
outlet glacier of the LGM San Juan Mountain Icecap flowed
south and terminated at the present location of Durango,
CO. MBCV was occupied by an alpine glacier 20 km in
length, beginning at the continental divide and terminating
near the present town of Nederland, CO.

2.2. Sampling and Processing

[9] Our samples were chiseled from glacially polished
bedrock to preclude corrections for erosion subsequent to
deglaciation and on ice-sculpted knolls and sloped or wind-
blown surfaces to minimize effects of snow and sediment
shielding. Quartz was isolated and AMS targets prepared
according to standard procedures at the University of
Colorado Cosmogenic Isotope Lab; AMS analyses were
performed by Lawrence Livermore National Laboratory
and Purdue Rare Isotope Measurement Lab. Ages (Table 1)
were determined from 10Be concentrations using the
CRONUS-Earth online calculator (http://hess.ess.washington.
edu/math/, accessed 16 July 2008) [Balco et al., 2008]. This
assumes a sea level, high latitude (SLHL) production rate of
4.96 atoms 10Be/g qtz/a by neutron spallation plus a small
(�0.02 atoms/g/a) muogenic component, scaled to sample
latitude and altitude using the routine of Stone [2000]. CRN
ages used from the literature were rescaled as necessary to be
directly comparable to our data.
[10] The errors we report on our ages are a combination

of the 1s analytical uncertainties and the stated �9% error
in the CRONUS production rate calibration (i.e., the
‘‘external error’’ reported by the calculator). The largest
errors in our ages result from uncertainty in the appropriate

Figure 1. Locations of study sites, CRN sampling sites and resulting ages, and additional age constraints on deglaciation.
Red outlying exposure age in the ARV was sampled from very hard quartzite and is interpreted to contain inheritance; in
MBCV, outlying ages are from samples outside the glacial footprint (above the trimline), with the exception of the highest
headwaters sample in the southern tributary. Ages in ka; errors include 1s analytical uncertainty and production rate scaling
uncertainty.
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Table 3. (continued)Table 3. Middle Boulder Creek Valley and Animas River Valley

Topographic Shielding Dataa

Sample Name Azimuth (degrees) Elevation (degrees) Factor

Middle Boulder Creek Valley
GP4J-1 0 14 0.991

45 14
90 5
135 5
180 12
225 15
270 2
315 18

GP4J-2 0 29 0.979
45 19
90 �10
135 13
180 13
225 13
270 12
315 19

GP4J-3 0 9 0.995
45 7
90 4
135 12
180 10
225 14
270 15
315 10

GP4J-4 0 14 0.993
45 13
90 5
135 13
180 13
225 9
270 16
315 13

GP4J-5 0 11 0.988
45 15
90 5
135 19
180 18
225 9
270 19
315 13

GP4J-6 0 15 0.981
45 17
90 5
135 5
180 20
225 15
270 21
315 24

GP4J-7 0 14 0.986
45 15
90 7
135 4
180 12
225 27
270 10
315 11

GP4J-10 0 28 0.976
45 24
90 10
135 5
180 15
225 19
270 19
315 14

Sample Name Azimuth (degrees) Elevation (degrees) Factor

GP4J-11 0 29 0.972
45 26
90 17
135 9
180 17
225 19
270 17
315 12

GP4J-16 (from DEM) 0.975
GP4J-20 20 15 0.992

50 12
80 15
115 10
155 20
195 20
215 10
240 6
260 2
285 0
300 5

GP4J-21 15 16 0.993
95 9
110 14
125 12
150 13
205 18
320 2
355 10

GP4J-22 65 16 0.990
135 14
160 22
290 6
310 0
345 5
360 12

GP4J-23 10 15 0.979
70 14
85 9
135 26
160 21
225 25
285 3
320 12

MB4J-0 (from DEM) 1.000
33-JB-25 (from DEM) 0.978
33-JB-30 (from DEM) 0.968
JB03-28 (from DEM) 0.973
JB03-29 (from DEM) 0.948

Animas River Valley
Baker’s Bridge 0 22 0.894

45 27
90 31
135 19
180 6
225 29
270 38
315 44

Tacoma 0 5 0.917
45 21
90 38
135 21
180 14
225 20
270 26
315 20
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scaling and time variability of cosmogenic production rates.
The constant production rate model we used gives the oldest
ages among the scaling routines reported by the
CRONUS-Earth calculator; Lifton et al.’s [2005] scaling
returns the youngest ages (7–12% younger), and the other
time-dependent schemes [see Balco et al., 2008] return ages
between these end-members. As this error affects all of our
samples approximately equally, and this paper is primarily
concerned with interpreting the relative pattern of ages in a
specific setting, these errors do not affect our fundamental
conclusions but may influence the details of our climatic
interpretations. As required by the version of the calculator
we used (v. 2.1), our AMS ratio measurements were
normalized with respect to the original ICN 10Be/9Be stan-
dard ofNishiizumi et al. [1984]. This standard assumes a 10Be
half-life of 1.5 Ma rather than the revised half-life of 1.37Ma
[Nishiizumi et al., 2007]. However, because our exposure
ages are 2 orders of magnitude smaller than this half-life, they
are little affected by this difference when used with the
appropriately scaled production rate (as above). Tables 2
and 3 include the base data from which we calculated our
samples’ ages.

2.3. Resetting of Bedrock CRN Ages by Erosion

[11] Bedrock samples not completely reset by glacial
erosion will contain CRNs from a prior period of exposure
and will bias exposure ages to older values. Insufficient
erosion most likely occurs where ice is thin, frozen to the
bed, or sliding slowly (e.g., areas of low ice discharge)
[Colgan et al., 2002]. Given the high rates of erosion by
temperate glaciers [e.g., Hallet et al., 1996], near-total
resetting of the CRN inventory seems likely in the valleys
studied here. For example, at a reasonable erosion rate of
1 mm/a, 3000 years of occupation lowers the bed by 3 m and
reduces the CRN concentration to <1% of its initial value.
[12] In both the ARV and MBCV, several lines of evi-

dence suggest that inheritance can be ignored for the
purposes of this study. In the ARV, 10Be inheritance
measured in a river terrace derived from sediments eroded
by the Animas glacier is effectively zero, implying enough
erosion by the glacier to reset the CRN inventory of the
valley floor, on average [Guido et al., 2007]. In both
valleys, 10Be ages generally decrease up valley (within
error), and all ages fall between bracketing ages of initial
retreat (moraine boulders in MBCV and terrace abandon-
ment age in the ARV) and cirque deglaciation as docu-
mented by calibrated 14C ages from basal sediments of
tarns. The sole exception is a sample in the Animas Valley
that was collected from a quartzite knoll whose hardness
likely minimized erosion. For the purposes of this study, we
therefore assume zero initial concentration of 10Be in the
bedrock upon exposure by deglaciation.
[13] We investigate the potential that this assumption

misleads us by calculating the range of erosion depths at
which inheritance is ‘‘problematic.’’ That is, at some depth
of erosion, the inherited signal is reset to within analytical
error on a 10Be concentration measurement, as we have
assumed is the case throughout this study. Erosion that is
shallower than a particular depth will leave enough inher-
itance that the apparent exposure age will be ‘‘out of
bounds,’’ i.e., older than the LGM moraine. Erosion values
between these extremes will leave an amount of inheritance
that will impact the exposure age, but not to the extent that it
is obviously out of bounds. For the dominant spallation
mechanism, we can solve for the thickness of this zone of
problematic inheritance as a function of the ‘‘true’’ exposure
age at a sample location (which we strive to determine).
[14] Starting with the top of this zone, we wish to find the

line below which the inherited concentration (Cinh) is lower
than the concentration (Cmax) corresponding to the differ-
ence between the bounding age of the LGM moraine (Tmax)
and that corresponding to the true exposure age at the site
(Ce, Te)

Cinh � Cmax � Ce: ð1Þ

The concentration at a given depth reflects the product of
the time of exposure with the production rate at that depth,
which for neutron spallation falls off exponentially with
increasing depth. Using this relationship, we can introduce
depth z

P0Tinhe
�z
z* ¼ P0Tmax � P0Te; ð2Þ

Sample Name Azimuth (degrees) Elevation (degrees) Factor

Needleton 0 25 0.918
45 21
90 31
135 18
180 23
225 9
270 24
315 26

Molas Lake 0 18 0.925
45 19
90 19
135 10
180 21
225 19
270 19
315 38

Silverton 0 8 0.482
45 16
90 30
135 21
180 90
225 90
270 90
315 90

Highland Mary Lake 0 1 0.948
45 2
90 15
135 17
180 12
225 16
270 10
315 10

Elk Creek 0 2 0.947
45 15
90 5
135 4
180 20
225 9
270 2
315 2

aAll factors calculated using CRONUS-Earth Skyline code v.1.1.
Shielding factors marked ‘‘(from DEM)’’ were taken from the model
shielding factor grid as described in section 3.2, either because ground
measurements were not obtained or were of poor azimuthal resolution.

Table 3. (continued)
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where z* is the e-folding length scale for decline of
production with depth, and P0 is the surface production rate
at the sample site. We can now solve for the depth zp to
which erosion must proceed to leave an inherited signal that
is sufficient to be problematic

zp ¼ �z
*
ln

Tmax � Te

Tinh

� �

: ð3Þ

[15] The bottom of the zone of problematic inheritance,
zr, is simply where Cinh � Cerr, where Cerr is the
analytical error limit for cosmogenic nuclide concentration
measurement

P0Tinhe
�z
z* ¼ P0Terr; ð4Þ

where Terr is the surface exposure time needed to produce
concentration Cerr. Solving for the depth as before

zr ¼ �z
*
ln

Terr

Tinh

� �

: ð5Þ

We plot these curves in Figure 2. Note that the closer the
true exposure age to the bounding maximum age, the

smaller the zone in which a problematic inherited signal
will remain. For a given true exposure age, bounding age,
and z*, the thickness of the problematic zone is constant
regardless of the initial inheritance, but its absolute depth
scales with the initial inherited concentration. Given the
�2.5 m thickness of this zone, a fairly large range of
erosion depths will cause problems in our age estimates.
However, the up-valley-decreasing trend seen in our age
patterns would seem to require an extraordinary coin-
cidence of erosion rate pattern to be caused solely by
problematic inheritance. Below, we discuss a method by
which individual data points with problematic inheritance
may be detected.

2.4. Cosmogenic Exposure Dating Results

[16] Our cosmogenic sample locations, scaling correc-
tions, and other detailed information can be found in Table 1.
Exposure age-distance profiles for the ARV and the MBCV
main tributary can be characterized as monotonic with some
scatter, with ages generally decreasing up valley (Figure 3).
Exposure ages in the MBCV south tributary are consistently
higher than those in the main valley, but none of these are
older than the terminal moraine. Neither ARV norMBCV has
obvious recessional or readvance deposits within the LGM
glacial footprint, except for some small hummocky deposits
in the south tributary of MBCV.
[17] We calculate an exposure age for the terminal

moraine on the basis of several cosmogenic data sets, all
rescaled to equivalence with the cosmogenic production
schemes used for our own data. In rescaling 36Cl ages,
which reflect a different production mechanism than do 26Al
and 10Be ages, we conservatively double the reported error
ranges to reflect our ignorance of the conversion from Cl to
Be years. The resulting error ranges are about the same size
as those on the Al and Be data. Our data set consists of one
10Be boulder age from this study (18.2 ± 2.9 ka), two 36Cl
ages from boulders on this moraine from Benson et al.
[2005] (19.0 ± 1.8 and 22.7 ± 2.0 ka), one 26Al boulder age
from Schildgen [2000] (21.2 ± 2.1 ka) and one 10Be boulder
age from the terminal Pinedale moraine in N. Boulder Creek
Valley, �5 km north of MBCV (20.6 ± 1.9 ka). We calculate
the error-weighted mean of these data by assuming normally
distributed errors on each age, then weighting each by the
inverse of its variance (1/s2). The reducedc2 of this data set is
0.6, and the weighted mean is 20.0 ka (Figure 4). The
weighted and arithmetic means differ by merely 30 years.
The biased weighted standard deviation is 1.4 ka; because of
the small size of our data set, we prefer the unbiased estimated
population standard deviation of 1.5 ka. We thus assign an
age of 20.0 ± 1.5 ka (1s) to the terminal moraine. Excluding
the less reliable 36Cl ages from the data set reduces this age by
300 years, or 1.5%.
[18] We present 18 new cosmogenic exposure ages from

glacially polished bedrock sampled in the Middle Boulder
Creek Valley. All of these ages are younger than the
terminal moraine boulder ages. Ages appear to decrease
monotonically with distance up valley from the moraine,
and the several ages in the uppermost headwaters are
uniformly �13 ka. This closely agrees with a radiocarbon
age of 12.0–13.5 cal ka (2s) from basal sediments in Lake
Dorothy, a tarn in one of the cirques of MBCV [Davis et al.,
1992] calibrated using CALIB v. 5.0.1 [Stuiver and Reimer,

Figure 2. Depth range of erosion where an amount of
inheritance remains sufficient to bias an exposure age
without rendering it out of bounds. The position of the top
of this zone (Zp) is set by the difference between the
bounding age and the true exposure time at the site; the
bottom (Zr) is defined as the depth of erosion needed to reset
the CRN inventory to within analytical error. Here, z* =
0.65 m for 10Be production in granitic rock, and the
bounding age is assumed to be a terminal moraine
independently dated at 20 ka. Note that the thickness of
the zone does not depend on the initial inherited concentra-
tion but the absolute depth of it does.
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1993] with the calibration data set of Reimer et al. [2004].
Four of our 10Be ages lie in a cross section across the
midvalley,which reveal apatternofpost-LGMages(12–14ka)
within the glacial footprint, and older, unreset exposure ages
(�40 ka) above the trimline.
[19] Interpreting the terminal moraine age as dating the

initiation of retreat, the mean rate of retreat of the MBCV
glacier was �2.5 m/a, and began promptly after the global
LGM (�21 ka). Deglaciation was complete by the onset of
Younger Dryas time, �13 ka.
[20] Data from the Animas River Valley show a similar

age trend. Deglaciation began at 19.4 ± 1.5 ka, on the basis

of a 10Be depth profile in a Pinedale age proglacial river
terrace [Guido et al., 2007]. A longitudinal transect of
exposure ages on glacially polished bedrock indicates that
terminus retreat was relatively steady at �15 m/a until
complete deglaciation around 12.3 ka, although the data
allow for an increased rate of retreat �15–13 ka. Deglaci-
ation time of individual cirques varies and is apparently
dependent on topographic aspect. As in MBCV, the cosmo-
genic ages agree well with calibrated radiocarbon ages from
bogs and lakes within the glacial footprint [Andrews et al.,
1975; Elias et al., 1991; Toney and Anderson, 2006]. For a
more detailed discussion of the deglaciation of the ARV,
refer to Guido et al. [2007].
[21] Within error, the timing of initiation and completion

of deglaciation was similar in both MBCV and ARV. These
dates agree well with many other records from western
North America, wherein deglaciation begins at or shortly
after global LGM, and is generally complete by early
Younger Dryas time, with evidence only supporting a small
readvance during the Younger Dryas itself [e.g., Clark and
Gillespie, 1997; Menounos and Reasoner, 1997; Licciardi
et al., 2004]. Within these bounds, the details of the
deglaciation histories of other glaciers are poorly known.
[22] Because the ARV glacier is over four times as long

as the MBCV glacier, the mean rate of retreat was much
higher in the ARV. This does not on its own mean that the
rate of ELA rise was higher in the San Juan Mountains than
in the Front Range; that can only be determined by
accounting for the hypsometry of each valley. One way to
do this might be to use an accumulation area ratio (AAR)
method [e.g., Porter, 1975] to reconstruct ELA from each
exposure age measurement site over the course of retreat.
However, this approach involves the following two major
assumptions: (1) that the AAR is constant at steady state
regardless of the size and shape of the glacier within a
valley and (2) that the AAR is some predetermined value,
usually chosen from the literature, which stays constant
through the retreat. Instead, we elect to use a numerical
model to reconstruct each glacier on the basis of a simple set
of climate parameters and the physics of ice flow. This
approach allows us to relate ELA to glacier size without
assuming an AAR, and to predict the effects of specific
deglaciation histories on the cosmogenic record.

3. Numerical Model

3.1. Glacier Simulation

[23] We modified the GC2D numerical glacier model to
predict cosmogenic nuclide concentrations in a glaciated
valley for a given history of ELA change. The glacier model
development is described in detail by Kessler et al. [2006].
In brief, the model simulates ice transport on a 2-D grid by
internal deformation (using the shallow ice approximation),
sliding, and avalanching. Mass balance at each grid cell is
calculated according to its elevation and a specified mass
balance-elevation gradient. The sum of the mass balance
and net ice transport into each cell sets the rate of change
of ice thickness. Sliding speeds are calculated using an
attractor formulation

Us ¼ Uce
1��c

�b ; ð6Þ

Figure 3. Exposure age versus distance up valley for the
(top) ARV and (bottom) MBCV. Both retreat histories can
be expressed as monotonic, with some scatter. In both
valleys, retreat begins and ends at roughly the same time,
but the greater length of the Animas glacier dictates a faster
mean retreat rate. Greenland Ice Core Project (GRIP) d18O
record is shown for reference (Figure 3 (top)). YD is the
Younger Dryas cool period, and BA is the Bølling-Allerød
warm period. Both records hint at faster retreat beginning
�14 ka. Error bars on ages include 1s analytical uncertainty
and production rate scaling uncertainty.
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where Us is sliding speed, Uc is a typical sliding speed
(here, 10 m/a), tc is a typical basal shear stress for temperate
glaciers (105 Pa [Pierce, 1979]), and tb is the basal shear
stress at each cell, calculated from ice thickness and surface
slope. Advantages and disadvantages to this approach and
others are discussed in the appendix of Kessler et al. [2006].
The model calculates erosion rate from sliding speed at each
cell according to

_E ¼ aUb
s ; ð7Þ

where _E is erosion rate, a is a scaling coefficient, and b is a
power relating sliding speed to erosion (generally, 1 � b � 4
[Harbor, 1992; MacGregor et al., 2000]; here, b = 1). For
this study, a is chosen so that the typical sliding speed Uc

results in an erosion rate of 0.1, 1, or 10 mm/a, as these
rates span the typical range for erosion by temperate
glaciers [Hallet et al., 1996; Loso et al., 2004; Riihimaki et
al., 2005]. For Uc = 10 m/a and b = 1, a is
correspondingly 10�5, 10�4, or 10�3. Because we are
concerned with the longitudinal pattern of erosion as it
pertains to the erosion of CRNs, rather than the detailed 2-D
erosion pattern, our results are relatively insensitive to the
specific sliding and erosion formulations as long as
geologically reasonable parameters are chosen.
[24] The mass balance profile increases linearly with

elevation, crossing 0 at the ELA, until a cap at 2 m/a [after
Anderson et al., 2006]. In all model runs we employ a mass
balance-elevation gradient of 10 m/a/km. All changes in
glacier extent are therefore caused by changes in the ELA
through model time. In practice, our model results and
general conclusions are not affected by use of different,
realistic mass balance profiles. In this application, we are
not interested in the relative variations of precipitation and
temperature that affect the ELA, but rather with how

changes in the glacier extent are reflected in the cosmogenic
ages. Our discussion of climate change will therefore be
expressed in terms of effective ELA history, assuming the
mass balance gradient used here remains constant through
deglaciation.
[25] For the assumed mass balance gradient, the terminal

moraines and trimlines of MBCV are well matched by an
ELA of 3350 m above sea level. This is higher than the
AAR-based �3160 m reported by Meierding [1982], but
similar to the value reported by Brugger [2005] for the
nearby Sawatch Range. MBCV is completely deglaciated
when the model ELA rises above �3900 m. The LGM
glacier extent in the ARV is well matched with an ELA of
3100 m, and full deglaciation occurs here when the ELA
rises above �4000 m. In this valley, the modeled LGM
ELA agrees well with Leonard’s [1984] reconstruction on
the basis of the AAR method.

3.2. Cosmogenic Production and Loss

[26] The latitude and altitude of each cell in DEMs of our
study sites are used to generate a CRN production rate grid
for each valley. The model applies the scaling of Stone
[2000]. The production rate at each cell is also corrected for
topographic shielding by an algorithm that first calculates
the inclination of each point on the grid relative to each
other point, and then finds for each cell the highest
inclinations in 1� windows around the horizon. This horizon
is then input to the CRONUS skyline calculator (available
from http://hess.ess.washington.edu/math/), which returns a
correction factor. Corrections in both valleys are small and
are consistent with values calculated from skyline measure-
ments made in the field at our sample locations. This set of
scaling calculations allows the model to predict realistic
CRN concentrations at each cell. In this paper, however, we
present results normalized by the production rate at each

Figure 4. Probability density of all exposure ages of local Front Range Pinedale moraine boulders.
The modal age is 20.0 ± 1.5 ka. See Table 1 for sample details.
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cell (i.e., we report model cosmogenic ages), rendering the
model results insensitive to scaling details.
[27] During model runs, cosmogenic production is taken

to be zero in areas covered by more than 10 m of ice. The
CRN inventory at each cell can also decline because of
glacial erosion. We compute an erosion rate _E as specified
above, on the basis of local basal sliding speed, and
calculate the reduction in CRN inventory by the depth
stripped in each timestep:

Ne ¼ N0e
� _Edt
z* ; ð8Þ

where Ne is the posterosion inventory in the surface of the
rock, N0 is the preerosion inventory, dt is the model
timestep, and z* is the e-folding scale for cosmogenic
production rate decrease with depth into rock (�60 cm for
10Be). The depth of erosion at each timestep is also
subtracted from the elevation of the cell in the digital
elevation model (DEM).
[28] Once the model has ‘‘spun up’’ to steady state at the

maximum glacial extent, an ELA history is imposed and the
glacial response is calculated. We use a 1000 year spin-up
time, although the glacier reaches its initial steady geometry
within �500 years. The extra time allows erosion to fully
reset the CRN inventory accrued during the spin-up period
(at the terminus, �500 years worth).
[29] We simulate the glacial response to ELA histories

that include: stepwise change, linear rise, and long-term
linear rise scenarios that include short-term drops. Each
scenario generates a pattern of exposure ages in the CRN
layer that can be compared with the measured 10Be ages.

4. Model Experiments

[30] Because the MBCV glacier was significantly smaller
than that in the ARV (�20 km long versus �90 km long),
model runs complete much more quickly for MBCV. We
therefore use this valley for the majority of our simulations.
We simulate deglaciation of MBCV driven by monotonic
and nonmonotonic ELA change histories, with varying
efficiencies of glacial erosion. All scenarios begin at
22,000 model years BP, and the model is allowed to find
a steady state during the first 1000 model years. At 21 ka
BP, the history of ELA changes begins. The lowest ELA in
any scenario is 3350 m, which creates a glacier that matches
well the position of the terminal moraines. The highest ELA
is more arbitrarily chosen to be 3900 m, approximately the
mean elevation of the continental divide in this area. This
insures full deglaciation of MBCV. Each scenario predicts a
distinct pattern of exposure ages (Figure 5). After each
model run, we extract age-distance profiles along the
thalwegs of two major tributaries of MBCV (Figure 5,
dashed lines); our results are presented as age-valley-
distance profiles for each tributary relative to the terminal
moraine.

4.1. Monotonic Retreat Histories and the Effect
of Valley Hypsometry

4.1.1. Step Change
[31] The first scenario (Figure 6a, blue lines) is a stepwise

rise in the ELA from its lowest value (3350 m) to its highest
(3900 m). This results in complete deglaciation of MBCV

within a few hundred years (Figure 6b). Importantly, this
demonstrates that the response of these glaciers to a change
in ELA is very rapid, and that short-term fluctuations
around a long-term ELA rise should elicit a response.
4.1.2. Linear ELA Rise
[32] Two linear ELA rise scenarios (Figure 6a, red lines)

result in monotonic age-distance relationships, with minor
variability due to the detailed hypsometry of the valley
(Figure 6b). We emphasize that the retreat rate varies under
steady ELA rise due solely to the hypsometry of the valley.
The only difference between the scenarios is the rate of
ELA rise; the age-distance curves differ only in their slope.
Because of differences in hypsometry between the MBCV
southern tributaries and the northernmost, the southern
tributary glaciers retreat farther up their valleys for a given
ELA rise than does the northern glacier. In other words, the
south valley glacier ‘‘disconnects’’ from the trunk glacier
before the trunk glacier retreats past the tributary junction.
This results in an area above the tributary junction in the
southern valley that is exposed for much longer than the
part of the northern valley near the tributary junction. This is
manifested as an up-valley increase in ages in the south
valley at the tributary junction. The discrepancy in the ages
at equivalent positions along each valley increases with the
slope of the age-distance trend. This is because, in a slower
retreat, the bed of the south tributary is exposed for a longer
time before the equivalent position in the northern tributary
is exposed.
4.1.3. Linear Rise With an Embedded Protracted
Stillstand
[33] A third type of monotonic deglaciation includes a

period of stillstand in the midst of the long-term retreat
(Figure 7a). The effect of such a history is to produce a step
in the age-distance trend, with the initiation age of the
stillstand represented by the upper lip of the step and the end

Figure 5. A typical model exposure age output grid.
Redder colors are older exposure ages. Age versus valley
distance profiles are extracted from the exposure age grid
after each model run for each of two tributary valleys in the
MBCV. Profile locations are determined using a channel
extractor, i.e., profiles correspond to the thalweg of each
valley.

F01026 WARD ET AL.: MODELING OF DEGLACIATION RECORDS

11 of 21

F01026



Figure 6. (a) Modeled monotonic linear ELA rise histories and (b) resulting age-distance trends for
MBCV. In Figure 6b, down valley is to the right, and the dotted lines represent results for the MBCV
south tributary. The step change scenario (blue line) results in nearly immediate deglaciation of the entire
valley. Progressively slower ELA rise histories (dark and light red lines) result in progressively steeper
age-distance trends. Note that the discrepancy between the exposure ages in the two tributaries, due to
detachment of the tributary from the trunk glacier, is enhanced by slower rates of retreat. The discrepancy
exists because the hypsometry of each tributary is different, meaning that the elevation distribution in the
accumulation area of each tributary is different. The up-valley increase in age in the south valley at the
tributary junction is a result of this effect, as is the small inflection at 16 km in the main valley, where two
smaller ice streams merge.

Figure 7. (a) Modeled monotonic ELA rise history including a period of stillstand and (b) resulting age-
distance trend for MBCV. In Figure 7b, down valley is to the right, and the dotted lines represent results
for the MBCV south tributary. We replot in black the results from the 21–12.5 ka linear rise scenario for
comparison (see Figure 6). The stillstand results in a dramatic step in the age-distance trends for both
tributaries. The discrepancy between the exposure ages in the two tributaries is greatly enhanced in this
case because the stillstand occurred after the two tributaries detached.
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of the stillstand dated by the base of the step (Figure 7b).
These steps are seen in the age-distance trends of each
tributary, and their position depends on the location of the
terminus in each tributary at the time of the stillstand. If
the stillstand occurred after detachment of the tributary
from the main glacier, this results in a large discrepancy
between the exposure ages of the tributaries just above their
junction. The age discrepancy is approximately the duration
of the stillstand.

4.2. Retreat Histories Including Readvances:
No Erosion

[34] The cosmogenic age patterns resulting from retreat
histories that include readvances differ from monotonic
retreats for the following two reasons: (1) the exposure
history at each site includes periods of zero CRN accumula-
tion after initial exposure and (2) erosion during readvances
can partially or totally reset the cosmogenic signal acquired
during initial retreat. These separate effects may have
different relative importance depending on the setting. Here,
as before, we use the GC2D model to explore the impact of
each of these effects on a generic exposure age-distance
trend.
[35] In one set of experiments, we turned off erosion in

the model and drove the glacial response with a variety of
ELA rise scenarios that include readvances. This tested the
effect of readvances on the cosmogenic record via modifi-
cation of the exposure history, independent of the effect of
erosion. For these scenarios, we used as a baseline a linear
ELA rise from 3350 m at 21 ka to 3900 m at 12.5 ka. To this

we added short-term oscillations of varying amplitude and
wavelength. The details of each scenario are described
below and are shown in Figure 8.
4.2.1. The 100 m Random Wiggles
[36] In this experiment, random variation of 100 m

maximum amplitude (amplitudes drawn from a uniform
distribution) and high frequency (�200 years) was added
to the baseline ELA rise history. This caused the model
glacier to advance and retreat frequently and quickly
throughout the overall retreat. The resulting age-distance
trend did not differ significantly from the baseline case
(Figure 8). Overall, ages are slightly older in this specific
case than in the linear case, because up-valley sites are
exposed earlier in the retreat history than in the linear case.
The discrepancy depends on the details of the random
fluctuations, but is always smaller than typical cosmogenic
dating errors. This implies that such short-term variation in
climate, though clearly felt by the glacier, will not be
resolved using the CRNs in polished bedrock method.
4.2.2. The 4 � 200 m Sine Wiggles
[37] Four sinusoidal ELA oscillations of 200 m amplitude

and �2500 year period caused bigger, longer-term advance-
retreat cycles during deglaciation. The resulting age-
distance pattern was again indistinguishable from that given
by the baseline linear retreat.
4.2.3. The 1 � 300 m Sine Wiggle
[38] One sinusoid of 300 m amplitude (rising at 21 ka,

falling between �18.5 and 16 ka, then rising to 3900 m and
leveling at 12.5 ka) creates an extensive, rapid retreat,
readvance, and final fast retreat. This scenario predicts a

Figure 8. (a) Modeled nonmonotonic ELA rise histories (i.e., including short-term readvances) and
(b) resulting age-distance trends for MBCV, with zero erosion during readvances. In Figure 8b, down
valley is to the right, and the dotted lines represent results for the MBCV south tributary. Black lines in
Figure 8b are the replotted results from the 21–12.5 ka linear rise scenario for comparison (see Figure 6).
Only when the ELA oscillation is of sufficient duration (>3 ka) and amplitude (in this case, 300 m) do the
age-distance trends differ significantly from the baseline linear ELA rise case, when erosion during
readvances is not accounted for. In Figure 8a, ELA histories were truncated at 3350 m, the ELA that
replicates the glacier’s LGM extent.
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different pattern of ages in the bedrock than does the
baseline linear ELA rise (Figure 8b). Specifically, this
scenario results in systematically higher ages in the lower
parts of the main valley and the south tributary, which were

not reoccupied during the readvance. Had these sections
been reoccupied, the results would be more similar to those
of the linear case. This means that the details of the age-
distance trend are indeed sensitive to the details of the

Figure 9. (a) Modeled cumulative erosion for different values of the erosion coefficient a (equation (7))
during nonmonotonic ELA rise histories (colors as in Figure 9a). (b–d) Resulting age-distance trends for
MBCV. Black lines in Figures 9b–9d are the replotted results from the 21–12.5 ka linear rise scenario for
comparison (see Figure 6). In Figures 9b and 9c, all results are for the MBCV main valley, and dashed
lines represent different erosion rates. In Figure 9d, the large-amplitude oscillation case is plotted for both
tributaries (with the dashed line being for the south valley) for the �1 mm/a erosion case (a = 10�4 in
equation (7)). Erosion during readvances results in steps in the age-distance profiles at positions
corresponding to the terminus position during each readvance. Greater modification to the age-distance
trend is a result of longer-duration oscillations and higher erosion rates. However, rates above �1 mm/a
effectively reset CRN exposure ages even during a short readvance, so rates higher than this do not
further affect the age-distance trends.
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retreat-readvance history, particularly the magnitude and
duration of the readvance.
4.2.4. Summary of No Erosion, Nonmonotonic
Experiments
[39] When erosion is not considered, exposure age-

distance trends begin to differ significantly from those given
by linear ELA rise only when the ELA oscillations occur on
a timescale of about �4 ka and the ELA oscillation
amplitude is �200–300 m. Practically, this means that
histories are distinct when the retreat/advance distance
amplitude is a large fraction of the valley length, and when
readvances occur over a timescale that is roughly twice the
error limit for cosmogenic dating.

4.3. Effect of Erosion During Readvances
on the Age-Distance Trend

[40] We assessed the effect of erosion during readvances
on the age-distance trend by extracting both actual time of
exposure (tracked by the model) and apparent CRN expo-
sure age (modified by erosion) along the same longitudinal
transects of the valley as above (Figure 9). We did this for
the ELA scenarios with 4 � 200 m and 1 � 300 m sine
wiggles. Not surprisingly, the amount and style of age-
distance trend modification scales with the duration and
extent of readvances. In both modeled cases, age-distance
transects are strongly modified by erosion when erosion
rates are scaled to be ��0.1 mm/a (i.e., in equation (7),
a � 10�5). Erosion rates higher than �1 mm/a (a � 10�4)
yield equivalent results because, once the cosmogenic age at a
point is reset to zero, subsequent erosion cannot reduce it
further.
[41] The overall pattern that results is a flattening of parts

of the age-distance trend into steps, with the ‘‘risers’’
corresponding to the maximum terminus position during
each readvance. This step-flat morphology of the age-
distance trend is a signature of readvances during deglaci-
ation. Brief readvances do not affect the exposure ages as
much as protracted readvances because insufficient time is
available to erode the bed. A readvance that fully resets
exposure ages within its extent gives an equivalent pattern
to a protracted stillstand at an equivalent down-valley
extent. This is not the case if the readvance only partially
resets ages, which depends on the erosion rate and duration
of the readvance.

5. Application of Model Results to Cosmogenic
Deglaciation Records From the ARV and MBCV

5.1. Utility of the Model ELA-Age Relationship

[42] As we demonstrated above, valley hypsometry
affects the rate of glacier response to a given change in
ELA, and different tributaries with differing hypsometries
therefore respond differently to the same forcing. To under-
stand our cosmogenic record of retreat in the context of
climate change, we must remove this hypsometric effect. To
do this we constructed a diagram in which each cosmogenic
sampling site is related to the ELA that best recreates the
glacier with its terminus at that site.
[43] We began by simulating a stepwise lowering of the

ELA in 25 m intervals, allowing 500 model years between
steps for the glacier to come to equilibrium. This allowed us
to characterize the relationship between ELA and equilibrium

glacier terminus position for each valley (Figure 10a). From
this, we constructed an ELA-age diagram by picking the
ELA that corresponds to the terminus valley position at each
sample (Figure 10a). This is plotted against the sample age
(Figures 10b and 10c). The ELA-age graph represents
the monotonic (but not necessarily linear) ELA history
that most directly matches the terminus retreat history
constrained by the cosmogenic age dates.
[44] We note that this could be accomplished using an

AAR method, wherein an assumed AAR is used to deter-
mine the ELA for each terminus position. However, this
requires that an AAR be chosen, and that this chosen AAR
is constant regardless of the size or shape of the glacier. This
latter assumption is probably incorrect. The GC2D model
predicts an AAR of 0.59 for the MBCV glacier at its LGM
position, which is consistent with AAR values commonly
used in glacier reconstructions (�0.60 ± 0.05 [Porter,
1975]). However, for MBCV, the steady state AAR declines
as the glacier becomes shorter (Figure 11). We hypothesize
that this is again related to the hypsometry of the valley, for
several reasons. Shorter glaciers are entirely contained on
steep slopes in the upper valley. Steeper slopes promote
faster ice flow and more efficient mass transfer into the
ablation zone, reducing the relative accumulation area
needed to maintain a glacier of a particular size. The typical
shape of a glacial valley is also quite wide in the head-
waters, where several cirques occur, and narrows consider-
ably once these tributaries converge. The result is that
glaciers that are confined to the headwaters tend to have
lower AARs than those that extend well down valley past
major tributary junctions.
[45] One of the useful properties of the ELA-exposure-

age diagram is that hypsometric effects are accounted for;
we have converted a temporal record of terminus position to
a temporal record of effective ELA (which represents the
climatic forcing history). For the Animas Valley, this has the
effect of removing the apparent acceleration in deglaciation
seen near 14 ka (Figure 10b; cf. Figure 3). In the Animas
Valley, a linear regression through the ELA-age data passes
through the 1s errors of all samples with an R2 value of
0.91 for an ELA rise rate of 122 m/ka. The acceleration seen
in the raw retreat history is likely the result of valley
hypsometry, and does not imply an increase in the ELA
rise rate at that time.
[46] Because hypsometry is accounted for, exposure ages

from different tributaries of the same valley should fall into
the same monotonic trend in ELA-age space, assuming that
all tributaries experienced the same climate forcing. This
should be true if the tributaries are relatively large and
similar in topographic aspect; small cirque glaciers are more
sensitive to local differences in temperature, wind redistri-
bution of snow, and insolation. Data for the main and south
tributaries of MBCV can be connected with a single
monotonic trend on the ELA-age plot, with a few outliers
(Figure 10c). A negative ELA-age slope (i.e., ELA appar-
ently decreasing with time) among samples from a given
tributary must reflect the presence of inheritance among
some samples, because the CRN ages record only total time
of exposure. This is not necessarily detectable in an age-
distance trend, because ages can increase up valley at
tributary junctions because of ‘‘disconnection’’ of the
tributary during retreat. Because this is a hypsometric effect,
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it is removed in ELA-age space, and all tributary ages
should plot along the same ELA rise history. Our sample
GP4J-20, for instance, plots well above the trend occupied
by all other points from MBCV (Figure 10c); we therefore
interpret it to contain a cosmogenic inventory that was not
fully reset during the last glacial cycle. Similarly, samples
that plot in isolation below the main trend may have been
more greatly affected by snow or sediment shielding than
were the bulk of the other samples (for example, GP4J-10).
In effect, this allows us to isolate these confounding effects
in specific samples.

5.2. Interpretation of the MBCV Deglaciation Record

[47] We used the ELA-age diagram for MBCV to con-
struct plausible ELA rise histories on the basis of the
cosmogenic ages. Each history was then used to drive the
model, and the predicted age-distance trends were compared
to the measured age-distance trend. The simplest ELA
history is a linear fit to the ELA-age data (Figure 10c).
For the MBCV, this fit suggests a rise rate of 35 m/ka, with
an R2 of 0.75. Note that it does not pass through the
radiocarbon age in the upper cirque, but can account for
much of the CRN data in both tributaries. When driven with
this ELA rise, the model predicts a steadily decreasing age-
distance trend (Figure 12), with a �1.5 ka exposure age
difference between the main and south tributaries in a
several km long reach above the junction. This history
overpredicts ages in the mid-main valley by �2 ka, as is
apparent on the ELA-age plot.
[48] A nonlinear monotonic fit (by eye; slow ELA rise

until 13.8 ka, then quick and total deglaciation by 12.5 ka;
see Figure 10c) passes through the bulk of the CRN data as
well as the radiocarbon age. This scenario results in a model
age-distance trend that displays a rapid drop in age with
distanceupvalleyof themoraine, and then flattens (Figure12).
This fits the upper main valley well, but underpredicts the
lower valley age by almost 4 ka. It also predicts no difference
between tributary ages because of the fast, late retreat; in
other words, it underpredicts south valley ages by �2 ka.
That both of these histories fail to match a significant portion
of the data suggests that a period of stillstand or readvance is
needed in the deglaciation history.

Figure 10. (a) Steady state terminus positions versus ELA
for MBCV. These curves can be used to construct a (b and
c) baseline ELA history from the position and age of CRN
exposure samples. These relationships are derived from
steady state terminus positions. Figure 10b is the ARV
ELA-age plot. A linear ELA rise from 20–12 ka explains
the cosmogenic ages very well. Figure 10c is the ELA-age
plot for MBCV. Within error, all data from both tributaries
should be connected by a single monotonic path. Because
they are not, some samples must include inheritance (e.g.,
GP4J-20 and -21) or an unusual shielding history (e.g.,
GP4J-10). The green dotted line is an arbitrary, nonlinear,
monotonic ELA history that fits most of the main valley
data but underpredicts all south valley ages (see resulting
age-distance trend in Figure 12). Error bars on ages include
1s analytical uncertainty and production rate scaling
uncertainty.
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[49] Construction of a compatible history with a read-
vance or stillstand requires careful examination of both the
ELA-age plot and the age-distance plot of the measured
ages. Because of the plateau of similar ages in the upper to
middle main valley, the final retreat is constrained to occur
between 14 and 12.7 ka. The initial retreat must pass the
lower valley at �18 ka and the midsouth valley at about
16–17 ka to explain the older ages there. Any readvance
cannot extend much past the tributary junction in the main
valley and cannot cause erosional resetting of the lower and
middle south valley ages (otherwise these ages would be
�14 ka, reflecting the final retreat). Given these constraints,
erosion rates scaled to �1 mm/a (a = 10�4), and a bit of trial
and error, we arrived at two ELA histories that fit the
majority of our exposure ages (Figure 13). The first of
these contains a partial readvance beginning at 15.5 ka. The
other is similar, but with a stillstand between 16.0 and
13.8 ka instead of a readvance. The resulting age-distance
trends (Figures 13b and 13c) replicate well the measured
CRN ages throughout the main valley, including the �3 ka
step in ages just below the tributary junction. They also
match the increase in exposure ages in the south valley just
above the tributary junction. In both cases, it is difficult to
create a single history that passes through both GP4J-10
and GP4J-21 (ignoring GP4J-20; see above); tailoring the
history to one causes us to miss the other. This can be seen
easily on the ELA-age plot (Figure 10c), as a single
monotonic history in ELA-age space cannot pass through
both of these points. It is possible to include both (at the
ends of their error bars) if the cosmogenic inventory
acquired at GP4J-21 during initial retreat was only partially
reset during the readvance. Thus, these histories are not

unique, given our poor constraint on erosion rates and their
scaling with glacier size. However, any history constructed
must obey the constraints we have discussed above, and so
cannot vary too much even if erosion rates during the
readvance are different from the �1 mm/a we assumed
for these reconstructions.

6. Discussion

[50] The spatial pattern of CRN concentrations in a
deglaciated valley ultimately depends on three factors:
the ELA-terminus position relationship (as determined by
valley hypsometry), the time distribution of terminus posi-
tion, and the rate of glacial erosion. Absent erosion, any two
statistically similar ELA time histories will yield similar
exposure age patterns in a particular valley. The details of a
given history matter where erosion is important to modify-
ing the CRN signal, i.e., where erosion rates exceed
�0.1 mm/a. Differences in hypsometry between tributary
valleys result in different responses to the same changes in
local climate. Specifically, periods of steady retreat result in
age differences between tributaries of differing hypsometry
that scale inversely with the rate of retreat. During non-
monotonic retreats, exposure ages also differ between
tributaries depending on the extent and duration of read-
vances, and the erosion rate of the glacier during these

Figure 11. Modeled AAR versus ELA for MBCV in an
experiment in which ELAwas lowered in 100 m steps. Note
the transient AAR spike coincident with each step, followed
by an equilibration to a steady AAR after a few hundred
years. As the glacier approaches its LGM extent (ELA =
3350), the equilibrium AAR converges to �0.6. However,
higher ELAs result inmuch lower AARvalues. This behavior
is symmetric, that is, stepping up to an ELA results in the
sameAAR as stepping down to that ELA. This means that the
GC2D model and the AAR method will disagree greatly in
glacier reconstructions for this valley when the glacier is
much shorter than its LGM extent.

Figure 12. Model age-distance trends for MBCV resulting
from the histories drawn from the ELA-age plot
(Figure 10c). Gray data points are the CRN and radiocarbon
age data (symbols as in Figure 3). Open symbols and dashed
lines represent the south tributary. The linear fit (blue line)
overpredicts exposure ages through the middle of the main
valley but fits the headwaters, lower valley, and south valley
well. The arbitrary nonlinear history (green) results in a better
fit to much of the main valley data but greatly underpredicts
the south valley ages. Labeled samples are discussed in the
text. Error bars on ages include 1s analytical uncertainty and
production rate scaling uncertainty.
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readvances. Because of these differences, the details of the
age patterns among two or more tributaries of the same
glacial valley can be used to place rigorous constraints on
the deglaciation history of that valley. The ELA-terminus
position relationship can be used to plot the CRN samples in
ELA-age space. This allows the CRN age data to be viewed
without hypsometric effects, ties the deglaciation history to
climate, and allows detection of samples that either contain
inheritance or have been shielded by sediment or snow to a
greater degree than other samples.

6.1. Implications for Regional Climate Following
the LGM

[51] LGM ELAs in WNA were generally lower than
modern values by �600–1000 m, but this varies from
location to location [Pierce, 2003; Kaufman et al., 2003].
LGM ELAs were lower in northern and more coastal areas
and higher in the interior and to the south [Porter et al.,
1983]. Our model results imply a 900–1000 m lower ELA
at the LGM in the Animas River Valley and at least 600 m
lower in Middle Boulder Creek Valley. On the basis of the
ELA-age relationships in both valleys, the mean rate of
ELA rise was significantly higher in the San Juan Moun-
tains than in the Front Range. This prompts the question of
whether this is a local effect or if a systematic trend in ELA
rise rate can be seen from north to south in the Rocky
Mountains. We point out that the total ELA change between
LGM and deglaciation was necessarily greater in the San
Juan Mountains than in the Front Range, because the LGM
ELA was probably lower in the ARV than in MBCV, and a
higher ELA is needed to fully deglaciate the ARV. As there
is more high-elevation terrain in the San Juan Mountains
than in the Front Range, they are not deglaciated until the
ELA reaches �4000 m, whereas an ELA of 3900 m
deglaciates MBCV. Regardless, the exposure ages from
the ARV are well explained by a steady ELA rise history,
with no acceleration, stalling, or readvance. Short periods of
stillstand or readvance (<1–2 ka long) might have occurred
in this valley and would not be detectable using the methods
discussed here.
[52] In contrast, the model results discussed above for

MBCV suggest that a protracted (�2 ka) partial readvance
or stillstand occurred in the Front Range between initial
deglaciation at �21 ka and rapid deglaciation beginning at
�14 ka. This event did not leave a moraine record, and we
can only speculate as to the reason. A quick readvance
would likely leave less of a moraine than a slow one, and in
both cases the moraine would be smaller than that left by a
protracted stillstand. To explain the majority of our CRN
ages, a stillstand would need to have been at least 2000

Figure 13. (a) Modeled customized ELA rise histories and
(b and c) resulting age-distance trends for MBCV. ELA
histories were customized after careful review of generic
model results (Figures 7–10) and the ELA-age plot
(Figure 11). Both scenarios satisfy most of the data from
both tributaries and represent our preferred interpretations
of the cosmogenic record from MBCV. Labeled samples
are discussed in the text. Error bars on ages include 1s
analytical uncertainty and production rate scaling
uncertainty.
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years long. We can appeal to information from the adjacent
valley to the north of MBCV. Here, the LGM glacier in
North Boulder Creek Valley impounded ice marginal Lake
Devlin �3 km up valley of the Pinedale (LGM) moraines.
Radiocarbon and OSL constraints from lake sediments
indicate that the lake existed from �23 to 14 ka, with the
possibility of an outburst and subsequent reimpoundment
�15.5 ka [Madole, 1986; Leopold and Dethier, 2007]. One
could interpret this to reflect a retreat of the glacier past the
lake outlet and a subsequent readvance, which would be
generally consistent with our timing from MBCV. We
therefore tentatively suggest that a readvance is the more
likely scenario in MBCV, but emphasize that both the
stillstand and readvance scenarios explain the CRN data.
[53] In the northern U.S. Rocky Mountains, glaciers

retreated from their last maximum positions at 16–17 ka
[Licciardi et al., 2001, 2004;Munroe et al., 2006; Refsnider,
2008], suggesting that an advance at this time overrode any
older, LGM-equivalent moraines in these valleys. A similar
readvance in the southern Rockies has not been as well
documented; if it occurred, it did not always override the
20–21 ka moraines. For example, terminal moraines with
both LGM ages and �17 and �15 ka ages are found in the
northern Sawatch Range, �100 km southwest of MBCV
[Schildgen, 2000; Brugger, 2005; Briner, 2007].
[54] Licciardi et al. [2004] proposed that the lengths of

LGM alpine glaciers were suppressed in the north by the
presence of the Laurentide Ice Sheet (LIS), and implied that
glaciers across the United States Rocky Mountains regrew
to their LGM positions or beyond at 16–17 ka because of a
widespread cooling event at this time. Superimposed on this
record was the reduction of the LIS and the corresponding
northward shift of the jet stream. Our deglaciation record
from MBCV corroborates a widespread readvance at about
the same time, but it is constrained to lie within the LGM
footprint. We hypothesize that the reduced orographic and
thermal effect of the LIS by 16–17 ka allowed alpine
glaciers in the north to regrow to or beyond their LGM
limits, while more southerly glaciers only readvanced within
their LGM footprints. Local effects, such as the presence of
a nearby moisture supply as in the Uinta Mts. [Munroe et
al., 2006] or the differing response time of different ice
streams as in the Yellowstone ice complex [Licciardi and
Pierce, 2008], would have also affected the magnitude of
this readvance relative to the LGM footprint. It is tempting
to suggest, on the basis of the timing, that such a readvance
was the result of widespread atmospheric cooling at mid-
high latitudes following shutdown of North Atlantic deep-
water circulation during Heinrich Event H1 [e.g., Clark and
Bartlein, 1995; Benson et al., 1996; Hostetler and Bartlein,
1999]. We note that the mechanism for any transmission of
the North Atlantic signal to the rest of the world is not fully
understood [Hostetler et al., 1999], but the broad interhemi-
spheric synchronicity of alpine glacier moraine deposition
�16–17 ka is compelling [Schaefer et al., 2006]. Farther
south, our ARVexposure ages do not require a readvance or
stillstand between the global LGM and full deglaciation, but
this does not preclude the existence of a short-lived or
small-amplitude readvance during this time. All of the
studies cited above indicate rapid, extensive deglaciation
across WNA between 14 and 12.5 ka (i.e., during the
Bølling-Ållerød warming of the North Atlantic), with no

evidence for extensive glacier regrowth during the Younger
Dryas.

6.2. Practical Advice for Applying the Methods
of This Study

[55] The techniques discussed in this paper can be
employed to provide an additional constraint on the degla-
ciation histories of individual alpine valleys where glacially
polished bedrock suitable for cosmogenic dating can be
found. Used in conjunction with radiocarbon, moraine
exposure ages, and other constraints, they can help provide
a more complete picture of the demise of alpine glaciers
following the LGM. They are particularly useful where little
evidence of glacial position is recorded between the LGM
terminal moraine and the headwaters. We therefore con-
clude with some practical advice for efficiently applying
these methods.
[56] Before sampling, a dynamic glacier model should be

used to constrain the relationship between ELA and termi-
nus position for all tributaries of the valley of interest.
Reaches of tributaries that differ greatly in their ELA-terminus
position curves should be prime targets for sampling,
because these areas are where the greatest age discrepancy
will result for a specific deglaciation scenario. These areas
will therefore provide the strongest leverage on extraction of
the deglaciation history. Ideally, several tributaries that join
the main valley at different down-valley distances can be
used. Very small tributaries should generally be avoided
because they are more prone to topographic aspect and
other local climatic effects, violating the assumption that
all tributaries share a common forcing signal. Very
small tributaries with low ice discharge and the highest
headwaters of all tributaries are also less likely to be
cosmogenically reset because of limited erosion in these
settings [Anderson et al., 2006].
[57] Densely spaced samples along the length of each

valley will always be ideal. Because this is not always
economical, we suggest emphasis on sites just above
tributary junctions and in the main valley below each
junction, on the terminal moraine, and in the headwaters.
If radiocarbon or other independent constraint on deglaci-
ation timing in the headwaters can also be obtained, it will
provide a strong test of whether cosmogenic inheritance is a
problem in a given setting.
[58] Once age data are obtained, it is important to use the

ELA-terminus position curves to construct an ELA-age
diagram. Data from all tributaries should generally collapse
into one monotonic path in ELA-age space. Outliers may
represent sites with inheritance (if high) or unusual shield-
ing conditions (if low). This monotonic path will place
strong constraint on the ELA histories that can explain the
cosmogenic data, and the potential for details such as
readvances and stillstands can be assessed in the context
of this basic history.
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