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ABSTRACT 

Over the past two decades high-speed vessels have extended their service areas from protected waters to the open ocean 

where frequent and large water impacts can result in structural damage. The accurate prediction of slamming loads, and 

their consequences on light-weight high-speed vessels, is an essential element of efficient structural design. The aim of 

this work is to understand and accurately predict the behavior and local slam loads of quasi-2D wedge shaped hull 

forms impacting water. The computed results, using finite-volume Computational Fluid Dynamics (CFD), are validated 

against drop test experimental data and compared to a previously published numerical simulation using Smoothed Par-

ticle Hydrodynamics (SPH). The CFD results show good agreement with the experimental measurements. 
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1. Introduction 

A major challenge in designing advanced marine vehi-

cles is to achieve efficient structural design. This can 

only be accomplished through the accurate prediction of 

a vessel’s motion response and the resulting sea loads 

[1].  

One of the principal sea loads, called slamming, which 

is a rapid impulse load due to water impact on, for a 

monohull, the vessel’s bottom, or bow flare, and for mul-

tihulls, on the wetdeck between the demihulls [2], see 

Figure 1. Slams can cause major global loads as well as 

significant local loads on hull panels due to the applied 

slam pressures during water entry [3]. 

A slam may cause severe damage, as reported by Sun 

[4], due to significant local loads, and can also excite  

the natural modes of the structure, called whipping [5]. 

This can have a significant influence on reducing the 

fatigue life of a vessel as discussed by Thomas et al. 

[5,6].  

Frequent exposure to slamming can affect the opera-

tional economics by increasing the likelihood of un-

planned docking due to the possibility of fatigue cracks 

occurring.  

In addition, during ship operations in rough seas, the 

master may reduce speed to prevent continuous wave- 

induced slamming and excessive accelerations, thereby 

limiting the effects of load peaks on the vessel’s structure, 

causing a delay in port arrival. 

Understanding the behavior of high-speed vessel im-

pacting water, after the vessel becomes partially airborne, 

has been for some time considered as the key issue in the 

prediction of slam loads.  

In collaboration with INCAT Tasmania, the University 

of Tasmania (UTAS) has conducted significant research 

since 1997 to understand the slamming behavior of 

high-speed ships.  

This research has involved full scale measurements on 

INCAT vessels [8-10], model towing tank experiments 

[11,12] and model drop test experiments [1,13].  

In full-scale trials, it is difficult to evaluate the slam 

 

 

Figure 1. Heavy slamming condition at seas [7]. 
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loads since the researchers do not have control on the 

environmental conditions [5,14]. Therefore, drop tests 

are usually used to investigate slamming events in a con-

trolled environment [15,16].  

Whelan [1] conducted quasi two-dimensional symmet-

rical drop tests of nine scaled models (wedges and cata-

maran hull forms) to capture the essential features of 

slam events. The accurate measurement of pressure 

around models during water entry was used to propose 

design changes to reduce slamming impacts. 

Many researchers have developed and/or applied nu-

merical approaches to simulate the behavior of ships 

during water entry, including Finite-Volume Method 

(FVM) [17], Finite-Element Method (FEM) [18], Finite- 

Difference Method (FDM) [19], Smoothed Particle Hy-

drodynamics (SPH) by 2D [20], Boundary Element 

Method (BEM) [21] and Fluid Structure Interaction (FSI) 

[22]. 

Validation of these methods has usually been carried 

out through benchmark model tests results [23]. 

This present work is devoted to the prediction wedge- 
shaped hull forms behavior during slam events including 

motions and local slam loads using quasi 2D finite- 

volume CFD. The computed results were validated 

against drop test data from a series of experiments con-

ducted by Whelan [1]. The work is also compared to a 

set of Smoothed Particle Hydrodynamics’ (SPH) predic-

tions by Shahraki et al. [24] for the same test conditions.  

2. Numerical Methods 

Advances in computational power have been an essential 

element in establishing CFD as a powerful simulation- 

based design tool for model and full scale optimizations 

in the field of ship hydrodynamics. 

CFD is proposed as being capable of solving the slam 

problem for complex hull geometry. In such cases, pre-

dicting the ship behaviour using analytical solutions are 

generally assessed as being impossible [25].  

CFD is faster and cheaper for calculating the detailed 

flow-field, hydrodynamic characteristics of new ship 

designs in the preliminary design stage than measuring 

the same characteristics using scaled model tests. How-

ever, high quality experimental data is needed to validate 

the computed results [26].  

According to ITTC 2011 [27], CFD could achieve 

wider use if; the accuracy of results, grid generation, 

turnaround time and complexity of CFD can be im-

proved.  

2.1. Numerical Simulation of Free Falling Wedge 
Entry 

The present work is devoted to the numerical simulation 

of a quasi 2D 25˚ deadrise wedge dropped from above 

the water surface with a given initial velocity equivalent 

to the experimental data, see Table 1 and Figure 2.  

The numerical simulations were conducted using the 

CFD software STAR-CCM+ Version 7.06.  

To assist the validation of the CFD results and to en-

able comparisons with the experimental data the entire 

domain was given the dimensions of the UTAS drop test 

tank. Length 2.4 m, width 0.3 m and water depth 1 m, as 

shown in Figure 2. However, the symmetry of the ge-

ometry about y-z plane and symmetric water entry condi-

tion enabled the domain to be reduced in half. The do-

main thickness was simulated by 25 mm, one cell in the 

“y” direction in most of the domain, to reduce the calcu-

lation time, as shown in Figure 3. 
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Figure 2. Schematic drop test diagram.  

 

 

Figure 3. Computational domain. 
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Table 1. Principal particulars of model section [1]. 

Type Mass (Kg) 
Experimental drop 

height (m) 
Impact velocity (m/s)

Wedge 0.9 0.081 1.22 

 

A multiphase segregated fluid model is employed to 

solve the conservation equations for mass, momentum, 

and energy for each phase. This model solves the flow 

equations for the velocity components and pressure in an 

un-coupled manner.  

Star-CCM+ uses a Semi-Implicit Method for Pres-

sure-Linked Equations (SIMPLE) algorithm to resolve 

the pressure-velocity coupling, while the linkage between 

the momentum and continuity equations is achieved 

through predictor and corrector stages. 

The laminar flow is considered sufficient to capture 

the local slamming loads, as the high pressure strikes are 

localized in time and space, [28,29]. 

The free surface was modelled using the Volume of 

Fluid (VOF) method based on fluid volume fraction for 

solving the equations in both air and water and capturing 

the interface between them. The free surface was consid-

ered to be the region between cells comprised entirely of 

each of the two fluids, or where the volume fraction of 

either fluid is one half and these cells sum to one. 

The two fluids mix at their interface and the physical 

properties are taken as averages, weighted by the volume 

fraction of each of the fluids in these cells. A point on the 

water surface defined the free surface position. However, 

in order to adequately capture the water flow around the 

wedge, it was essential to have a fine grid around the free 

surface interface to minimise the smearing effects due to 

numerical diffusion.  

The drop motion of the wedge was achieved by acti-

vating the vertical motion only in the 6-DOF DFBI (dy-

namic fluid body interaction) rotation and translation 

model in STAR-CCM+, which solves the equations of 

rigid body motion for all 6-DOF bodies. However in this 

case it was reduced to solve it in the vertical direction 

only. 

The Computational domain consisted of chimera grids, 

which are arbitrarily assembled blocks that overlap cov-

ering the following regions, see Figures 3 and 4. 

Background region containing the far-field flow do-

main and covered by stationary grid components. 

Overset region, extend to some distance from the mov- 

ing wedge. The overset mesh is attached to the moving 

wedge and covered the overset. 

Figure 3 illustrates the interface between the overset 

mesh and the background mesh. This region contains 

four main types of cells namely active cells, interpolation 

(acceptor/donor) cells and inactive (passive) cells. The 

overset mesh follows the time history of the body mo-

tions and is influenced by the gravity and fluid resistance; 

details can be found in [30]. 

The mesh was constructed using STAR-CCM+ CFD 

software, the calculations were carried out on two hexa-

hedral meshes, see Figure 4.  

First, the overset mesh which was refined around each 

pressure transducer to capture the rapid slamming pres-

sure instead of refining the whole bottom of the wedge.  

Figure 5 shows the effect of grid size on the trans-

ducer geometry. The cell size of 0.3 × 0.3 × 0.3 mm at 

the pressure transducers was considered sufficient, see 

Figure 5(b); using a coarser mesh would distort the 

transducer geometry, see Figure 5(a), and consequently, 

will affect the surface average pressure. 

The background mesh was refined at the overlapping 

region by using assembled blocks, called volumetric 

mesh controls. For accuracy, the cell size in the overlap-

ping region, see Figure 5, was similar on all grids that 

overlap since if cells sizes are different the accuracy of 

interpolation on the coarser grid will determine the accu-

racy of grid coupling.  

Linear interpolation was used among each moving ac-

ceptor cell centroid and four donor cells’ centroids for 

3D cases.  

The fluxes through the cell face between the last active 

cell and the acceptor cells were approximated in the same 

way as between two active cells. While parts of the 

 

 

Figure 4. The scalar fields for the background and overset 

regions. 

 

  
(a)                     (b) 

Figure 5. Half of the transducer geometry. (a) Shows a 

course grid with 1.2 mm; (b) Shows a fine grid with 0.3 mm. 
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background grid lying on the moving wedge were deac-

tivated, see Figures 4 and 6.  

The simulations were run in series mode on a PC with 

Intel CoreTM i7-2600 CPU@3.4 GHz and 16.0 GB RAM. 

A sensitivity study was carried out to analyse the ef-

fect of varying the mesh density with suitable time steps 

(Courant number varying from 0.05 - 0.5). To ensure 

stability, the maximum time step was chosen to satisfy 

the Nyquist sampling criterion that requires at least two 

time-steps per cell. The minimum time step was chosen 

for courant number of 0.1 to capture the pressure peaks. 

The CFD uncertainty was approximated by increasing 

the mesh density systematically from around 58-388 k 

cells. 

The total number of cells and cell dimensions are 

shown in Table 2, while Figure 7 shows the variations in  

 

Overset Grid Free Surface 

Overlapping  

Region 

Background 

Grid 

 

Figure 6. Symmetry view of the free falling wedge’s grids. 
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 Grid1 Grid 2 Grid 3 Grid 4

Cells 58836 129347 388041 388041

Δx 0.0125 0.00625 0.0031 0.0031 

Δy 0.025 0.0125 0.0125 0.0125 

Δz 0.0125 0.00625 0.0031 0.0125 

0.0005 0.0001 0.00005 0.000025Time steps (Δsec) 

Wall clock time (≈hours) 0.2 0.7 2.3 3.8 

Random access memory 4 Gb 

the calculated pressures at pressure transducer number 1. 

Fr

2.2. SPH Method 

 using CFD were compared against a 

ng among particles were 15 m/s, 5 

m

havior of nine two-dimensional 1/40-scale 

odels entering still water under drop tests, see Figure 8, 

at different conditions for varied wedge and catamaran 

geometries. Peak acceleration, velocity time record, av-

erage surface pressure and flow visualization were re-

corded and analysed. 

Various models were dropped vertically into still water 

using a drop test facility. The facility consisted of a 2.4 m 

× 0.3 m × 1.2 m tank with a tower, main post, padded 

shock-absorbers and two sets of adjustable bearings, (see, 

Figure 8).  

 

om the grid independence study, it was found that us-

ing smaller grid sizes results in predicting higher pres-

sures. Grid 3 was chosen to save the computational time, 

as there was only a very slight difference in resulting 

pressures between this grid and grid 4. 

The obtained results

simulation carried out by [24], using the Smoothed Parti-

cle Hydrodynamics [SPH] technique. 

Shahraki et al., studied a range of coefficients of vis-

cosity and speed of sound due to their significant effect 

on both computational time and accuracy of results. The 

study found that the optimal values for speed of sound, 

particle size and spaci

m and 10 mm respectively [24]. 

3. Model Tests 

Whelan [1] investigated the influences of geometry on 

lamming bes

m

 

Figure 8. Drop test tank at University of Tasmania.  
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The bearings allowed for a free vertical translation 

sure at four locations (using grid 3) 

ar

he location of the pressure sensors and there-

fo

 numerical results with high quality experimental 

da

.  

mputed peak pressures due to 

ch

 shows the pressure distribution, around 

pr

These times are equivalent to the suggested positions 

of pre ative 

pressure zone were found at the wedge chine (se  

10)  vena contracta. 

ng su a

sm steps (courant number around 0.1) are re-

q e

ficient for predicting the impact pressures at P1, P2, P3 

and P4.  

Figure 12 presents the time history of P1 and its com-

puted value at two different time steps. 

 
Table 3. Main characteristics of the sensors [1]. 

Sensor Model Range Sensitivity 
Resonant 

Frequency

motion without vibration.  

The gap at each end between the model and the wall of 

the tank in the “y” direction set at 5mm based on the re-

sults of a sensitivity study [1].  

The data was recorded at a rate of 7042 Hz. In addition 

a high-speed camera was used to capture video images of 

the flow.  

Table 3 shows the relevant specifications of the sen-

sors used.  

4. Results and Discussions  

The results for wedge’s translation, velocity, vertical 

acceleration and pres

e discussed both quantitatively and qualitatively.  

It was found that the computed pressures are very sus-

ceptible to t

re a sensitivity study for the location of the pressure 

sensors was carried out in which a sensor’s centre loca-

tion was varied to ±1.9 mm of the given location during 

experiments. This emphasised the importance of validat-

ing the

ta, as if there is a slight deviation in the position of the 

transducer, the error could be duplicated, as shown in 

Figures 9 and 10

This study was carried out on P3 transducer, which has 

a diameter of 3.8 mm and was located at 0.159 m, 0.05 m, 

−0.112 m. 

The difference in the co

anging the location in two directions (see Figure 11) 

was found to be approximately constant for P3.1 and 

result in a 10% reduction for P3.2 (see Figures 9 and 

10).  

Figure 10

essure transducer number 3, on the wedge hull at three 

selected times.  

ssure transducer number three. However, neg

e Figure

due to

Due to the rapid cha e in pres re during w ter entry 

all time 

uired. Ther fore, Δs equal 5.0E−5 s was considered suf- 

Accelerometer 7290A-30 +/−30 g 66+/−4 mV/g 1.5 KHz

Pressure  

Transducer 
8510B-500 447+/− 0-3 KPa 4.1 KPa/mV 500 KHz

 

Figure 9. The effect of the location of pressure tran ducers 

on the computed pressure. 

 

s

 

 

Figure 10. Distribution of pressure contours on the wedge 

shaped hull form at three different time steps.  
 

  

Figure 11. Positions of pressure transducer number 3. 
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The pressure, P1, was under predicted by 12% when 

compared to experimental measurements, but was found 

to significantly decrease at bigger time. 

It should be noted that in [28,31] the pressures at the 

w

ments. While the change in time step 

on

slation during the drop is 

own in Figure 15. It is presented where time is set to 

zero when the wedge apex reaches the free surface with 

the same initial velocity as that measured in experiment. 

The calculated vertical translations using SPH and CFD 

during wedge entry show excellent agreement with the 

experimental data, see Figure 15. This is because the 

motion is predominantly dependent on the wedge’s mass 

and buoyancy. 

While, SPH under predicts the drop velocity by ap-

proximately 8%, CFD shows excellent agreement with 

the experiment, Figure 16. 

 

edge apex was also under predicted during numerical 

simulations when compared to drop test experiments.  

The pressure at P2 shows good agreement with the 

experimental result by using Δs equal 5.0E−5 s, see Fig-

ure 13. At this location the time step had an insignificant 

effect on the calculated pressure. 

Further up the deadrise at location P4, the predicted 

pressure, was found to be 10% greater than the experi-

mental measure

ly resulted in a change in pressure of 5%, see Figure 

14. 

The wedge vertical tran

sh

 

Figure 12. The effect of time step on predicting P1. 

 

 

 

Figure 14. Pressure at P4. 

 

 

Figure 15. Wedge vertical translation with respect to time. 

 

 

Figure 16. Wedge vertical velocity with respect to time. 

 

Figure 17 shows that the vertical acceleration is better 

predicted by STAR-CCM+ while SPH sustained unstable 

fluctuations. 

The peak pressure is under predicted at P3 using CFD 

by 10%, as shown in Figure 18. This emphasises that to 

accurately predict slam pressures a time step is needed 

(courant number around 0.1) and/or increased mesh re-

finement. However this comes at the expense of reduced 

computational efficiency.  Figure 13. The effect of time step in predicting P2. 
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Figure 17. Wedge vertical acceleration with respect to time. 

 

 

Figure 18. Average surface pressure on transducer no. 3. 

5. Conclusions 

This paper presented results of a comparative study for 

drop tests on symmetrical wedges. Numerical solutions 

using STAR-CCM+CFD-software were compared with 

results from experimental drop test measurements. The 

simulations have illustrated the possibility of using CFD 

to predict motion responses and local slamming pressures 

since excellent agreement was found with experimental 

data. 

The location of the pressure transducers was found to 

have a significant effect on the numerical simulation re-

sults. Therefore much care and focus are needed when 

measuring the position of pressure transducers during 

experiments. 

Relatively larger time steps can be used to accurately 

predict the wedge’s motion responses, as well as the 

pressures distant from the wedge’s apex.  

Computing pressures near the wedge apex need par- 

ticular focus due to the rapid increase of pressure in this 

zone. A Courant number of around 0.1 can be considered 

sufficient in predicting slamming pressures, particularly 

at the zone of large pressure change, as near the wedge 

apex. 

The laminar flow was considered sufficient to predict 

localized loads such as slam loads. 

The CFD results showed better agreement to the ex-

perimental results than available computed results using 

the 2D SPH technique, thus it is proposed that the work 

can be extended in the future to predict slamming on 

twin-hull models.  

Future work will centre on a comparison of the lami-

nar flow model against turbulence models, the extension 

of predicting the whole motions in 6 DOF and pressures 

of more realistic monohull forms and unconventional 

hull models, e.g. catamaran hull forms, during impact 

phase.  
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