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Air ejector rocket systems, typical of combined cycie engínes for space propulsión applications, have been 
studied within the ESA Future European Space Transportation Investigations Program. The description and 
validation of the computatíonal fluid dynamics (CFD) algorithm that has been tuned to simúlate the behavior 
of these systems, and the numerical rebuilding of the ejector rocket experimental tests that were carried out 
at TNO in The Netherlands are given. The computatíonal developments being presented target the problem of 
turbuient mixing layer simulation, which is one of the leading phenomena that govern fiow behavior inside an 
ejector rocket. Comparison between experimenta! and CFD data is given for two validation test cases: a two-
dimensional turbuient mixing layer and an axysimmetric ejector in cold fiow. Then, the numerical rebuilding of 
the ejector rocket experimental tests is presented, and the resuíts are discussed with regard to the comparison 
between numerical and experimental data. 
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- local speed of sound 
= total energy 
= turbuient kinetic energy 
- convective Mach number 
= source term 
= velocity along x axis 
= velocity along y axis 
= velocity along z axis 
= turbuient dissipation 
= dilatation dissipation 
= solenoidal dissipation 
= viscosity 
= density 
= turbuient stress tensor 
= stress tensor 

I. Introduction 

C ONVERGENT-DIVERGENT conical nozzles for propulsión 
applications have important thrust losses whenever exit pres-

sure is lower than ambient pressure. In this regime, which is normally 
present in the early stages of fíight, losses should be minimized to 
increase mission effectiveness. This optimization goal could be ad-
dressed, for instance, by using ejector nozzles that are characterized 
by their potential capability to provide thrust augmentation for ver­
tical and short takeoff and landing aircraft, to power supersonic 
civil aircraft, and to be an alternative to plug nozzles. However, 

achievement of that goal depends on the capability to carry out, in 
an efficient way, several complex processes inside the ejector such 
as ingestión of ambient air, rapid thermal and kinetic mixing, and 
discharge of the mixture to ambient pressure. 

Early theoretical work in ejector rocket analysis and design began 
by implementing simplifying assumptions such as perfect gas, neg-
ligible skin-friction and blockage losses, adiabatic surfaces, com­
plete mixing, etc. In parallel, extensive databases were generated 
by experimental testing. Furthermore, these experimental data have 
been generalized in the fashion of generic empirical correlations 
that collect the available information, and allow for their use as pre-
diction tools. More recently, computatíonal fluid dynamics (CFD) 
techniques are being applied to the study of ejector nozzle concepts 
due to their flexibility and capability to deal with complex models. 

In the context of ejector rocket performance analysis, Schetz' 
published in 1969 one of the earliest analytical studies on the subject 
including turbulence models. Some years later, Schetz2 provided a 
comprehensive review of theoretical and experimental results that 
could be used to validate numerical algorithms, among other appli­
cations. Optimization and parametric studies have been published by 
Dutton et al.,3 Dutton and Carrol,4 Wacholder and Dayan,5 Alperim 
and Wu,6,7 and Emmanuel.8 Steffen et al.9 have provided a com-
putational analysis of an ejector rocket in the rocket-only oper-
ation. They concentrated on performance analysis and were able 
to generalize the results by using statistical design of experiments 
techniques. After their generalization, they reported that it is possi-
ble to make accurate predicrions in a six-dimensional design space 
without having to run additional CFD simnlations. Other studies on 
rocket combined cycles have been published by Granji et al.10 and Qi 
et al.11 Recently, Daines and Segal12 published an extensive review 
on rocket-airbreathing combined-cycle systems for space launch 
applications. The authors reviewed the different technology aspects 
that characterize this type of propulsión systems and, in particular, 
they pointed out the synergistic advantages that could be obtained 
by integrating rocket and airbreathing systems. 

One of the most critical aspects to be reckoned with when deaíing 
with numerical computing of ejector rocket aerodynamics behav­
ior is mixing layer modeling and simulation. In fact, successful 
resolution of this fiow structure in complex geometries is a very 
challengíng task from the CFD point of view. With regard to ejector 
rocket related fiow, Bogdanoff,13 Papamoschou and Roshko,14 and 
Papamoschon15 pointed out that compressibility effects associated 
to supersonic mixing layers could be described as a function of the 
convective Mach number Mc • This dimensionless number measures 



how far the difference between the speed of the two layers is frorn 
the average sound speed. 

Very recently, Barber et al.16 have provided a very interesting 
paper dealing with the study of the parameters that affect the accu-
racy of mixing layer prediction. The authors compared the results 
of five different CFD codes vs two sets of experimental data: a 
heated supersonic round jet (very relevant for the issue of ejector 
rocket sünulation) and a two-dknensional supersonic mixing layer. 
In the case of the supersonic round jet, all five codes provided sim­
ilar outputs; however, the comparison with the experimental results 
was not very satisfactory. On the other hand, the simulation of the 
two-dimensional mixing layer proved to be far more accurate. Im-
plementation of several corrections in the aigoiithms led to an im-
provement on the prediction of the round jet flow. However, Barber 
et al. discourage this option because of its inherent lack of generaí-
ity. AIso, they suggest the need to implement a small forward flight 
component (Mach of the order of 0.05) to strengthen computational 
stability and to use wall integration instead of wall functions. 

In summary, it could be said that incompressible mixing layers 
are, in general, well understood. Mechanisms controlling growth 
of the mixing layer as well the mixing process itself are identified 
and could be modeled after different formulations having several 
levéis of complexity. Compressible and chemicalíy reacting mixing 
layers, however, are still being subjected to very detailed investiga-
tions. The role played by coherent structures, evoluíiors of turbulent 
flow variables, and influence of compressibilíty effects are some 
of the open questions that are now being studied. For the practical 
design of ejector rocket systems, which rely on accurate prediction 
of these flow features, models based on semiempiricaí closures are 
available, and they could be used confidently for preliminary design 
purposes. Analysis methods based on fc-e models show a satisfac­
tory combination of accuracy and computational cosí, provided that 
detailed prediction of complex local flow phenomena is not sought. 
Second-order methods provide a good description of the flowfield, 
but their associated computational effort, both in terms of time and 
numerical robustness, is such that they have not reached yet the 
engineeñng design departments. 

The work presented hereafter addresses Ehe process of numerical 
rebuilding of the ejector rocket experimental tests that have been 
carried out in the frame of the ESA Future European Space Trans­
portation Investigations Program (FESTIP). First, the description of 
the numerical code being used is addressed. Then, vaíidation results 
are presented, numerical reconstruction of experimenta is shown, 
and conclusions are given. 

II. Flow Solver Description 
The solver that has been used in this work is of tlie finite el-

ement type. Details concerning its numerical scheme and vaíida­
tion campaign in problems other than ejector rocket related have 
been published elsewhere by the authors.'7'l8 The algorithm uses an 
explicit time-marching finite element scheme, and the increments 
of the variables are calculated at each time iteration by using the 
weak formulation of Navier-Stokes equations. (An integral for-
mulation is used at each element instead of solving a differential 
equation.19) Local time stepping has been implemented ío accel-
erate convergence. Space discretization is performed by means of 
bilinear quadrangles, and integráis are performed by reduced inte­
gration in every element. The stability of the algorithm is enhanced 
by addition of the following dumping terms: Lapidus artificial dif-
fusivity, fourth-order dissipation term, implicit residual smoothing, 
and second-order dissipation term activated by a pressure switch. 
For turbulence modeling, a k-s formulation has been implemented. 
Because the k-s model has a structure that closely resembles that 
of the Navier-Stokes equations, the same finite element numerical 
scheme is used to solve both sets of equations. Therefore, upwind 
and smoothing terms are aíso applied to the k-s variables. The law 
of the wall is applied to the wall boundary conditions. 

The standard k—s model fails to predict the observed decrease 
in compressible mixing layer spreading rate with increasing Mach 
number. In this regard, Sarkar et al.20 and Zeman21 have proposed 
models for the e equation that correcí that deficiency. Building 

on these formulations, Wikox22 has postulated a model that is 
well suited for waíl-bounded flow analysis. In these modeis, the 
compressible dissipation rate is written in terms of the fluctuating 
velocity and its divergence: 

pe = pss + psá (1) 

where ex and eá are the solenoidal and dilatation dissipation that 
are uncorrelated for high Reynolds number. Obviousíy, the latter 
contribution appears only for compressible flows. Sarkar et al.20 

and Zeman21 postúlate that the dilatation component of dissipation 
should be a function of turbulence Mach number M,, defined as 

M2 = 2k/a2 
(2) 

they argüe that the sink terms in the k and es equations shouíd be 
replaced by 
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where C¿i is a closure coefficient. Note that both Sarkar et al.20 and 
Zeman2' postúlate that equation for E¡ is unaffected by compress-
ibility. To cióse this model, the dilatation component of dissipation 
rate is assumed to be proportional to ss as follows: 

SII=^F(MÍ)ES (4) 

where £* is a closure coefficient and F(M,) isa prescribed function 
of M¡. The Sarkar et al.,20 Zeman,21 and Wilcox22 formulations 
differ in the valué of £* and in the functional form of F{M,). In the 
work presented in this paper, the Wilcox22 model has been used. In 
particular, the model is characterized by the following formulation: 

M,„= i 

F(M,) = (Mf - M%)H(M, - Ml0) 

(5) 

(6) 

where H(x) is the Heaviside step function. 
Now, uondimensional flow equations (subscript s is dropped as 

usual practice) in flux vector form are written as 

dQ dE 3F 3G dEv BFD dG„ _^ + — + —H = —--\ + —-
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where u, v, w, p, and e are velocity components, pressure, and total 
energy. Here x[- are the terms m the stress tensor, and the q[ include 
the effects of heat transfer due to molecular viscosity and turbulence. 
Also, 

where 

flk — fl+jlt/Vk 

tia = ¡M + fL,fae 

Pt = pClt,(k
2/s) and C^i = 0.081, ak = 1, and aE = 1.44. 

The source terms are 

Sk = pP -p(e + ed) 

S£=pCe[(s/k)P~fpCB2(B
2/k) 

where C£¡ = 1.44, Ce2 = 1.83, and 

T 
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The íurbulent stress tensor r,y is made up by the terms originated by 
molecular viscosity and turbulent stresses as follows: 

pru = ZpkSij - 2iJ,,[(siJ - ¡SkkSu)] 

where 

_ 1 (Bu( 

Jx~ 

(18) 

(19) 

The two-dimensional versión of the solver has been used for vali-
dation case 1, whereas the axysimmetric versión has been used for 
both validation case 2 and numerical reconstruction of ejector rocket 
tests. 

III. Validation Test Cases 
The validation campaign has been carried out at two different 

levéis of complexity. The first one dealt with a two-dimensional 
compressible shear layer, whereas the secoñd addressed the more 
realistic geometry of a sonic ejector, whose numerical and experi­
mental results are available in the open literature. 

Validation Case 1 
The growth rate of a two-dimensional compressible mixing layer 

has been computed as a function of the convective Mach number Mc. 
Reynolds number was 3 x 104 basedon the mean velocity andinitial 
thickness á0 of the mixing layer. The shape of the computational 
domain was rectangular, and it was made upof 101 x 201 elements. 
The experimental data used for comparison have been published 
by Kline et al.23 and were reported and also used for validation 
purposes by Wilcox.24 Figure 1 shows the computational domain, 
as well as the comparison between the experimental and numérica! 
growth rate Cs of the mixing layer as a function of the convective 
Mach number. This growth rate is defined as 
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Fíg. 1 Two-dimensional Compressible mixing layer: a) overview of the 
computational domain and b) comparison between experimental23 and 
numerical data. 

(20) 

0 25 50 75 100 

x/S„ 

Fig. 2 Velocity profiles across the shear two-dimensional layer. 

where 8 is the mixing layer thickness and U¡ and U2 are the ve-
locities at the two freestreams. The máximum deviaúon between 
experimental and numerical results occurs at Mc = 0.6 and is of the 
order of 26%. The results improve for higher valúes of the convective 
Mach number, and typical errors for Mc > 1 are ofthe order of 10%. 
Static temperature isoplots that are straight lines with superimposed 
velocity profiles at three different positions of the computational 
domain are shown in Fig. 2 for the case Mc = 0.8. 

Validation Case 2 
This second validation case corresponds to an ejector nozzle 

tested by Gilbert and Hiíl.25 The ejector was a simplification of 
the mixer-ejector nozzles considered in the High-Speed Research 
Program of NASA. Operatrng conditions were as follows: Primary 
rocket nozzle total pressure and temperature were 246 kPa and 
358 K, and ambient pressure and temperature were 101 kPa añd 
395 K, respectively. Rocket exit diameter and duct exit diameter 
were 0.30 and 4.75 cm, respectively. Figure 3 shows a generic com­
putational domain used for calculations in the vicinity ofthe primary 
nozzle and secondary flow inlet. An overview of the Mach number 
contours is provided in Fig. 3. Positions used to extract radial veloc­
ity profiles with the aim of comparing with experimental data are 
also presented in Fig. 3. 
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x = 0.267 m 
Fig. 3 Overview of the NASA ejector with isomach number contours 
and positions (1-4) used to extract velocity profiies used for comparison. 

Fig. 4 Closeup of the mesh in the región where primary and secondary 
flows converge. 

The computational domain had 217 horizontal and 83 vertical 
elements in the upper-half of the ejector. This number of elements 
was selected after performing a grid independence anaíysis of the 
computed solution. Grid topology was adapted to fit the growth 
of the mixing íayer. Also, a similar adaptation was carried out to 
account for the boundary-layer growth on the outside of the rocket 
nozzle and on the irtside of the diffuser. The x axis was a symmetry 
íine, and positions in the mixing section were measured from the 
rocket nozzle exit piarte (primary flow). An overview of mesh in the 
vicinity of the rocket exit piarte is presented in Fig. 4. 

Figures 5 and 6 show the velocity profiíes at the four different 
positions specified in Fig. 2. Experimental data were obtained by 
Gilbert and Hili.25 In additton, the numerical results computed by 
Georgiadis and Yoder26 when using the Chien27 turbulence model 
are included. For each axial station X, the velocity profiies are plot-
ted vs normalized vertical position Y¡H, where H is the local dis-
tance from the centerline to either the top or bottom wali. These 
velocity profiies show that the numerical method that has been im-
plemented provides the same ievel of approximation than the model 
used by Georgiadis and Yoder.26 In particular, the spread rate of 
the mixing layer is simulated satisfactoriiy, although mixing cióse 
to the nozzle exit is somewhat underpredicted. The agreement with 
experimental data tends to improve downstream of the nozzle exit. 

One of the most critical aspects to be solved during the numeri­
cal convergence process was secondary flow acceleration from the 
entrance of the computational domain (Mach number cióse to 0) to 
the rocket nozzle exit plañe {primary flow). Boundary conditions 
that were used at the entrance of the secondary flow computational 
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Fig. 5 Flow profiies inside the NASA ejector at stations 0.076 and 
0.127 m: • , experimental data of Gilbert and Gilí25; , numerical 
simulation; and , numerical results of Georgiadis and Yoder.26 

domain were tota! pressure equal to ambient pressure and total tem-
perature equal to ambient temperature. Because of the subsonic 
character of the flow in that región, no additional boundary condi-
tion on the velocity normal to the computational domain entrance 
section was needed. Figure 7b shows Mach number evolution {from 
0.04 to 0.2) along the three straight fines that are given in Fig. 7a. 
Observe that the flow is smoothly accelerated so that it reaches the 
rocket nozzle exit without major disturbances. 

IV. Numerical Reconstruction of FESTIP Experimente 
An extensive ejector rocket flow experimental campaign was 

conducted within the ESA FESTIP at TNO in The Netherlands 
by Dijkstra et al.28 The objective of the campaign was to investí­
gate ejector rocket performance under a variety of conditions. An 
axysimmetric ejector rocket was considered that entrained ambient 
air from the test room. Rocket flow was supersonic, whereas the 
entrained air had to accelerate down from rest conditions up to the 
appropriate velocity in the mixing duct. The geometry that was con­
sidered is presented in Fig. 8. The ejector itself had a length of 0.954 
m, and it was followed by a shorter (0.252 m) slightly divergent dif­
fuser. In some of the test cases, a small constriction was placed at the 
end of the ejector (Fig. 8). An expanded view of the rocket región is 
presented in Fig, 9. Two different nozzles were used for the rocket 
whose operating and geometrical parameters are given in Table 1. 

In regard to the numerical reconstruction activity, multiblock 
structured grids, refined near the boundary and mixing layers re-
gions, were used. A grid independence anaíysis was performed, and 
it showed that no further improvements were obtained on the solu­
tion for grids having more than 30,000 points. When looking at the 
lower limit of mesh size, differences in computed thrust and bypass 
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Fig. 7 Mach number profiles along three different straight Unes inside 
the acceleration región of the secondary flow. 

Table 1 Geométrica! and operationai parameters 
of the two rockets used in the experimental tests 

Parameter 

Throat diameter, m 
Área ratio 
Total temperature, K 
Total pressure, MPa 
Exit static temperature, K 
Exit static pressure, MPa 
Exit Mach number 
Reynolds number 

Rocket 1 

0.016 
4 

2440 
1,2,3 
1310 
0.12 
2.7 

2 x l 0 6 

Table 2 Definition of experimental testf 

Case Rocket chamber 
number pressure, MPa 

1 1 
2 1 
3 2 
4 2 
5 3 
6 3 
7 1 
8 1 
9 2 
10 2 
11 3 
12 3 

Rocket nozzle 
throat diameter, m 

0.016 
0.016 
0.016 
0.016 
0.016 
0.016 
0.0225 
0.0225 
0.0225 
0.0225 
0.0225 
0.0225 

Rocket 2 

0.0225 
4 

2440 
1,2,3 
1310 
0.12 
2.7 

2 x l 0 6 

cases 

Consíriction 
present 

No 
Yes 
No 
Yes 
No 
Yes 
No 
Yes 
No 
Yes 
No 
Yes 
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flow 

0 = 0.100 m 
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Fig. 8 Overview of the TNO ejector rocket. 

ratio were less than 4% for meshes having 10,000 and 30,000 points, 
respectively. Figure 10 shows a closeup view of the 30,000 points 
mesh in the vicinity of the rocket nozzle exit. As in validation case 
2, the mesh was adapted to fií mixing layer growth. 

Instead of looking at the numerical residuals, the numerical pro-
cess was considered as converged when the time derivative of the 
bypass ratio was lower than a predetermined valué. In general, it 
could be said that convergence processes were long and difficult. 
The cases with the lower exit rocket pressure, that had the slower 
bypass ratio evolution, needed on the order of 500,000 iterations to 
reach the prescribed convergence criterion. The computational time 
was 8.1e—6 seconds per point per iteration in a í-GHz Inteí-based 
Pentium personal computen Table 2 presents the definition of the 
12 test cases that have been simulated. 

One of the aspects that had to be reckoned with during the simu­
lation process was the selection of the specífic heats ratio y of the 
mixture. Basically, the ambient air was a perfect gas with constant y 
(equal to 1.4), whereas rocket fiow could also be modeled as perfect 
gas having a different y (equal to 1.237). That is, we had to deal 
with the mixture of two perfect gases having different valúes of y, 
and, therefore, the problem was the selection of an effective y for 
each of the grid points where the numerical solution was sought. 
We considered that an appropriate index of the mixing extent at 
any given grid point was the total temperature at that point. The 
reason was that each of the two perfect gases was characterized by 
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Fig. 9 Closeup of the TNO ejector rocket in the región where primary 
and secondary flows converge. 

Fig. 10 Closeup of the mesh used for computations in the región where 
primary and secondary flows converge. 
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Fig. 11 Effective 7 profiies at four different positions inside the ejector. 

a different total temperature, and one the of effects of the mixing 
process (that depends on static temperature and velocity) was to 
change total temperature. Accordingly, we worked out a reiation 
between effective gamma and total temperature by using the mass 
fraction of each gas as the cortnecting parameter. Once this reiation 
was buüt up, it was implemented as a subroutine in our mimerical 
simulation algorithm. Profiies of the effective y downstream of the 
rocket nozzle exit at different locatíons are plotted in Fig. 11 for test 
case number 6 (Table 2). With regard to the Cp, the gas generator 

Case 1 

Case 3 

Case 5 
Fig. 12 Isomach lines for cases 1,3, and 5: case 3 upper half and cases 
1 and 5 lower half. 
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Fig. 13 Dimensioníess axial velocity at four different positions inside 
the ejector. 

that fed the rocket was operated with a mixture of ethane (C2H4) 
and air as oxidizer. The mixture was very oxidizer rích, and this 
allowed us to take the Cp of the rocket gases as 287 J/kg • K. 

Figure 12 shows isomach lines in the región cíose to the rocket 
nozzle exit for test cases 1, 3, and 5 (Table 2). Outgoing rocket flow 
in case 3 was nearly adapted, and this is why it is compared with 
cases 1 (overexpanded) and 5 (underexpanded). Observe that the 
topology of the local flow structure at the rocket nozzle exit had an 
influence on the downstream mixing characteristics: Higher rocket 
exit pressure caused more efficient mixing and entrainment. This 
is consistent with that higher rocket exit pressure means that the 
supersonic flow región downstream of the exit section (see lower 
half of Fig. 12) is also íarger. Then, this large energy región has a 
large capability to enírain ambient air. An indication of how fast 
the mixing process proceeds could be gathered from the smoothing 
of the flow velocity profiies inside the ejector. Figure 13 shows 
dimensioníess velocity profiies at the íocations specified in Fig. 11 • 

Figure 14 presents the comparison between measured and com-
puted wall static pressure along the mixer axial coordínate in 
the cases with the smaliest rocket nozzle throat diameter (test 
cases 1-6). In these cases, máximum deviation between experi­
mental and numerical data was of the orderof 15%. In cases 7-12, 
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Fig. 14 Comparison between experimental28 and compuíed static 
pressures along the ejector wall for different cases: a) • , case 1 ex­
perimental; , case 1 numérica!; • , case 3 experimental; , case 
3 numerical; • , case 5 experimental; and —, case 5 numérica! and 
b) #, case 2 experimenta!; , case 2 numerical; • , case 4 experi­
mental; , case 4 numerical; A, case 6 experimental; and —, case 6 
numerical. 

máximum deviation between measured and computed data was of 
the order of 20%. Test cases that did not have the constriction at 
the end of the mixer proved to be far easier to converge, and in this 
situation, differences between CFD and experiments were always 
less than 8%. 

When the bypass ratio is examined (deíined as the ratio between 
entrained air and rocket niass flow) accuracy of tlie prediction ap-
peared to deteriórate (Fig. 15). In cases without constriction, differ-
ences between experimental and numerical simulation data peaked 
at a máximum of 25%, whereas these differences climbed up to 70% 
in the cases with constriction. However, the question of the accu-
racy of measurements needs to be accounted for at this stage. In 
particular, the authors of the experimental campaign28 reported that 
the entrained mass flow was measured by using a singJe pitot-static 
tube at the mixer entrance and that corrections were implemented 
to account for the influence of velocity profiles. This means that the 
experimentally measured bypass ratio has to be regarded as merely 
indicative of the physical trend. 

ín our view, it appears that the present level of modeliog does 
not suffice to make really accurate predictions of the entrained mass 
ñow. A somewhat similar conclusión was drawn by Dijksíra et aí.2S 
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Fig. IS Comparison between experimental28 and computed bypass 
ratios as a function of the rocket chamber pressure: a) • , experimental 
cases 1,3, and 5; , numerical cases 1,3, and 5; • , experimental cases 
2,4, and 6; and —, numerical cases 2,4, and 6 and b) • , experimental 
cases 9 and 11; , numerical cases 7,9, and 11; • , experimental cases 
10 and 12; and —, numerical cases 8,10, and 12. 

when they used a quasi-one-dimerssional model to predict the flow 
variabies of interesí in their experiments. In their case, they ascribed 
the discrepancies to three possible causes: errors in the experimen­
tal measurements, loases due to unaccounted friction and three-
dimensional effects, and variations in the rocket exit conditions. In 
our case, we tend to agree with the conclusions of Barber et al.16 

that point in the direction of the deficiencies in the turbulence mod-
eís used for compressibfe shear layer simulation. These authors,16 

who carried out an extensive comparison between five different flow 
solvers, reported poor agreement when dealing with the predicíion 
of mixing of round jets and found that their results were strongly de-
pendent on the turbulence model being used. In our paper, we have 
used a finite element algorithm and a k—s turbulence model with 
the Wilcox22 corrección for compressibility effects. Barber et al.16 

used finite volume based algoritíims together with k-e turbulence 
models implementing the Sarkar et al.20 and Zeman21 corrections. 
However, in both cases the results were not satisfactory with regard 
to the prediction of mixing phenomena. For instance, that numen-
caí solutions promote mixing faster than nature does appears to be 
a common trend in all models under consideration. One of the rea-
sons that could account for this discrepancy might be associated to 
the large temperature dífference between the entrained air and the 



rocket flow. In particular, rocket total temperature was as high as 
2440 K in our case. Also, the use of an effective gamma interpolated 
as a function of the total temperature may not be fully adequate, and 
a more accurate model might be needed. Another aspect that has 
to be considered is that choking occurs at the configuration without 
contraction for the higher flow rate cases, and it is aíways present in 
the tests carried out with the contraction put in place. This further 
complicates the numerical resolution of the problem, and we be-
lieve that it also contributes to explain the discrepancies observed. 
Furtherniore, from the computational side, it should be said that ex-
plicit algorithms, such as the one we use, are not very well suited 
to analyse flow behavior inside long and narrow computational 
domains. 

V. Conclusions 
A finite element Reynolds averaged Navier-Stokes solver has 

been tuned to deal with the reconstruction of the ejector rocket 
experimental tests carried out in the frame of the ESA-FESTIP. 
Validation of the solver was carried out considering two cold flow 
cases: the growth rate of a planar shear layer and the velocity profiles 
inside an axisymmetric ejector that was experimentally tested at 
NASA. In these two cases, the solver produced results that show a 
reasonable agreement with the experimental data. 

With regarding to the numerical reconstruction of the hot flow 
FESTTP ejector rocket tests, the results obtained showed a mixed 
perf omiance. Prediction of static pressure all along the ejector rocket 
wail was fairly accurate for engineering design purposes. Errors 
were smaller than 10% when no constriction was present in the 
ejector, whereas discrepancies cióse to 15% were observed when 
a constriction was placed at the end of the mixer. However, it was 
fonnd that the bypass ratio, which measures the entrained air mass 
flow, was poorly predicted. In fact, the discrepancies between mea-
sured and simulated results were as high as 70%. In any case, there 
remain doubts about the accuracy of the experimental bypass ratio 

measurements. 
Nevertheíess, even though it is clear that the measurernent system 

of the experimental setup bears some influence on the discrepancies 
that were observed, we believe that this might not be the most critical. 
When the evidence presented by other researchers (Barber et al.16) 
who have dealt with a somewhat similar problem by using different 
simulation means is examined, we believe that the main reason for 
the discrepancies could be associated to the modeling of the turbu-
lent shear layer. For instance, that the static temperature at the rocket 
exit section was 1310 K might account for some of the discrepan­
cies that were not found in the cold flow validation cases. Álso, it 
appears that different correcíions for the compressibility effects in 
the k-e equations tend to promote numerical mixing that occurs 
much faster than in nature. It could be concluded that, although 
existing models for shear layer mixing prediction indeed help the 
aerospace engineer to simúlate complex flows inside rocket-based 
combined cycles, numérica! results should be regarded with cau-
tion. That is, these results should be used in a qualitative rather than 
in a quantitative way for design purposes, and it follows that there 
is a clear need to keep improving these physical models that have 
such a reíevant influence for aerospace vehicle system analysis. In 
addition, the existence of choking in the flowfield, as welí as the 
fact that explicit methods are not fully adequate to treat long and 
narrow computational domains might also be additional reasons for 
the observed discrepancies. 
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