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#### Abstract

Certain spline interpolations (of odd degree) to smooth functions at uniformly spaced joints are considered. Certain cubic spline interpolations at arbitrarily spaced joints are also discussed. Good error bounds are obtained in all cases, for the errors are essentially those of a local twopoint.Polya interpolation.


## Introduction.

It had been felt for perhaps three or four years that $c^{2 n}, 2 n+1$ degree polynomial spline interpolation of a sufficiently smooth function would yield $O\left(h^{2 n+2-\ell}\right)$ accuracy in approximating its $\ell^{\text {th }}$ derivative. Ahlberg, et al. ${ }^{1}$ (p. 151) showed this to be so for $n \geq 1$, for equally spaced joints, and under periodic boundary conditions (see also Theorem 9). We.show a bit more under two other boundary conditions: the error in spline interpolation is bounded by the error in a local two-point interpolation (of a sort we call Polya interpolation) plus a higher order term (Theorems 1.1 and 1.2). These higher order terms are zero when interpolating a polynomial of degree $2 n+2$.

In spite of the lack of generality of the results, we feel that they may be of some use in practical problems and hope that the methods may aid in arriving at more general conclusions.

The foundations of the proofs arose from a study of cubic spline interpolation for variably spaced joints; the numerical bounds which resulted from that study are presented in Section 10. The role of the mesh ratio is also discussed (and
down-graded somewhat). Some of the bounds are sharp, in the sense mentioned in Theorems 1.1 and 1.2. Bounds of this sort for the cubics were first disclosed by Birkhoff and de Boor ${ }^{2}$ and improved by Sharma and Meir. ${ }^{3}$ Our assumption of four or five derivatives has yielded bounds which are one to two orders of magnitude smaller than those of Sharma and Meir, ${ }^{3}$ one better than those of Nord, ${ }^{4}$ and two or more better than those in Ref. 1, p. 32. We have not compared our numbers with the $O\left(h^{2 n+2-1}\right)$ bounds associated with spline approximation by moments. 5,6

While this was being written, it was pointed out to us that $O\left(h^{2 n+2-l}\right)$ error bounds for periodic spline interpolation of odd degree follow immediately from Theorem 4 of Subbotin. 7 We feel that the constants derivable from that paper lie between those in Ref. 1 and the bounds that follow here. It should be pointed out, however, that Subbotin's Theorems 1 and 2 consider the $C^{2 n-1}$, $2 n$ degree spline interpolations of Schoenberg 8,9 (which interpolate between the joints), indicating error bounds from which $O\left(h^{2 n+1-1}\right)$ bounds follow for
sufficiently smooth pexiodic functions．We have no comparable results for this case．The argument sharpening Theorem 2 of Subbotin ${ }^{7}$ is presented in the last paragraph of this paper．We must also add that the results of our Sections 7 and 8 may be found in Subbotin ${ }^{10}$ as well，but we feel that our proofs may be sufficiently succinct to warrent in－ clusion here．

We have assumed many derivatives of the func－ tion interpolated；it seems likely，however，that Sharma and Meir ${ }^{3}$ can now be extended using lower order Green＇s functions and Polya interpolations （for example，Corollaries 9.1 and 9.2 consider reasonably rough functions）．

The local basis of the vector space of splines （with given joints）is discussed in Section 5．We there take the opportunity to comment on its great usefulness in practical problems，a usefulness of which some numerical analysts may be unaware．

Because this is，in a sense，a practical paper， We apologize for not supplying more numbers in the place of letters．The numbers，particularly those associated with the $\mathcal{L}_{2}$ norm，can be of much use in practice；see，for example，Birkhoff et al． 11 which this paper now extends（in theory）to obtaining $O\left(h^{4 n+2}\right)$ ，two－sided bounds on Sturm－Liouville eigen－ values with the numerical solution of one $(4 n+3)$－ diagonal $1 / h \times 1 / h$ matrix eigenvalue problem．Al－ though we have not presented the numbers concerning the strict $\mathcal{L}_{2}$ bounds here，we hope we have clearly indicated how to compute them．We do indicate their asymptotic form for the boundary conditions of Theorem 1．1（see Example 3．4）．

We do not know how to obtain bounds for bound－ ary conditions other than those mentioned in theo－ rems $1.1,1.2$ ，and 9.

In an Appendix we discuss a stable numerical method for calculating the interpolating splines．

Finally，we note that some of the results and proofs of this paper are summarized in Swartz， 12 where certain elementary corollaries concerning the asymptotic behavior of the errors are also proven．

## 1．Notation and Main Results．

Unless otherwise stated，the following notation is observed．＂Joints＂means the numbers $x_{i}=i / N$ ， $0 \leq i \leq N ; h=1 / N o C^{k}[a, b]$ is the set of func－ tions，$f$ ，such that $f^{(l)}, \ell \leq \dot{k}$ ，is continuous on
$[a, b] .\|f\|_{p,[a, b]} \operatorname{means}\left[\int_{a}^{b}|f|^{p} /(b-a)\right]^{1 / p}$ ， $1 \leq p \leq \infty ;\|f\|_{\infty,[a, b]}=\max _{x \in[a, b]}|f| ;[a, b]$ missing implies $[a, b]=[0,1]$ ．A spline，$s$ ，is a function which is a polynomial of degree $m=2 n+1$ between the joints，$n \geq 1,(m=2 n$ as well in Section 5） such that $s \in \bar{C}^{m-1}[0,1]$ ：$f_{i}$ is $f\left(x_{i}\right) . H$ is a function which is a polynomial of degree $m$ between the joints such that $H_{i}$ and $\dot{H}_{j}^{(l)}$ match $f_{i}$ and $f_{i}^{(l)}$ for some l＇s and all $i$（see Section 2）；H is re－ ferred to as a Polya interpolation of $f$ and some of its derivatives．＂s interpolates $f^{\prime \prime}$ means $s_{i}=f_{i}$ ， $i=0, \ldots, N_{0} d \equiv s-H, e_{H} \equiv H-f ;$ thus $e \equiv s-f$ $=e_{H}+d_{\text {。 }}$

Theorem $1_{0} 1$ ．Let $s$ be the spline of degree $2 n+1$ ， $n \geq 1$ ，interpolating $f \in C^{\dot{\perp} n^{+}+} \cdot[0,1]$ and matching its first $n$ odd derivatives at 0 and 1 as well．Let $\mathrm{N} \geq 2 \mathrm{n}+\mathrm{L}$ ．Let H ；à polynomial of degrée $\mathrm{Cn}+1$ between the joints，interpolate $f_{i}, f_{i}^{(2 j-l)}$ ， $1 \leq j_{(I)} n, 0 \leq i \leq N_{0}$ Then there are constants $K_{l, n}^{(l)}$ and $G_{\ell, n}^{(I)}$ such that，for $0<\ell<2 n+1$ ， $\left\|e_{H}^{(l)}\right\|_{\infty} \equiv\left\|H^{(l)}-f^{(l)}\right\|_{\infty} \leq h^{2 n+2-\ell} G_{l, n}^{(l)}\left\|f^{(2 n+2)}\right\|_{\infty}$,
and

$$
\left\|d^{(l)}\right\|_{\infty}=\left\|s^{(l)}-H^{(l)}\right\|_{\infty} \leq n^{2 n+2-i} K_{l, n}^{(1)}\left\|r^{(2 n+2)}\right\|_{\infty}
$$

If $\mathbf{f} \in \mathrm{C}^{2 n+3}[0,1]$ ，there are $K_{\ell, n}^{(2)}$ such that
$\left\|d^{(1)}\right\|_{\infty} \leq h^{2 n+3-1} K_{l, n}^{(2)}\left\|f^{(2 n+3)}\right\|_{\infty}$.
If $f$ is a polynomial of degree $2 n+2, H \equiv s$ 。 Analogous results hold，with better constants， using $\|\cdot\|_{p}$ ．

Proof．See Section 9 and Example 3．1．The numbers $\mathrm{G}_{\ell, 1}^{(1)}, \mathrm{K}_{l, 1}^{(1)}$ ，and $K_{l, 1}^{(2)}$ occur in Table I，Section 10 。 By example $3.3, G_{0, n}^{(1)}$ is sharp in the sense that there is no $K<G_{0, n}^{(1)}$ such that $\|f-s\|_{\infty} \leq K h^{2 n+2}$ $\left\|f^{(2 n+2)}\right\|_{\infty}$ for all $f \in C^{2 n+3}[0,1]$ ．The asymptotic form of the maximum norm of the error is discussed in Swartzu 12 ＇The asymptotic form of the $\varsigma_{2}$ norm is described in Example 3.4 ．

Theorem 1．2．Let $s$ be the spline of degree $2 n+1$ ， $n \cdot \geq 1$ ，interpolating $f \in C^{2 n+2}[0,1]$ and matching its first $n$ even derivatives at 0 and 1 as well．Let
$N \geq 2 n+1$. Let $H$, a polynomial of degree. $2 n+1$ between the joints, interpolate $f_{i}, f_{i}^{(2 j)}$, $1 \leq j \leq n, 0 \leq i \leq N$. Then there are constants $K_{l, n}^{(\overline{3})}$ and $G_{l, n}^{(2)}$ guch that, for $L=0,1, \ldots, 2 n+1$, $\left\|e_{H}^{(l)}\right\|_{\infty} \leq n^{2 n+2-1} G_{l, n}^{(2)}\left\|f^{(2 n+2)}\right\|_{\infty}$,
and
$\left\|d^{(1)}\right\|_{\infty} \leq n^{2 n+2-1} K_{l, n}^{(3)}\left\|f^{(2 n+2)}\right\|_{\infty}$.
If $\phi$ is defined by $\phi(x)=(-1)^{i}, x \in\left(x_{i-1}, x_{i}\right)$, $i=1, \ldots, N$; and if $f \in C^{2 n+1}[0,1]$ satisfies $f^{(2 n+2)}-a \phi \in C^{1}[0,1]$ for some number, $a$, while $-f^{(2 n+2)}(0)=(-1)^{N} f^{(2 n+2)}(1)=a$; then there are constants $K_{l, n}^{(4)}$ such that
$\left\|d^{(l)}\right\|_{\infty} \leq h^{2 n+3-l} K_{l, n}^{(4)}\left\|\left(f^{(2 n+2)}-a \phi\right) \cdot\right\|_{\infty}$. If $f^{(2 n+2)} \equiv a \phi, H \equiv s$. Analogous results hold, with better constants, for $\|\cdot\|_{p}$.

Proof. See Section 9 and Example 3.2. The numbers $G_{l, 1}^{(2)}$ and $K_{l, 1}^{(3)}$ occur in Table $I$, Section 10. By Example 3.3 , the numbers $G(2)$ are shamp in the following sense: considering only even $N$, let $g_{e}$ be the set of functions $f$ such that $f \in C^{2 n+1}[0,1]$ and there exists a number, $a$, such that (1)
$f^{(2 n+2)}=a \not p \in C^{1}[0,1]$, and (2) $-f^{(2 n+2)}(0)=$ $(-1)^{N} f^{(2 n+2)}(1)=a$. Then, given $k, 0 \leq k \leq n$, there is no $K<G_{2 k, n}^{(2)}$ such that $\left\|(f-s)^{(\overline{2} k)}\right\|_{\infty} \leq$ $K h^{2 n+2-2 k}\left\|f^{(2 n+2)}\right\|_{\infty}$ for all.f $\in \mathcal{F}_{e}$. The same result holds for odd N with respect to the class $F_{0}$ defined in the same way.

Example 1.: Cubic spline interpolation on $[0,1]$ with $N$ interior joints $x_{i}$ such that $x_{i+1}-x_{i}=\delta$, $i=1,2, \ldots, N-1$ spaced so that $x_{1}=\delta^{2}=1-x_{N}$, to a function $f \in C^{5}[0,1]$, matching $f$ and $f^{\prime \prime}$ at 0 and 1 , is almost the same as cubic Hermite interpolation to $f_{i}, f_{i}^{\prime}, l \leq i \leq N, f(0), f^{\prime}(0), f(1)$, $f^{\prime}(1)$; for the difference between the $l^{\text {th }}$ derivatives of the two interpolations may be bounded by $\delta^{5-\ell} \mathrm{K}_{\ell}\left\|\mathrm{f}^{(5)}\right\|_{\infty}$ except in the two end intervals where $\left|d^{(2)}\right|=0\left(\delta^{2}\right),\left|d^{(3)}\right|=0(1)$. The proof follows from Section 10 and is omitted. A similar example for a higher order spline is unknown.

In Section 3 we begin a sequence of lenmas leading up to the proofs of the theorems. Results will be stated only for the marimum norm for clarity; extensions to other norme and further remarks
are made in comments which follow each lemma. Section 3 bounds the norm of the derivatives of $f-H$. Sections 5 through 8 bound $s-f$ and its deriva tives at the joints. Section 9 then bounds the norm of the derivatives of the piecewise polynomial H - s, and Theorems 1.1 and 1.2 are proved. Periodic spline interpolation is then considered as well, and Theorem 9 develops some error estimates for all three spline types simultaneously.

## 2. Existence and Uniqueness.

Regarding Polya interpolation, we shall have reason to refer to the following definition: the set of integers $[\ell(i, j)]$ satisfying

$$
\left.\begin{array}{l}
1 \leq \ell(0,1)<\ldots<\ell(0, j)<\ldots \leq m, 1 \leq j \leq j(0) ; \\
1 \leq \ell(1,1)<\ldots<\ell(1, j)<\ldots \leq m, 1 \leq j \leq j(1) ; \\
0 \leq j(i), i=0,1 ; f(0)+j(1)=m=1 \tag{2.1}
\end{array}\right\}
$$

are said to be a Polya set if, and only if, given any $m+1$ numbers $a_{j}, j=0, \ldots, f(0) ; b_{j}, j=$ $0, \ldots, f(1)$, there exists a unique polynomial, $P$; of degree m satisfying $P(0)=a_{0}, p(l(0, j))(0)=$
$a_{p}(\ell(l, j))(1)=b$ $a_{j}, 1 \leq j \leq g(0) ; P(1)=b_{0}, \quad P_{p}(\ell(1, j))(1)=b_{j}$, $1 \leq J \leq f(1)$.

If $[\ell(i, j)]$ is a Polya set, the type of polynomial interpolation it describes can be performed on [a,b] as well as on [ 0,1$]$, and there exists a unique Grean's function for the boundary value problem (See Ince, ${ }^{13}$ pp. 254-255)
$y^{(m+1)} \equiv 0$ in $(0, h)$,
$\left.\begin{array}{l}y(n+1) \equiv 0 \text { in }(0, h), \\ y(0)=0, y^{(\ell(0, j))}(0)=0,1 \leq j \leq j(0), \\ y(h)=0, y^{(\ell(1, j))}(h)=0,1 \leq j \leq j(1)\end{array}\right\}$
For example, the set $[(i, j)] ; j=1, \ldots, n=$ $j(i) ; i=0,1$ is a Polya set since it describes ordinary two-point Hermite interpolation. (See Wendroff, ${ }^{14}$ pp. 1-7): The following sets, occurring in Theorems 1.1 and 1.2 , are Polya sets.
(i, $2 j-1$ ) ; $j=1, \ldots, n=j(i) ; i=0,1$,
(i, 2j); $j=1, \ldots, n=j(i) ; i=0,1$.
For, in the language of Schoenberg ${ }^{15},[\ell,(i, j)]$ is a Polya set if, and only if, it can be converted, in an obvious way, into the "incidence matrix" (with l's in its first column) for a "poised two-
point Hermite－Birkhoff＂interpolation problem．A necessary and sufficient condition that $[\ell,(i, j)]$ is a Polya set was determined by Polya and is given in Ref．15，p．540：for each $\ell, 1 \leq \ell \leq m-1$ ，$\ell$ should be less than two plus the number of $\ell(i, j)$ $\epsilon[\ell,(i, j)]$ which do not exceed $\ell$ ．Equations 2.3 and 2.4 satisfy this criterion．

For the purposes of this paper we have re－ ferred to this type of Hermite－Birkhoff interpolar tion as＂Polya＂interpolation；this sexves to em－ phasize that we only consider two points per poly－ nomial．

The existence and uniqueness of the spline in－ terpolations in Theorems 1.1 and 1.2 follow from the existence and uniqueness of periodic spline interpolation ${ }^{16}$（however，it also follows from lem－ ma 8）．The spline interpolation in Theorem 1.1 can be constructed as follows：because Eq． 2.3 is a Polya set，we may assume that $f$ and its first $n$ odd derivatives vanish at $O$ and 1 ．Reflect $f$ as an even function in $[-1,1]$ and extend it by peri－ odicity of period 2．Interpolate $f$ at the joints （and their reflections）in $[-1,1]$ with a（unique） periodic spline of period 2．This spline and its first $n$ odd derivatives vanish at $x=0$ and $x=1$ 。 The existence of the spline interpolatiun of＇lle－ orem 1.2 follows similarly from Eq． 2.4 using the odd refleclion of $f$ 。

3．Bounding the Polya Part of the Error．It is well known that ordinary two－point $2 n+1$ degree Hermite interpolation to $f \in C^{2 n+2}[0,1]$ and its first $n$ derivatives at all the joints gives an er－ ror，$e_{H I}$ ，whose $l^{\text {th }}$ derivative is $O\left(h^{2 n+2-l}\right)$ 。

Lemma 3．Let $[\ell(i, j)]$ be a Polya set．Let $f \in C^{\overline{m+1}}[0, h]$ be given．Let $P$ be the polynomial accomplishing the Polya interpolation of $f$ at 0 and $h$ deccribed hy $[f(i, j)]$ ．Then there are con－ stants $G_{\ell}$ ，independent of $h$ but dependent on $\lceil\ell(i, j)]$ ，such that，for $0 \leq \ell \leq m$ ，

$$
\begin{equation*}
\left\|\mathrm{P}^{(l)}=f^{(l)}\right\|_{\infty,[0, h]} \leq G_{l} h^{m+l-\ell}\left\|f^{(m+1)}\right\|_{\infty,[0, h]^{\circ}} \tag{3.1}
\end{equation*}
$$

The $G_{\boldsymbol{l}}$ are defined in Eq．3．2．
Proof．$f-P$ solves the boundary value problem $y^{(m+1)}=f^{(m+1)}$ with the boundary conditions of

Eq．2．2．Let $G_{h}(x, t)$ be the Green＇s function for Eq．2．2．Then $(f-p)(x)=\int_{0}^{h} G_{h}(x, t) f^{(m+l)}(t) d t$ ． With $G$ the Green＇s function for $h=1, G_{h}(x, t)=$ $h^{m}(x / h, t / h)$ ．Equation 3.1 follows with
$G_{L}=\max _{x \in[0,1]} \int_{0}^{1}\left|\frac{\partial^{(l)} G}{\partial x^{l}}(x, t)\right| d t$.

Corollary 3．Suppose only one type of interpola tion between the joints is used in forming $H(x)$ ， and suppose $f \in C^{m+1}[0,1]$ ．Then
$\left\|e_{H}^{(\ell)}\right\|_{\infty} \leq h^{m+l-\ell} G_{L}\left\|f^{(m+1)}\right\|_{\infty}$
Proof．Immediate from Lemma 3.
Comment．The result for $\left\|e_{H}\right\|_{p}$ in terms of $\left\|f^{(m+1)}\right\|_{p, 1} \leq p \leq \infty$ is similar：
$\left\|e_{H}\right\|_{p} \leq h^{m+1-1} G_{\ell ; p}\left\|f^{(i r l+1)}\right\|_{p}, 1 \leq p \leq \infty$,
where
$G_{l, \mathrm{p}}=\left\{\int_{0}^{1}\left[\int_{0}^{1}\left|\frac{\partial^{(l)} \mathrm{G}}{\partial x^{l}}(x, t)\right|^{p /(p-1)} d t\right]_{p>1 ;}^{p-1} d x\right\}_{1 / p}^{l}$,
$G_{l, 1}=\int_{0}^{1} \max _{t \in[0,1]}\left|\frac{\partial^{(2)} G}{\partial x^{2}}(x, t)\right| d x, p=1$ ．

Example 3．1．We now show that spline interpolation of degree $2 n+1$ to a polynomial，$P$ ，of degree $2 n+2$ ，matchiris the first $n$ odd derivatives of $\mu$ at 0 and 1 ，is the same as $\mathrm{in}+1$ degree Polya in－ terpolation（between the equally spaced joints）to $P_{i}$ and $p_{i}^{(\ell)}, L=1,3, \ldots, 2 n-i ; 0 \leq i \leq N$ ．It suffices to show that $e_{H} \in C^{2 n}[0,1]$ ．Because of the equal joint spacing this follows if
$\int_{0}^{1} \frac{\partial G^{(2 k)}}{\partial x^{2 k}}(0, t) d t=\int_{0}^{1} \frac{\partial G^{(2 k)}}{\partial x^{2 k}}(1, t) d t, 1 \leq k \leq n$ ，
Where G is the Green＇s function for the boundary value problem on［0，1］．The first integral is $\mathrm{y}^{(2 \mathrm{k})}(0)$ ；the second， $\mathrm{y}^{(2 \mathrm{k})}(1)$ ；where $\mathrm{y}^{(2 \mathrm{n}+r)}=1$ in $(0,1)$ with $y$ and its first $n$ odd derivatives vanishing at 0 and 1 ．But $y(1-x)$ also solves this boundary value problem．By uniqueness，$y(x) \equiv$ $y(1-x)$ ．

Example 3．2．Similarly，if $f^{(2 n+2)}(x)=\phi(x)$（de－ fined in Theorem 1．2），then spline interpolation of degree $2 n+1$ to $f$ ，matchirg its first $n$ cven
derivatives at 0 and 1 , is the same as Polya interpolation of degree $2 n+1$, between the joints, to $f_{i}$ and $f_{i}^{(2 k)}, k=1, \ldots, n$. Indeed, $e_{H} \epsilon$ $C^{2 n+1}[0,1]$ which implies that $H$, and the spline, is a polynomial.

Example 3.3. The Green's functions for Eq. 2.2 with $m=2 n+1$, under the boundary conditions specified by either Eq. 2.3 or 2.4 , do not change sign in the square which is their domain of definition; even more is true under Eq. 2.4 conditions. The proof uses Rolle's theorem and is given for Eq. 2.3 conditions. For fixed interior $t=t_{0}$, $\partial^{(2 n)} G / \partial x^{2 n}$ is piecewise linear and continuous with a jump of 1 in its derivative at $x=t_{0}$. Hence it vanishes at no more than two interior points. Thus $\partial^{(2 n-1)} G / \partial x^{2 n-1}$, which vanishes at the ends, has at most one interior zero. Consequently $\partial^{(2 n-2)} G / \partial x^{2 n-2}$ vanishes at no more than two interior points, etc. Thus $\partial G / \partial x$ vanishes at no more than one interior point, and $G\left(x, t_{0}\right)$ has no interior zeroes (since it vanishes at the ends). By continuity, $G$ does not change sign in the square. Under Eq. 2.4 conditions we may show similarly that $\partial^{(2 k)} G / \partial x^{2 k}$ does not change sign in the square, $0 \leq k \leq n$.

Thus, if $f^{(2 n+2)}$ is constant in $(0, h), e_{H}(x)$ attains its bound, Eq. 3.1, under Eq. 2.3 boundary conditions. Similarly, under Eq. 2.4 conditions, $e_{H}^{(2 k)}(x)$ attains its bound (Eq. 3.1), $0 \leq k \leq n$.

Example 3.4 (April, 1968). The asymptotic form of the maximum norm of the error, for periodic boundary coinditiuns, is indicated in Swarti, ${ }^{1 ?}$ Corollary 3, as
$\|e\|_{\infty, i}$
$=n^{2 n+2-l}\left\{\left\|f^{(2 n+2)}\right\|_{\infty, i} c_{n, \infty}+o\left[\omega\left(f^{(2 n+2)}, n\right)\right]\right\}$,
$\left\|e^{(l)}\right\|_{\infty, i}$
$=n^{2 n+2-1}\left\{\left\|r^{(2 n+2)}\right\|_{\infty, i} D_{2 n+2-1, \infty}+O\left[\alpha\left(t^{(2 n+2)}, h\right)\right]\right\}$.

## Here

$$
w\left(f^{(2 n+2)}, h\right) \equiv \sup _{|x-y| \leq h}\left|f^{(2 n+2)}(x)-f^{(2 n+2)}(y)\right|
$$

while
$C_{k, \infty}=\left.2\right|_{2 k+2} \mid\left(1-1 / 2^{2 k+2}\right) /(2 k+2):<2 D_{2 k+2, \infty}$,
$D_{k, \infty}=\left\{\begin{array}{ll}\left|B_{k}\right| / k! & , k \text { even } \\ \left\|\mathrm{H}_{k}(x)\right\|_{\infty} / k!, k \text { odd }\end{array}\right\}<2 /\left[(2 \pi)^{k}\left(1-2^{1-k}\right)\right]$. $B_{k}\left[B_{k}(x)\right]$ is the $k^{\text {th }}$ Bernoulli number [polynomial].

To find corresponding numbers relating. the $\Sigma_{2}$ norms, we first recall from Swartz, ${ }^{12} \mathrm{Eq} .4$, that. for any $x$ and $y$ in $[0, h]$
$e_{H}^{(l)}(x)=$
$n^{2 n+2-1}\left\{f^{(2 n+2)}(y) Q_{2 n+2}^{(L)}(x / n)+0\left[\alpha x f^{(2 n+2)}, n\right]\right\}$,
where $Q_{2 n+2}(t) \cong\left[B_{2 n+2}(t)-B_{2 n+2}\right] /(2 n+2):$. (Thus $Q_{2 n+2}^{(l)}(t) \equiv B_{2 n+2-1}(t) /(2 n+2-1)$ ).) Squaring (3.5). and picking $y$ such that
$\left[f^{(2 n+2)}(y)\right]^{2}$
$=\int_{0}^{h}\left[f^{(2 n+2)}(t)\right]^{2} d t / h \equiv\left\|f^{(2 n+2)}\right\|_{2,[0, h]}^{2}$,
we see, upon integration between 0 and $h$, that
$\left\|e_{H}^{(l)}\right\|_{2,[0, h]}^{2}=h^{4 n+4-2 l}$
$\left\{\left\|f^{(2 n+2)}\right\|_{2,[0, h]}^{2}\left\|Q_{2 n+2}^{(l)}\right\|_{2}^{2}+o\left[\omega\left(f^{(2 n+2)}, h\right)\right]\right\}$

Since similar results hold between each pair of adjacent joints; we multiply by $h$ and add them all up, obtaining
$\left\|e_{H}^{(l)}\right\|_{2}^{2}=n^{4 n+4-2 \ell}$
$\left\{\left\|f^{(2 n+2)}\right\|_{2}^{2}\left\|Q_{2 n+2}^{(l)}\right\|_{2}^{2}+0\left[\omega\left(f^{(2 n+2)}, n\right)\right]\right\}$.
Now $\left.(s-H)^{(\ell)}=O\left[h^{2 n+2-l} \underset{\sim}{\left(f^{(2 n+2)}\right.}, h\right)\right]($ see Swartz ${ }^{12}$ ). Thus we have, in analogy to Eq. 3.4, for odd derivative or periodic boundary conditions:
$\|e\|_{2}^{2}$
$=h^{4 n+4}\left\{\left\|f^{(2 n+2)}\right\|_{2}^{2}\left(c_{n, 2}\right)^{2}+o\left[\omega\left(f^{(2 n+2)}, h\right)\right]\right\}$
$\left\|e^{(l)}\right\|_{2}^{2}=n^{4 n+4-2 l}$
$\left\{\left\|f^{(2 n+2)}\right\|_{2}^{2}\left(D_{2 n+2-1,2}\right)^{2}+0\left[\omega\left(f^{(2 n+2)}, h\right)\right]\right\} ;$
where
$\left(C_{k, 2}\right)^{2}=\left|B_{4 k+4}\right| /(4 k+4):+B_{2 k+2}^{2} /[(2 k+2)!]^{2}$,
$\left(D_{k, 2}\right)^{2}=\left|B_{2 k}\right| /(2 k)!<2 /(2 \pi)^{2 k}$.
We note that $D_{k, \infty} \approx \sqrt{2} D_{k, 2}$, while $C_{k, \infty} \approx \sqrt{8 / 3} C_{k, 2^{\circ}}$
4. Bounding Polynomials in Terms of Bounds on Some Derivatives at the Ends of an Interval.

If the spline interpolating $f$, and the function $H$ formed from local Polya interpolation, are both of degree $\mathrm{Zn}+1$, then $\mathrm{d}=\mathrm{s}-\mathrm{H}$ is plecewlse polynomial of degree $2 n+1$ between the joints. Sections 4 through 9 are concerned with bounding d. Section 9 exhibits bounds on certain derivatives of $d$ at the joints, and the following result will be needed.

Lemma 4. Let $P_{h}$ be. the ( $m-1$ )-dimensional real vector space of polynomials of degree $\leq m$ which vanish at 0 and $h$, with the topology induced from $\mathrm{C}[0, \mathrm{~h}]$. Let $[\ell,(i, j)]$ be a Polja set (Section 2 ), and let $m$-l positive numbers $A(i, j), 1 \leq j \leq j(i)$, $i=0, l$ be given as well. Define a parallelepiped

$$
\beta_{h}=\left\{\begin{array}{l}
P \in P_{h} \text { vuch that }  \tag{4.1}\\
\left|P^{(\ell(0, j))}(0)\right| \leq A(0, j) / h^{\ell(0, j)} \\
\text { for } 1 \leq j \leq j(0), \text { while } \\
\left|P^{(\ell(1, j))}(h)\right| \leq A(1, j) / h^{\ell(1, j)} \\
\text { for } 1 \leq j \leq j(1) .
\end{array}\right\}
$$

Then there are constants, $B_{\ell}, 0 \leq \ell \leq m$, (depending on $l,[f(i, j)]$, and $[A(i, j)]$, but not on $h$ ) such that
$\max _{P \in \mathbb{B}_{h}}\|\mathrm{P}(l)\|_{\infty,[0, \mathrm{~h}]}=B_{\ell} / h^{l}$.
For computation, we notee that $B_{f}$ is athlalned al a vertex of $\beta_{1}$.

Proof: Let $q$ be the continuous seminorm, $q(P)=$ $\left\|p^{(l)}\right\|_{\infty,[0, h]}, \ell \geq 0$. The map $J: \quad P_{h} \rightarrow P_{1}$ defined by $I(P)(x)=P(h x)$ is an isomorphism, and
$\left[d^{(l)}(J(P)) / d x^{l}\right](x)=h^{l}\left[d^{(l)} P / d x^{l}\right](h x)$. Thus $J\left(\mathcal{R}_{h}\right)=R_{1}$, and $P_{M} \in R_{1}$ maximizes $q$ over $\beta_{1}$ if, and only if, $J^{-1}\left(P_{M}\right)$ maximizes $q$ over $\mathbb{R}_{h}$. Setting
$B_{\ell}=M=q\left(P_{M}\right)$, we have $q\left[J^{-1}\left(P_{M}\right)\right]=B_{\ell} / h_{0}^{\ell} \ldots$ It remains to show that $q$ attains $B_{\mathcal{L}}$ at: a vertex of ${ }^{B_{1}}{ }^{\circ}$

Let $\psi_{1 j} \in P_{1}$ be the basis for $P_{1}$ defined by

and similarly for $i=1$. (See, e.go, Appendix B). The (compact) convex symmetric parallelepiped $\beta_{1}$ is seen to be
$\mathcal{B}_{1}=\left\{\begin{array}{l}j(0) \\ \sum_{j=1} t_{0 j} \psi_{\circ j}+\underset{j=1}{j(1)}{ }^{t_{1 j} \psi_{\perp j} j} \\ \left|t_{i j}\right| \leq A_{(i, j)}, j=1, \ldots, j(i) ; i=0,1\end{array}\right\}$.

Now, $P_{M} \in \partial \beta_{1}$; for if $P_{M} \in \operatorname{Int}\left(\beta_{1}\right)$ then there is an $\alpha,|\alpha|>1$, such that $\alpha P_{M} \in \partial \beta_{1}$; but $q\left(\alpha P_{M}\right)=$ $|\alpha| q\left(P_{M}\right)>M$. Hence the boundary, $\partial S_{M}$; of the (cloacd, convox) M-ball fnr $q$ intersects $\partial_{\beta_{1}}{ }^{\circ}$ In these circumstances there is a vertex of $\beta_{1}$ in $\partial S_{M}$; for if a compact, convex polyhedron, 1 , is contained in a closed, convex body, $c\left(a l l\right.$ in $\left.E^{m-1}\right)$, and there is a vector $v \in \partial \propto \cap \partial C$, then there is a vertex of $\beta$ in $\partial C$. (Let $\#$ be a support hyperplane for $C$ through $v$. Then $A$ is a surinart hyperplane for $\beta$ through $v$, thus therc is a vertex of $B$ in $H$ and consequently in $\partial c_{0}$ )

Comment. 'l'he lemma remains true, with different constants $B_{\ell, p}$, for the seminorms $q_{l, p, h}(p)=$ $\left\|P^{(l)}\right\|_{p,[0, h]}, \quad I \leq p<\infty$.
5. A Local Relation between a Spline and its Deritives at the Jointo.
$d_{i}^{(l)}=s_{i}^{(l)}-H_{i}^{(l)}$ is also $s_{i}^{(l)}-f_{i}^{(l)}$ if $H$ interpolates $f_{i}^{(l)}$ 。To estimate this we will need a localized relation between netghburing $\dot{s}_{i}$ and $s_{i}^{(l)}$. tron the oubio aplines, for exallilr, Pil. 4 in de Boor ${ }^{17}$ relates three adjacent $s_{i}$ ' $s$ with the three corrcsponding $s_{i}^{(1)}$,s, while Eq. 4 in Walsh et al ${ }^{18}$ relates three $s_{i}$ 's with three correspond-
 gree m, Eq. 7 in Loscalzo and Talbot ${ }^{19}$ relates $m$ $s_{i}^{(1)} s_{s}$, while Eqs. 7 and 15 in Ahlberg et al. ${ }^{16}$ ${ }^{\text {relate } m} s_{i}$ 's, with $m s_{i}^{(m-1)}{ }^{(m .}$. Like the last two, our result is for splines of odd or even degree.

Lemma 5. For any spline $s(x)$, of degree $m \geq 2$ and in $C^{m-1}[0,1]$; for each $v, 0 \leq v \leq N+1-m$; and for each $\ell, 1 \leq \ell \leq m-1$, there is a linear rem lation between the $m$ quantities, $s_{j+v}$, and the $m$ quantities, $s_{j+v}^{(\ell)}, 0 \leq j \leq m-1$. This relation is given by
$\sum_{j=0}^{m-1} a_{j}^{(m, l)} s_{j+v}=h^{l} \sum_{j=0}^{m-1} b_{j}^{(m)} s_{j+v}^{(l)}$.
The coerficients may be written as
$a_{j}^{(m, l)}=(-1)^{l} \sum_{i=0}^{\ell}(-1)^{i}\binom{\ell}{i} \theta_{m-l+1}(j+1-1)$,
$b_{j}^{(m)}=Q_{m+1}(j+1)$,
where
$Q_{m}(x)=\frac{1}{(m-1)!} \sum_{i=0}^{m}(-1)^{i}\binom{m}{i}(x-i)_{+}^{m-1}$.

Proof. The proof is a straightforward generalization of the proof found in Ref. 20, pp. 435-436, there attributed to Schoenberg. In the notation of Ref. 20 the generalization is made by replacing the last two equations on page 436 with
$Q_{m+1}^{(l)}(m-x)=(-1)^{l} Q_{Q_{m+1}}^{(l)}(x+1)$,
and
$Q_{m+1}^{(l)}(x+1)=\sum_{i=0}^{\ell}(-1)^{i}\binom{\ell}{i} Q_{m+1-1}(x+1-1)$.
Lemma 5 and its proof originally generalized Loscalzo and Talbot. ${ }^{21}$

Comments: The following properties of the coefficients $b_{j}^{(m)}$ and $a_{j}^{(m, l)}$ should be noted: (1.). $\mathrm{m}: \mathrm{b}_{\mathrm{j}}^{(\mathrm{m})}$ satisfy a simple recursion, see Quade and Collatz, ${ }^{22} \mathrm{p}_{\mathrm{j}} 414$ and Ahlberg et al., ${ }^{16} \mathrm{Eq}$. . 18. (2.) $m!b_{j}^{(m)}$ and $(m-l)!a_{j}^{(m, l)}$ are integers; for each $l$ and $n$ the smallest nonzero of these is 1 in absolute value ( $j=0, j=m-1$ ). (3.) For rixed $m$ and even $l, b_{j}^{(m)}$ and $a_{j}^{(m, l)}$ are symmetric in $j$ about $(m-1) / 2$; for odd $l$ and $a_{j}^{(m, l)}$ are antisymmetric in $j$ about $(m-1) / 2$. (For the a's this is just restating Eq. 5.5.) (4.) The integers $m: b_{j}^{(m)}$ are positive and add to $m!$.

The $Q_{m}(x)$, called B-splines by Schnenherg, have generalizations to variable mesh spacings;
see, for example, Schoenberg, ${ }^{9}$ and de Boor, ${ }^{23}$ \& 5. For a uniform mesh on $[0,1], Q_{m+1}\left[\left(x-x_{k}\right) / h\right]$, $-m \leq k \leq N-1$, form a basis for the ( $N+m$ )-dimensional vector space of all $C^{m-1}$ splines of degree $m$ with the given $N+1$ joints (see Ref. 8, 8.3.1; Ref. 23, p. 28; and Ref. 24, Eq. 2.16). The basis is local in the sense that each element vanishes identically outside an interval of width $(m+1) h$. Thus, for example, the interpolation problem may be solved by setting up an about $N \times N$, m-diagonal, linear system with $\vec{f}=\left[f_{i}\right]^{T}$ its righthand side. ${ }^{8,24}$ The use of the basis in problems involving variational principles often sets up band matrix problems whose solutions determine approximations of high order accuracy. Local twopoint Hermite interpolation of the same degree, $m=2 n+1$, has a similar basis, with about $(n+1) N$ elements. The use of this basis yields matrices of the same band width $(4 n+3)$, but $(n+1)$ times bigger. $12,23,25$ The result of this paper, then, is that the smaller matrix problem will give the same order of accuracy.

## 6. A Truncation Error for Odd Degree Splines.

Lerma 6. Let $s \in C^{2 n}[0,1]$ be a spline of odd degree $m=2 n+1$ interpolating $f$. Define truncation errors (for as many $l$ as $f$ permits)

$$
\begin{gather*}
T_{n, l}\left(f, x_{k}\right) \equiv \sum_{j=-n}^{n} b_{n+j}^{(2 n+1)}\left(f_{k+j}^{(l)}-s_{k+j}^{(l)}\right),  \tag{6.1}\\
k=n, \ldots, N-n ; \quad l=1 ; 2, \ldots, 2 n
\end{gather*}
$$

Then

$$
\begin{align*}
& \sum_{j=-n}^{n} b_{n+j}^{(2 n+1)} f_{k+j}^{(l)}-\left(\sum_{j=-n}^{n} a_{n+j}^{(2 n+1, l)} f_{k+j}\right) / h^{l} \\
& \quad=T_{n, l}\left(f, x_{k}\right) . \tag{6.2}
\end{align*}
$$

Various assumptions about $f$ yield various estimates of $\left|T_{n, l}\right|$; those of interest here are

$$
\begin{align*}
& \left|T_{n, l}\left(f, x_{k}\right)\right| \leq h^{2 n+2-l} A_{n, l}^{(0)} M_{2 n+2} \\
& \text { if }\left\|f^{(2 n+2)}\right\|_{\infty}=M_{2 n+2} ;  \tag{6.3}\\
& \left|T_{n, l}\left(f, x_{k}\right)\right| \leq h^{2 n+2-l}\left(A_{n, l}^{(1)} M_{2 n+2}+h A_{n, l}^{(2)} M_{2 n+3}\right) \\
& \text { if }\|f(2 n+3)\|_{\infty}=M_{2 n+3}, \tag{6.4a}
\end{align*}
$$

$A_{n, l}^{(1)}=0$ for odd $l ;$
and
$\left|T_{n, l}\left(f, x_{k}\right)\right| \leq h^{2 n+2-l}\left(A_{n, l}^{(3)}\left|M_{2 n+2}\right|\right.$
$\left.+h A_{n, l}^{(4)} M_{2 n+3}\right)$,
where
$A_{n, l}^{(3)}=0$ for even $l$, if $f \in C^{2 n+1}[0,1]$
and there exists $M_{2 n+2}$ wi.th
$\|\left(f^{(2 n+2)}-M_{\left.2 n+2^{( }\right)} \|_{\infty}=M_{2 n+3}\right.$.
$A_{n, l}^{(0)}, A_{n, l}^{(1)}$, and $A_{n, l}^{(2)}$ are defined in Eqs. 6.8, 6.10, and 6.11; $\phi$ in Theorem 1.2.

Proof. Equation 6.2 is verified by replacing $j$ with $j+n$ and $v$ with $k-n$ in Eq. 5.1, dividing by $h^{l}$, subtracting the derivative term of Eq. 6.2 from both sides, and noting that $s_{k+j}=f_{k+j}$.

Since Eq. 5.1 is an identity for polynomials of degree $\leq 2 n+1$, we now assume that
$f(x)=P_{2 n+1}(x)+R(x)$,
where $P_{2 n+1}$. $(x)$ is the Taylor polynomial of degree $2 n+1$ for $f$ about $x_{k}$. Then, with $m \equiv 2 n+1$,
$R(x)=\int_{x_{k}}^{x}(x-s)^{m} f^{(m+I)}(s) d s / m!$.

It follows that
$R_{k+j}=h^{m+1} \int_{0}^{j}(j-t)^{m} f^{(m+1)}\left(x_{k}+h t\right) d t / m b$,
$R_{k+j}^{(\ell)}$
$=h^{m+l-\ell} \int_{0}^{j}(j-t)^{m-\ell} f^{(m+l)}\left(x_{k}+h t\right) d t /(m-l)!$.
$m!(m-\ell) T_{n, l}\left(f, x_{k}\right) / h^{m+l-\ell}$
$=\sum_{j=1}^{n} \int_{0}^{j}\left[m!b_{n+j}^{(m)}(j-t)^{m-\ell}\right.$
$\left.-(m-l): a_{n+j}^{(m, l)}(j-t)^{m}\right]$
$\left[f^{(m+1)}\left(x_{k}+h t\right)+(-1)^{l} f^{(m+1)}\left(x_{k}-h t\right)\right] d t$.
If all we know is that $\left\|f^{(m+1)}\right\|_{\infty}=M_{m+1}$, Eq. 6.7 gives the estimate Eq. 6.3 where
$m:(m-l): A_{n, l}^{(0)}$
$=2 \sum_{v=1}^{n} \int_{v-1}^{v} \mid \sum_{j=v}^{n}\left[m!b_{n+j}^{(m)}(j-t)^{m-l}-(m-l)!\right.$

$$
\begin{equation*}
\left.a_{n+j}^{(m, d)} \cdot(j-t)^{m}\right] \mid d t . \tag{6.8}
\end{equation*}
$$

If we know, however, that $\left\|f^{(m+2)}\right\|_{\infty}=M_{m+2}$, then
$f^{(m+1)}\left(x_{k}+h t\right)=f^{(m+1)}\left(x_{k}\right)$
$+h \int_{0}^{t} f^{(m+2)}\left(x_{k}+h s\right) d s$,
and Eqs. $6.4 a$ and $b$ follow from Eq. 6.7 with
$m!(m-l): A_{n, l}^{(1)}$
$=2 \mid \sum_{j=1}^{n} \int_{0}^{j}\left[m b b_{n+j}^{(m)}(j-t)^{m-\ell}\right.$
$\left.-(m-l)!a_{n+j}^{(m, l)}(j-t)^{m}\right] d t \mid$, even $l ;$
$m!(m-1)!A_{n, l}^{(2)}$
$=2 \sum_{v=1}^{n} \int_{v-1}^{v} \mid \sum_{j=v}^{n}\left[m!b_{n+j}(j-i)^{m-l}\right.$
$\left.-(m-l): a_{n+j}^{(m, l)}(j-t)^{m}\right] \mid t d t$.
Thus; substituting Eq. 6.6 into Eq. 6,2, we have
$m!(m-l): T_{n, l}\left(f, x_{k}\right) / h^{m+l-l}$
$=\sum_{j=1}^{n} \int_{0}^{j}\left\{\left[m: b_{n+j}^{(m)}(j-t)^{m-l}-(m-l): a_{n+j}^{(m, l)}(j-t)^{m}\right] f^{(m+1)}\left(x_{k}+n t\right)\right.$
$\left.-\left[m!b_{n-j}^{(m)}(t-j)^{m-l}-(m-l): a_{n-j}^{(m, l)}(t-j)^{m}\right] f^{(m+1)}\left(x_{k}-n t\right)\right\} d t$.
Since $m=2 n+1$ is odd, the symmetry properties of the $b_{j}^{(m)}$ and the $a_{j}^{(m, l)}$ (see the comments in Section 5 ) imply that

Equations $6.5 a, b$, and $c$ follow in similar fashion from Eq. 6.7, formulae are not given.

Conments. Bounds of the same order result when $T_{n, l}\left(f, x_{k}\right)$ is estimated in terms of $\left\|f^{(2 n+2)}\right\|_{p,\left[x_{k-n}, x_{k+n}\right]}$ or $\left\|f^{(2 n+3)}\right\|_{p,\left[x_{k-n}, x_{k+n}\right]}$.
Similar results hold if $f$ has only lower order derivatives; the powers of $h$ drop accordingly. Perhaps the magnitude of the $A_{n, l}^{(i)}$ can be improved by using some sort of $2 n+1$ degree Polya interpolation on [ $x_{k-n}, x_{k+n}$ ] instead of the Taylor interpolation, Eq. 6.6, at $x_{k}$.

## 7. A Polynomial-Like Ring.

Suppose the same type of Polya interpolation to $f_{i}$ and $f_{i}^{(l(j))}, j=1, \ldots, n$ is used in all the intervals $\left[x_{i}, x_{i+1}\right]$. Then $d=s-H$ is not only piecewise polynomial of degree $2 n+1$, but its $l(j)$-th derivatives at the joints are also $s_{i}^{(l(j)))}-f_{i}^{(\ell(j))}$, thus satisfying Relation 6.1. To bound $\max _{i}\left|s_{i}^{(l(j))}-f_{i}^{(l(j))}\right|$ in terms of $\underset{i}{\max }\left|T_{n, \ell(j)}\left(f, x_{i}\right)\right|$ now becomes desirable, for then Lemma 4 will bound $d$ and its derivatives. Relation 6.1 is a band matrix taking a vector in $\mathrm{E}^{\mathrm{N}+1}$ into a vector in $\mathrm{E}^{\mathrm{N}+1-2 n}$. More precisely, let $M$ be the $(N+1-2 n) \times(N+1)$ matrix $\left[m_{i j}\right]$, where the integers $m_{i j}$ are given by
$m_{i j}=\left\{\begin{array}{l}(2 n+1): b_{n-|i-j|}^{(2 n+1)},|i-j| \leq n \\ 0, \text { otherwise }\end{array}\right\}$,
$\mathrm{n} \leq \mathrm{i} \leq \mathrm{N}-\mathrm{n}, \mathrm{O} \leq \mathrm{j} \leq \mathrm{N}$.
With $\mathrm{e} \equiv \mathrm{f}-\mathrm{s}$,
Let $\overrightarrow{\mathrm{e}}^{(l)} \equiv\left[\mathrm{e}_{0}^{(l)}, \ldots, e_{\mathrm{N}}^{(l)}\right]^{T}$ and $\overrightarrow{\mathrm{T}}(\ell)$
$\equiv\left[T_{n, l}\left(f, x_{n}\right), \ldots, T_{n, l}\left(f, x_{\mathrm{N}-\mathrm{n}}\right)\right]^{T}$. Then (Eq. 6.1)
$m \vec{e}^{(l)} \equiv(2 n+1): \vec{T}^{(\ell)}$ 。
This band matrix $m$ has a simple structure, independent of $\ell$; it is ( $2 n+1$ )-diagonal, if that term may be applied here, and each row is the translation of one generic row which, in turn, is symmetric about is central element. If $M$ were diagonally dominant, standard arguments could come
into play. The matrices for odd-degree splines of degrees 7 to 15 are not diagonally dominant; probably none beyond 7 are. We now show that such matrices can be factored into a product of tridiagonal matrices, and will make use of this fact in Section 8.

Consider the class C of doubly infinite ( $2 n+1$ )-diagonal matrices, $n=0,1, \ldots$ of complex numbers $\left(c_{0}, \ldots, c_{n}\right)$ given by $C=\left[c_{i j}\right]$, $-\infty<i, j<+\infty$, where $c_{i j}=c_{n-|i-j|},|i-j| \leq n$, and $c_{i j}=0$ otherwise.
$c \in C$ implies that the rows of $c$ are identical (except for translation), and the generic row is symmetric about its diagonal element, $c_{n}$. Fvidently each $c \in C$ may be represented by the notation $c=$ $\left\{c_{0}, \ldots, c_{n}\right\}, c_{o} \neq 0$, for some $n$. Let $c_{k}$ be the set of $c=\left\{c_{0}, \ldots, c_{k}\right\}, c_{0} \neq 0 . C_{0} \cup(0)$ is isomorphic to the complex numbers. $C$ itself is a commutative ring with identity \{ 1 \} under matrix multiplication. The class $D_{n}=\bigcup_{k=0} C_{k}$ is analogous to the polynomials $\sum_{i=0}^{n} c_{i} z^{n-i}$ of degree $\leq n$, for if $c_{m} \in C_{m}$ and $c_{n} \in D_{n}, c_{m}{ }^{\circ} c_{n} \in D_{m+n}$. The rule of combination of coefficients, however, appears to be different from that for polynomial multiplication.

We now show that the ring of polynomials with complex coefficients is isomorphic to C. The correspondence, $\theta$, is set up as follows: $\theta[a]=\{a\}$, $\underset{n}{\theta}[z]=(1,0], \theta\left[z^{n}\right]=(\theta[z])^{n}, \theta\left[\sum_{i=0}^{n} \sigma_{i} z^{n-i}\right]=$ $\sum_{i=0}^{n} \sigma_{i} \theta\left(z^{n-i}\right)$. In particular we note that
$\theta[a]$
(a)
$\theta[z]=$

$$
(1,0)
$$

$\theta\left[z^{2}\right]=$
$(1,0,2)$
$\theta\left[z^{3}\right]=(1,0,3,0)$
$\theta\left[z^{4}\right]=(1,0,4,0,6\}$
-
$\theta\left[r^{n}\right]=\left(c_{0}, c_{1}, \ldots, c_{n}\right)$, where $c_{i}= \begin{cases}\binom{n}{\ell}, & i=2 \ell \\ 0, & \text { otherwise. }\end{cases}$

Indeed, the full generic row of $\theta\left[z^{n}\right]$ is the nth full row of Pascal's triangle with 0 's inter. spersed; in fact, it consists of the coefficients of $\left(z^{2}+1\right)^{n}$. We will use this in a moment. The
map $\theta$ clearly preserves addition and multiplication． Furthermore，for any $\left(c_{0}, c_{1}, \ldots, c_{n}\right\}=c \in C$ there exists a polynomial $P_{n}(z) \equiv \sum_{i=0}^{n} \sigma_{i} z^{n-i}$ such that $\theta\left[P_{n}\right]=c$. （One simply starts with $\sigma_{0}=c_{0}, \sigma_{1}=$ $c_{1}$, looks at $c-\theta\left[\sigma_{0} z^{n}\right]-\theta\left[\sigma_{1} z^{n-1}\right]$ to find $\sigma_{2}$, $\sigma_{3}$, etc）．This is equivalent to solving the pair． of uncoupled lower triangular linear systems（with 1 on the diagonels）
$\left.\begin{array}{ll}c_{2 k}=\sum_{i=0}^{k}\binom{n-21}{k-i} \sigma_{2 i}, & 0 \leq k \leq[n / 2], \\ c_{2 k+1}=\sum_{i=0}^{k} \cdot\binom{n-1-2 i}{k-i} \sigma_{2 i+1}, & 0 \leq k \leq[(n-1) / 2],\end{array}\right\}$
where $[x]$ is the largest integer not bigger than $x$ ． We note that if the coefficients，instead of being complex numbers，were simply the elements of a commutative ring，$R$ ，with unity，then $\theta$ would be an isomorphism of the ring of polynomials with coefficients in $R$ onto the ring $C$ with coefficients in $R$ ．In our case，however，$R$ is the complex num－ bers，and we have shown
Lemma 7．1．$\left\{1, c_{1}, \ldots, c_{n}\right\}=\prod_{i=1}^{n}\left\{1, r_{i}\right\}$ if，and only if，$\sum_{i=0}^{n} \sigma_{i} z^{n-i}=\prod_{i=1}^{n}\left(z+r_{i}\right)$ ，where the $\sigma_{i}$ and $c_{i}$ are related by Eq． 7.4 ．

For a diagonally dominant tridiagonal matrix $\{1, r\}$ ，the important quantity is $r-2$ if $r>2$ ． For $\left\{1, c_{1}, \ldots, c_{n}\right\}=\prod_{i=1}^{n}\left(1, r_{i}\right\}$ ，the important quantity will be its＂excess，＂$E_{n} \equiv \prod_{i=1}^{n}\left(r_{i}-2\right)$ ， if $r_{i}>2,1 \leq i \leq n($ Lemma 8$)$ ．We now show that the matrices $(2 n+1):\left\{b_{0}^{(2 n+1)}, \ldots, b_{n}^{(2 n+1)}\right\}$ have such a factorization，and that $E_{n}$ is computable airectly from $b_{o}^{(2 n+1)}, \ldots, b_{n}^{(2 n+1)}$ via Eq． 7.6 or from the Bernoulli numbers via Eq．7．7．

To show this we have another isomorphism in mind：define
$\psi\left[\sum_{i=0}^{n} \sigma_{i} z^{n-i}\right] \equiv \sum_{i=0}^{n}\left[\sigma_{i}\left(z^{2}+1\right) / z\right]^{n-i}$
$\equiv \sum_{i=0}^{2 n} c_{i}^{*} z^{n-i}$ 。

We note that if $R_{2 n}^{\prime}(z)=\psi\left[P_{n}\right]$ ，then $R_{2 n}(1 / z) \equiv$ $R_{2 n}(z)$ ；thus $c_{i}^{*}$ and $c_{2 n-1}^{*}, 0 \leq i \leq n$ ．Furthermore，
$\psi\left[z^{n}\right](z) \equiv\left(z^{2}+1\right)^{n} / z^{n} ;$ and $\psi$ is an isomorphism onto its range．It follows that $\theta\left[P_{n}(z)\right]=2 n$ $\left\{c_{0}, \ldots, c_{n}\right\}$ if，and only if，$\psi\left[P_{n}(z)\right](z) \equiv \sum_{i=0}$ $c_{i}^{*} z^{n-i}$, where $_{n}^{*} c_{i}^{*}=c_{2 n-i}^{*}=c_{n^{\prime}}, 0 \leq i \leq n$ ．We also have $\psi\left[\prod_{i=1}^{n}\left(z+r_{i}\right)\right](z) \equiv \prod_{i=1}^{n^{2}}\left(z+r_{i}+l / z\right)$ ．We now deduce

Lenma 7．2． $\operatorname{Let}(2 n+1):\left\{b_{0}^{(2 n+1)}, \ldots, b_{n}^{(2 n+1)}\right\}=$ $\prod_{i=1}^{n}\left\{1, r_{i}^{(n)}\right\}$ ，where $b_{j}^{(m)}$ are defined by Eq．5．3． Then $r_{i}^{(n)}>2,1 \leq i \leq n, n=1,2, \ldots \ldots$ $\frac{\text { Proof．}}{n}$ Let $\theta^{-1}\left[(2 n+1):\left\{b_{0}^{(2 n+1)}, \ldots, b_{n}^{(2 n+1)}\right)\right]=$ $\sum_{i=0}^{n} \sigma_{i}^{(n)} z^{n-i} \equiv P_{n}(z)$ ；i。e．$\sigma_{i}^{(n)}$ are defined from from the $c_{i}=(2 n+1)!b_{n}^{(2 n+1)}$ by Eq．7．4．Then
$\psi\left[P_{n}\right](z) \equiv \prod_{i=1}^{=}\left(z+r_{i}^{(n)}+1 / z\right)$ 。 But it has been shown that $z^{n} \psi\left[P_{n}\right](z)$ has roots，$w_{j}$ ，which are all real．，distinct．，and negative（Ref．n 22，817）；and they occur in reciprocal pairs：$w_{2 i+1}=1 / w_{2 i}$ ， $1 \leq i \leq n$（see Ref．10，p．33；Ref。16，near Eq． 23；Ref．24，p．101）．It follows that $r_{i}^{(n)}$ may be taken to be $-\left(w_{2 i}+1 / w_{21}\right)>2,1 \leq i \leq n_{\text {。 }}$

The values of $r_{i}^{(n)}, 1 \leq 1 \leq n, 1 \leq n \leq 7$ have been computed as the routs of the pulynmials of Lemma 7．1（see the Appendix，Table AI）．
$\operatorname{Lemma}_{n \rightarrow \infty}$ 7．3．Let $\left\{1, c_{1}, \ldots, c_{n}\right\}=\prod_{i=1}^{n}\left\{1, r_{i}\right\}$ ，and set $c_{0}=1$ ．Then
$\prod_{i=1}^{n}\left(r_{i}-2\right)=c_{n}+2 \sum_{i=1}^{n}(-1)^{i} c_{n-i}$.
Proof．Let $\theta^{-1}\left(c_{0}, \ldots, c_{n}\right)=\sum_{i=0}^{n} \sigma_{i} z^{n 1-1} \fallingdotseq P_{n}(z) ;$ then $\psi\left[P_{n}\right](z) \equiv \sum_{i=0}^{2 n} c_{i}^{*} z^{n-i}, c_{i}^{*}=c_{2 n-i}^{*}=c_{i}$ ， $0 \leq i \leq n$ ．We have

$$
\begin{aligned}
& \prod_{i=1}^{n}\left(-2+r_{i}\right)=\sum_{i=0}^{n} \sigma_{i}(-2)^{n-i} \\
& =\sum_{i=0}^{n} \sigma_{i}\left[\left(z_{1}^{2}+1\right) / z_{1}\right]^{n-i},
\end{aligned}
$$

where $\left(z_{1}^{2}+1\right) / z_{1}=-2 . \quad$ Thus
$\prod_{i=1}^{n}\left(r_{i}-2\right)=\sum_{i=0}^{2 n} c_{i}^{*}(-1)^{n-i}$
$=c_{n}+2 \sum_{1=1}^{n}(-1)^{i} c_{n-i}$ ．

Comment. Subsequently, it has been pointed out that the isomorphism $\psi^{-1} \theta$ is the map taking $R(x)=$ $R_{2 n}\left(e^{i x}\right),-\pi \leq x \leq \pi$; onto the matrix $c$ whose generic row consists of its Fourier coefficients. The tridiagonal factorization then follows from the proof of the Fejer-Riez representation theorem (Ref. 26, p. 21). In connection with Lemma 8; the Wiener theorem (Ref. 27, p. 246) states that if $R(x)$ does not vanish, $c: \quad \ell_{\infty} \rightarrow \ell_{\infty}$ is invertible, an estimate of $\left\|c^{-1}\right\|$ being provided in Ref. 27, $p$. 247. The inverse of a general $c$ may be found in Ref. 10 , p. 26; the matrix of Leman 7.2 is inverted in Ref. 24.
(May, 1968). The function $R_{m}(x)$ associated with $m$ was also shown to be positive, hence $m$ invertible, in Schoenberg. ${ }^{8}$ (There $R_{m}(x) /(2 n+1)$ : is called $\phi_{2 n+2}(x)$; see Eqs. III (17), III (18), IV (6), and IV (7) of Part A, and Section I of Part B. ${ }^{8}$ ) That min $\phi_{2 n+2}(x)=\phi_{2 n+2}(\pi)$ was recently shown in Schnenberg, ${ }^{28}$ Lemma 6. As an alternative to calculating the integers $(2 n+1)$ ! $b_{k}^{(2 n+1)}$ in order to evaluate $R_{m}(\pi)$, i.e., Eq. 7.6, we have from Eq. 2.19 in Ref. 28 that

$$
R_{m}(\pi)=(2 n+1): 2(2 / \pi)^{2 n+2} \sum_{i=1}^{\infty} 1 /(2 i-1)^{2 n+2}
$$

We now observe, using Eqs. 23.2.20 and 23.2.16 of Ref. 29, that

$$
\begin{align*}
& R_{n}(\pi)=\left(1-1 / 2^{2 n+2}\right) 4^{2 n+2}\left|B_{2 n+2}\right| /(2 n+2) \\
& >(2 n+1): 2(2 / \pi)^{2 n+2} \tag{7.7}
\end{align*}
$$

thus giving the "excese", Eq. 7.6; of $m$ quite explicitly together with a good lower bound. Here $\mathrm{B}_{\mathrm{k}}$ is the $\mathrm{k}^{\text {th }}$ Bernoulli number.

## 8. A Use for the Tridiagonal Factorization. If $\vec{W}=\vec{W} \vec{v}$ where $m$ has a diagonally dominant

 factorization, and if $\|\vec{w}\|_{\infty}$ is at hand, one can obtain a bound on $\|\vec{v}\|_{\infty}$ in some circumstances. In. our case we will need the following.Lemma 8. Suppose $\vec{v}=\left[v_{I}, v_{I+1}, \ldots, v_{J}\right]^{T}, J \geq I$, $\underset{\rightarrow}{\text { and }} \vec{w}=\left[w_{I-n}, \ldots, w_{J+n}\right]^{T}$ satisfy $\vec{v}=J_{1} J_{2} \ldots J_{n}$ $\vec{W}$, where each $J_{k}$ is the eppropriate $(J-I-1+$ $2 k) \times(J-I+I+2 k)$ segment of $\left(I, r_{k}\right\}$,
$J_{k}=\left(\begin{array}{ccccc}1 & r_{k} & 1 & & \\ & 1 & r_{k} & 1 & \\ & & \cdot & \bullet & 0 \\ & & & 1 & r_{k}\end{array}\right) \quad 1.1 \leq k \leq n$
 Then $\vec{v}(0)=\vec{v}$. Suppose further that for each $k$, $1 \leq k \leq n$, there exists $m(k)$ such that
$\max _{I-k \leq i \leq J+k}\left|v_{i}^{(k)}\right|=\left|v_{m(k)}^{(k)}\right|$,
$I-k<m(k)<J+k$.

Then, if $\left|r_{k}\right|>2,1 \leq k \leq n$,
$I \leq i \leq J \quad\left|v_{i}\right| \geq \prod_{i=1}^{n}\left(\left|r_{i}\right|-2\right) \quad \max _{I-n \leq i \leq J+n}\left|w_{i}\right|$.

Proof. For $1 \leq k \leq n$
$\left|v_{m(k)}^{(k-1)}\right|=\left|v_{m(k)-1}^{(k)}+r_{k} v_{m(k)}^{(k)}+v_{m(k)+1}^{(k)}\right|$
$\geq\left(\left|r_{k}\right|-2\right)\left|v_{m(k)}^{(k)}\right| \geq\left(\left|r_{k}\right|-2\right)\left|v_{m(k+1)}^{(k)}\right|$,
the last inequality being omitted if $k=n$.
Comment. The crucial assumption here (besides diagonal dominance of each factor) is that as one moves down from $\vec{v}$ to $\vec{W}$ one needs an interior maxi.mum, Eq. 8.1, at each stage; this is where the boundary conditions enter so strongly in the next sect.tion.

In the case of interest, Lenma 7.2 , ail the $\mathbf{r}_{\mathbf{k}}$ In the case of interest, Lenma 7.2 , ${ }^{\text {all }}$ the $r_{k}$
are greater than 2. Hence the bound $1 / \prod_{k=1}\left(r_{k}^{(n)}-\right.$ 2) on $\left\|c^{-1}\right\|\left(c ; \quad \ell_{\infty} \rightarrow \ell_{\infty}\right)$, which is estimated by Eqs. 8.2 and 7.6 , is actually attained at the vector $\left[(-1)^{i}\right]^{T}$. This result may also be found in Theorem 1 and Lemma 3 of Ref. 10, p. 27 and pp. 3336.

By Eqs. 5.3 and 5.4 and the remarks following Lemma 5, we have also proved the existence of the periodic spline interpolating periodic data given at equally spaced joints. Appendix A applies the tridiagonal factorization to the numerically stable calculation of this spline.
9. Proofs of Theorems 1.1 and 1.2; Theorem 9.

We concentrate first on Theorem 1.1. Pick $n$
$\geq 1$. Set $\ell(j)=2 j-1, j=1, \ldots, n$. Let $s$ be the spline of degree $2 n+1$ interpolating $f$ and satisfying $\mathrm{s}^{(\ell(j))}(0) \doteq \mathrm{f}^{(\ell(j))}(0), \mathrm{s}^{(\ell(j))}(1)=$ $f^{(\ell(j))}(1), 1 \leq j \leq n$ (Section 2 ). Let $H$ be given in each [ $x_{i-1}, x_{i}$ ] by polynomial interpolation of degree $2 n+1$ of $f_{i-1}, f_{i-1}^{(l(j))}, f_{i}, f_{i}^{(l(j)), 1 \leq}$ $j \leq n, 1 \leq i \leq N$ (Section 2). Equations 7.1 and $7 . \overline{2}$ suggest applying Lemma 8 to bound $\left\|\vec{e}^{l(j)}\right\|_{\infty}$ in terms of $\left\|\vec{T}^{\ell(j)}\right\|_{\infty}$, but Eq. 8.1 cannot be verified. We now extend the domain of detinition of $e=s-\Gamma$ and $T_{\ell(j), n}\left(f, X_{k}\right)$ so that $E q .8 .1$ can be verified. Let $P$ be the Taylor polynomial of degree $2 n+$ 1 for $f$ about $x=0$. Define $f^{*}=f-P, s^{*}=s-$ $\mathrm{P}, \mathrm{H}^{*}=\mathrm{H}-\mathrm{P}$, and extend their domain of det'inition by even reflection in 0 : thus
$f^{*}(x)=\left\{\begin{array}{l}f(x)-P(x), x \in[0,1], \\ f(-x)-P(-x), x \in[-1,0] .\end{array}\right.$
We note that $f^{*} \in C^{2 n+2}[-1,1]$, $s^{*}$ is a spline of degree $2 n+1$ in $C^{2 n}[-1,1]$ interpolating $f^{*}$, and $H^{*}$ interpolates $f^{*}$ as $H$ interpolated f. Furthermore, $e_{H}=H-f$ is identical with $H^{*}-f^{*}$ in $[0,1]$ and may be extended to $[-1,0]$ by $e_{H} \equiv H^{*}-$ $f^{*}$; the same sort of extension defines $d=s-H$ and $e$ on $[-1,1]$. Set $\ell=\ell(j), 1 \leq j \leq n$. The truncation errors of Section 6, $\bar{T}_{n, \ell}\left(f, x_{k}\right), n \leq k$. $\leq N-n$ are identical with $T_{n, l}\left(f^{*}, x_{k}\right), n \leq k \leq N$ - $n$, and are now extended by that identity for $-(N-n) \leq k \leq N-n$. The bounds, Eq. 6.3 or 6.4, on $\left|T_{n, l^{\prime}}\left(\bar{f}, x_{k}\right)\right|$ in terms of $\left\|f^{(2 n+3)}\right\|_{\infty}$ or $\left\|f^{(2 n+3)}\right\|_{\infty}$ are unaffected (in terms of $\|\cdot\|_{p}$ they will be affected by a root of 2). In other words, we have effected an extension of Eqs. 7.1 and 7.2 to $\mathrm{e}^{-3}(1)=$ $\left[e_{-N}^{(l)}, \ldots, e_{N}^{(\ell)}\right]^{T}, T(\ell)=\left[T_{n, l}\left(f, x_{-(N-n)}, \ldots\right.\right.$, $\left.T_{n, l}\left(r, x_{N-n}\right)\right]^{T}$ satisfying $\left|c_{-k}^{(\ell)}\right|=\left|e_{k}^{(\ell)}\right| ; k=$ $0, \ldots, N$ and $\left|T_{n, l}\left(f, x_{-k}\right)\right|=\left|T_{n, l}\left(f, x_{k}\right)\right|, k=$ $0, \ldots, N=n$.

We now do the same thing at the other end, using the Taylor polynomial there. . The result is the extension of Eqs. 7.1 and 7.2 to $\vec{e}(1)=$ the extension of Eqs. 7.1 and 7.2 to $e$
$\left[e_{-N}^{(\ell)}, \ldots, e_{2 N}^{(\ell)}\right]^{T}$ and $T^{(l)}=\left[T_{n, l}^{\left(f, x_{-}(N-n)\right.}\right), \ldots$, $\left.T_{n, \ell}\left(f, x_{2 N-n}\right)\right]^{T}$ satisfying $\left|e_{-k}^{(\ell)}\right|=\left|e_{k}^{(\ell)}\right|=$ $\left|e_{\substack{\ell \\ l}}^{\ell}\right|, 0 \leq k \leq N ;\left|T_{n, l}\left(f, x_{-k}\right)\right|=\left|T_{n, l}\left(f, x_{k}\right)\right|$,
$0 \leq k \leq N-n$; and $\left|T_{n, \ell}\left(f, x_{2 N-k}\right)\right|=\left|T_{n, l}\left(f, x_{k}\right)\right|$, $\mathrm{n} \leq \mathrm{k} \leq \mathrm{N}$. The bounds, Eqs. 6.3 or 6.4 , on $\| \overrightarrow{\mathrm{T}}(l)_{\infty}$ have been unaffected (and essentially so for $\|\cdot\|_{p}$ estimates). In Lemma 8 we now take $\vec{w}=\vec{e}(1), I=$ $-(N-n), J=2 N-n, \vec{v}=(2 n+1)!\vec{T}(l), r_{k}=$ $r_{k}^{(n)}$ occurring in the factorization of $(2 n+1)$ : $\left\{b_{0}^{(2 n+1)}, \ldots, b_{n}^{(2 n+1)}\right\}$. Using Lemma 7.2 , we conclude from Lemma 8 that, since $\vec{e}(\ell)=\vec{d}(\ell), \ell=$ $\ell(j)$,
$(2 n+1)!\max _{0 \leq k \leq N}\left|T_{n, \ell}\left(f, x_{k}\right)\right|$
$\geq \prod_{i=1}^{n}\left(r_{i}^{(n)}-2\right) \quad \max ^{\max }\left|d_{k}^{(l)}\right|$,
$\ell=\ell(j), \quad 1 \leq j \leq n$.

The rest is easy. We have the excess, $E_{n}=$ $\prod_{i=1}^{n}\left(r_{i}^{(n)}-2\right)$, troin Eiqs. 7.6 or 7.7. Assuming that $\left\|f^{(2 n+2)}\right\|_{\infty}=M_{2 n+2}$, we have from Eqs. 6.3 and 9.1
$0 \leq i \leq N\left(d_{i} \mid \ell(j)\right) \mid$
$\leq(2 n+1)!h^{2 n+2-2(j)} A_{n, l(j)}^{(0)} M_{2 n+2} / F_{n}, 1 \leq j \leq n 。$

From Leume 4, using the Polya oet 2.3, and with $A(i, j)=A_{n, l(j)}^{(0)}, i=0,1$, we calculate $B_{l}$, concluding Eq. 1.2 with $K_{l, n}^{(1)}=(2 n+1): B_{\ell} / E_{n}$. From Corollary 3; using Eq. 2.3, we conclude Eq. 1.1 with $G_{l, n}^{(1)}=G$, If $f \in C^{2 n+3}[0,1]$ we similarly use Eqs. $6.4 a$ and $b$, calculate $B_{\ell}$ from $A_{n, l}^{(2)}$ and valiaate Eq .1 .3 with $\mathrm{K}_{l}(2)=(2 n+1)!\mathrm{R}_{l} / \mathrm{F}_{\mathrm{n}} . \quad$ (A1.though $f^{*(2 n+3)}$ may jurpp at 0 or 1, Eq. 6.9 still holds.)
'l'heorem 1.2 is proved ln similar fashion crcept that $f^{*}, s^{*}$, and $H^{*}$ are defined by odd retlection because their first $n$ even derivatives vanish at $0^{\prime}$ and 1 . The bounds are different because the rolya oct uocd ie Eq. 2.4; Eqs. 6.5o., h, and $c$ replace $6.4 a$ and $b$ in the argument.

We now make two observations about this proof which permit the construction of bounds that may be smaller than those in Theorems 1.1 and 1.2 in
some cases. The first observation is that the subtractions of the Taylor polynomials at either end and the subsequent even, or odd, reflections were performed only to extend $s$ as a spline $s^{*}$ on $[-1,2]$ so that Lemma 8.would apply, and to ensure that $f^{*}$ had enough continuous derivatives at 0 and 1 so that Lemma 6 could be applied to $s^{*}-f^{*}$. Thus for periodic spline interpolation of a function with enough periodic derivatives, ${ }^{16}$ one may apply Lemmas 6 and 8 directly to $s$ - $f$. The second observation concerns the Polya interpolations used. Lemmas 6 and 8 actually bound $\left(s^{*}-f^{*}\right)(l)$ at the joints for each $\ell \leq 2 n+1$. Thus any Polya interpolation of degree $\leq 2 n+1$ may be used in the error decomposition on any interval, with Lemmas 3 and 4 then bounding the two parts of the error and its derivatives in that interval. We conclude

Theorem 9. Let $n \geq 1, N>2 n+1$. Let $f \in c^{2 n+1}$ $[0,1]$ be such that $f^{(2 n+2)}$ is continuous except, perhaps, for jump discontinuities at the joints. Let $s$ be the spline of degree $2 n+1$ interpolating $f$, and (a.) matching its first $n$ odd derivatives at 0 and 1 , (b.) matching its first $n$ even derivatives at 0 and 1 , or ( $c_{0}$ ) satisfying periodic boundary conditions (if $f$ is periodic with period 1 , and $f \in C^{2 n+1}(-\infty, \infty)$, with possible jump discontinuities in $f^{(2 n+2)}$ at the joints). For $\ell=0, \ldots, 2 n+1$, define
$K_{\ell, \mathrm{n}}^{(3)}=\min _{[\ell(i, j)]}\left[G_{\ell}+(2 n+l): B_{\ell} / E_{n}\right]$,
where $E_{n}$ is defined by Eq. $7.6 ; \ell[i, j]$ is any Polya set for $2 n+1$ degree Polya interpolation (Section 2); and for each such Polya set, $G_{l}$ is determined by Lemma 3 and $B_{2}$ by Lerma 4 using Lerma 6. Then, for $0 \leq \ell \leq 2 n+1$,
$\left\|(f-s)^{(\ell)}\right\|_{\infty} \leq n^{2 n+2-\ell} K_{l, n}^{(3)}\left\|f^{(2 n+2)}\right\|_{\infty}$.

As an example of what can be done with less smooth functions, we easily show (January, 1968)

Corollary 9.1. Suppose $f$ is continuous, but not differentiable, on ( $-\infty \infty$ ) and periodic with period one: Let
$\max _{|x-y| \leq \delta}|f(x)=f(y)|=\omega(r, \delta)$.

Let $s$ be the spline of degree $2 n+1$ which interpolates $f$ at the equally spaced joints and satisfies periodic conditions at 0 and 1 (or has its first $n$ odd, or even, derivatives vanishing at 0 and 1). Let $H$ be piecewise linear interpolation of $f$ at the joints. Then, with $h=1 / \mathrm{N}$,
$\|f-H\|_{\infty} \leq \omega(f, h)$,
and there exist $K_{n}$ such that
$\|H-s\|_{\infty} \leq K_{n} \alpha(f, h)$.

Proof. For $x \in\left[x_{1}, x_{1+1}\right]$,
$(f-H)(x)$
$=\left(x_{i+1}-x\right)\left(f(x)-f_{i}\right) / h+\left(x-x_{i}\right)\left(f(x)-f_{i+1}\right) / h$,
from which Eq. 9.2 follows immediately. Furthermore, $\left|H_{i}\right| \leq \omega(f, h) / h . \quad s_{j}^{(l)}, L$ odd, is bounded by $O\left[\omega(f, h) / h^{2}\right]$ using Eq. 5.1, Comment 3 after Lemma 5, suitable reflection as above, and Lemmas 7.2 and 8. Thus there are constants $A_{n, l}$ such that $\max _{i}\left|s_{i}^{(l)}\right| \leq A_{n, l} \omega(f, h) / h^{\ell}, \ell=1,3,5, \ldots, 2 n-1$. Lemma 4 now applies to $\mathrm{H}-\mathrm{s}$, proving Eq . 9.3. For the cubic splines with equally spaced joints, this argument yields $\|f-s\|_{\infty} \leq 2 \omega(f, h)$ not quite so good as Nord's $7 / 4.4$

Corollary 2.2. Suppose instead that $f$ is merely bounded. Then the rest of Corollary 9.1 holds unaltered. Thus the spline interpolants are uniformly bounded for all $h$.
10. Error Bounds for Some Cubic Spline Interpola-
tions on Arbitrary Meshes.
Let the foints $0=x_{0}<x_{1}<\ldots<x_{N}=1$ be
given, and set $h_{i}=x_{1}-x_{i-1}, h_{m}=\min _{i} h_{i}$, iven, and set $h_{i}=x_{1}-x_{i-1}, h_{m}=\min _{1 \leq i \leq N}$ $h_{M}=\max _{1 \leq i \leq N} h_{i}$. With $f$ also in hand, we first consider the spline, $s$, which is a cubic polynomial between the joints, is in $C^{2}[0,1]$, and interpolates $f$ at the joints and $f^{\prime}$ at 0 and 1 . Let $H$ be the piecewise cubic which interpolates $f_{i}, f_{i}^{\prime}, 0 \leq i \leq$ N.

All the previous work becomes easy for the cubics. The analogue of Relation 5.1"among three
successive $s_{i}^{\prime} s$ and the corresponding $s_{i}^{(1)} s$ is given by de Boor's Eq. 4. ${ }^{17}$ The analogue of the truncation error, $T_{1,1}\left(f, x_{i}\right)$, Eq. 6.1, is easily computed using Taylor's theorem with integral remainder. (We have not explored the consequences of estimating $T_{1,1}$ by using Polya interpolation on [ $x_{i-1}, x_{i+1}$ ] instead of Taylor interpolation at $x_{i}$. ) The analogue of the matrix, $m$, Eq. 7.1, is tridiagonal and diagonally dominant. Since $d_{o}^{\prime}=$ $d_{N}^{\prime}=0$, the extreme value of $\left|d_{i}^{\prime}\right|$ is attained at an interior joint. One then concludes, if
$\left\|f^{(4)}\right\|_{\infty,\left[x_{i-1}, x_{i+1}\right]}=M_{4, i}$ or $\left\|f^{(5)}\right\|_{\infty,\left[x_{i-1}, x_{i+1}\right]}=$ $M_{5, i}$,
$0 \leq i \leq N\left(d_{i}^{\max } \mid \leq\right.$
$1 \leq \max _{i \leq N-1}\left[h_{i+1} h_{i}\left(h_{i+1}^{2}+h_{i}^{2}\right) M_{4, i} /\left(h_{i+1}+h_{i}\right)\right] / 24$,
or
$1 \leq \max _{i \leq N-1}\left\{h_{i+1} h_{i}\left[\left(h_{i+1}^{2}+h_{i}^{2}\right) M_{5, i} / 120\right.\right.$
$\left.\left.+\left|n_{i+1}-n_{i}\right| M_{4, i} / 24\right]\right\}$.
Let $p_{i}$ bound $d_{i}^{\prime}$ and $d_{i+1}^{\prime}$. Define $\left\|d^{(\ell)}\right\|_{i}=$ $\left\|a^{(l)}\right\|_{\infty,\left[x_{j-1}, x_{i}\right]^{\text {b }}}$ Uaing Lamma $H_{1}$, wo bnund $\left\|\dot{d}^{(\&)}\right\|_{i}$ by $p_{i}$ times the appropriate entry in the first column of Table I. Using Lenma 3, with $G(x, t)$ given in Ref. 30 , p. 376 , we bound $\left\|e_{H}^{(\ell)}\right\|_{i}$ by $M_{4, i}$ times the second column. (the numbers are $G_{1,1}^{(1)}$ of Theorem 1.1). From these two results and Eq. 10.1 one may observe much; for example, (a.) the mesn ratio, $h_{M} / h_{m}$, has no important effect on $0\left(h_{M}^{1-\ell}\right)$-type bounds on $\|f-s\|_{\infty}$ and $\left\|f^{\prime}-s^{\prime}\right\|_{\infty}$; indeed $\|f-s\|_{i}$ $\leq h_{i}\left\|f^{(4)}\right\|_{\infty}\left(4 n_{M}^{3}+h_{i}^{3}\right) / 384$. (bc) for sufficiently smooth meshes, however, $\left\|d^{(l)}\right\|_{\infty} \leq 0\left(1 / N^{5-l}\right)$ $\left\|f^{(5)}\right\|_{\infty} ; 0 \leq \ell \leq 3$. For a uniform mesh, with $h=$ $1 / N,\left\|f^{(4)}\right\|_{\infty}=M_{4}$ or $\left\|f^{(5)}\right\|_{\infty}=M_{5}$, we derive the third and fourth columns of Table I from Eq. 10.1 and the first column. The numbers in columns 3 and 4 are $K_{l, 1}^{(1)}$ and $K_{l, 1}^{(2)}$ of Theorem 1.1.

We repeat in similar fashion for the cubic spline, $s$, which matches $f^{\prime \prime}$ at 0 and 1 , and with $H$ the piecewise cubic which interpolates $f_{i}, f_{i}^{\prime \prime}$, $0 \leq i \leq N$. The analogue of Relation 5.1 is now given by Walsh et al., Eq. 4. ${ }^{18}$ The result corresponding to Eq. 10.1 is (since there is no particular advantage in assuming that $f^{(5)}$ exists)
$0 \leq i \leq N \max _{i}^{\max }\left|\mathrm{d}_{1}^{\prime \prime}\right| \leq \max _{1 \leq N-1}$
$\left[\left(h_{i}^{2}-h_{i} h_{i+1}+h_{i+1}^{2}\right) M_{4, i}\right] / 4$.
With $p_{i}$ now a bound on $d_{i}^{\prime \prime}$ and $d_{i-1}^{\prime \prime}$, we use Lemma 4 . again to set up the first column of the second set of entries in Table I. The appropriate Green's function yields the second column. From thls and Eq. 10.2 we see, among other things, that (a.) the mesh ratio only disturbs $O\left(h_{M}^{4-\ell}\right)$ bounds on $\| f^{(\ell)}$ $s^{(1)} \|_{\infty}$ for $l=3$, noting further that $\|\rho-s\|_{i} \leq$ $0\left(h_{i}^{2} h_{M}^{2}\right) M_{4} ;\left(b_{0}\right)$ for sufficiently smooth meshes, $O\left(1 / N^{4-l}\right)$ bounds can be found on $\left\|f^{(l)} \cdot s^{(l)}\right\|_{\infty}$, $0 \leq \ell \leq 3$. The third colmmn again indicates the bounds on $\left\|d^{(l)}\right\|_{\infty}$ with a uniform mesh; the numbers thore are $K_{L, 1}^{(3)}$ of Thenrem 1.2.

Finolly, we ebsompe thot. the ideas developed in Section 9 apply to these two types of cubic spline intexpolation and to culic periovic spline intoxpelation on axbitrery meshes as well. Thus, for these three types of boundary conditions, we see that the mesh ratio has no significant effect on the convergence rate (in terms of $h_{M}$ ) of $s^{(l)}$, to $f^{(\ell)}, 0 \leq \ell \leq 2$. Furthermore, we see that the smaller the local mesh length, the faster the local. cunvergence; $l=0$, $l_{0}$ In thic last respert; cubie spline interpolation acts somewhat like cubic Polya interpolation, although with the Polya interpolation it is only the local.mesh length which is significant. For example, the maximum mesh width, $h_{M}$, can remain fixed while the local length, $h_{i}$, goes to zero, and the spline error will go to zero like $h_{i}^{2}$ while the Polya error goes to $h_{i}^{4}$. This order of local convergence for the spline is not to be improved on in general, for if $f(x)=x^{4}$ is interpolated at $-1,-\epsilon, \epsilon, 1$ by the cubic spline, $s$, which matches $f^{\prime}$ at $\pm 1$ ac well, then $s(0)=\epsilon^{2}+$ $O\left(\epsilon^{3}\right)$.

Table I. Cubic Splines, $\|\cdot\|_{\infty}$ Bounds.

| 1 | $\cdot\left\\|d^{(l)}\right\\|_{i} \leq p_{i}$ | $\left\\|e_{H}^{(l)}\right\\|_{i} \leq M_{4, i}$ | $\left\\|\mathrm{d}^{(l)}\right\\|_{\infty} \leq M_{4}$ | $\underline{\left\\|d^{(l)}\right\\|_{\infty} \leq M_{5}}$ |
| :---: | :---: | :---: | :---: | :---: |
|  |  | $f^{\prime}$ ' interpolation |  | - |
| 0 | $h_{i} / 4$ | $\mathrm{h}_{1}^{4} / 384$ | $4 \mathrm{~h}^{4} / 384$ | $\mathrm{h}^{5} / 240$ |
| 1 | 1 | $\mathrm{h}_{\mathrm{i}}^{3} \mathrm{G}_{1}{ }^{*}$ | $\mathrm{n}^{3} / 24$ | $h^{4} / 60$ |
| 2 | $6 / h_{1}$ | $h_{i}^{2} / 12$ | $h^{2} / 4$ | $\mathrm{h}^{3} / 10$ |
| 3 | $12 / h_{i}^{2}$ | $h_{1} / 2$ | h/2 | $\mathrm{h}^{2} / 5$ |
|  |  | $\mathrm{f}^{\prime \prime}$ interpolation |  |  |
| 0 | $h_{i}^{2} / 8$ | $5 n_{1}^{4} / 384$ | $12 \mathrm{n}^{4} / 384$ |  |
| 1 | $h_{i} / 2$ | $n_{1}^{3} / 24$ | $\mathrm{h}^{3} / 8$ |  |
| 2 | 1 | $\mathrm{h}_{\mathrm{i}}^{2} / 8$ | $\mathrm{h}^{2} / 4$ |  |
| 3. | $2 / h_{i}$ | $h_{i} / 2$ | h/2 |  |

${ }^{\#} 1000 \mathrm{G}_{1} \approx 8.0187537$ at $\mathrm{x}=1 / 2 \pm 0.2886751$. G. Birkhoff and A. Priver ${ }^{31}$ have shown subsequently that $G_{1}=\sqrt{3} / 216$.

The author thanks Professor Carl de Boor who inquired about the existence of tridiagonal factorization of band matrices and contributed the following argument which sharpens Theorems 2 and 4 of Subbotin. 7 Suppose $f \in C^{2 n+1}(-\infty, \infty)$ with bounded $2 n+1^{s t}$ derivative. According to Eq. 1 of Subbotin, 7 if $s$ is the unique $\mathrm{C}^{2 n-1}$ spline of degree an interpolating $f$ halfway between the uniformly spaced joints, then
$\left\|f^{(\ell)}=s^{(\ell)}\right\|_{\infty} \leq D_{\ell} n^{2 n-1-\ell} \omega\left(f^{(2 n-1)}, n\right)$,
$0 \leq 2 \leq 2 n:-1$.
Let $\bar{s}$ be a function such that $\overline{8}(2 n-1)$ is piecewise linear and interpolates $f^{(2 n-1)}$ at the joints. Then the spline interpolating $\mathrm{f}=\overline{\mathrm{s}}$ is $\mathrm{s}-\overline{\mathrm{s}}$. Hence
$\left\|f^{(l)}-s^{(l)}\right\|_{\infty}=\left\|(f-\bar{s})^{(l)}-(s-\bar{s})^{(l)}\right\|_{\infty}$
$\leq D_{L} h^{2 n-1-1} \omega\left[(f-\bar{s})^{(2 n-1)}, h\right]$.
But $\left\|(f-\bar{s})^{(2 n-1)}\right\|_{\infty} \leq D h^{2}\left\|f^{(2 n+1)}\right\|_{\infty}$, giving the sdditional two powers of $h$ which are desired.
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Appendix A．Stable Computation of the Spline In－ terpolants．
（May，1968）．We now apply the tridiagonal factorization of Section 7 to the practical problem of findine numprica．lly the periodic spline of de－ gree $2 n+1$ ，of period 1 ，which interpolates $f$（al－ so of period 1）at the equally spaced joints $x_{k}=$ $\mathrm{k} / \mathrm{N}$ 。（The calculation of the interpolants involving odd or even derivative boundary conditions is then easily accompolished－：see the end of the Appendix．） In partioular，we wish tin rompitie the coefficients， $c_{k}$ ，of the elements of the local basis for the splines，
$\phi_{k}(x) \equiv Q_{2 n+2}(x / h-k+n+1)$,
such that the spline，
$s(x)=\sum_{k=-\infty}^{\infty} c_{k} \phi_{k}(x)$,
satisfies $s(k h)=f(k h), 0 \leq k \leq N-1$ ，and is periodic with period 1. Here $Q_{e_{n+2}}$ is given hy Eq． 5.4 （although we do not know if that definition is the best way to compute it）．Thus we wish to sulve the limbly infinite matrix problem
$m c=(2 n+i): f \cong g$ ，
where $m$ is given by Eq．7．1，（but $-\infty<i, j<\infty)$ ，
$c=\left(\ldots, c_{-1}, c_{0}, c_{1}, \ldots, c_{N-1}, c_{N} ; \ldots\right)^{T}$ ，
$f=\left(\ldots, f_{-1}, f_{0}, f_{1}, \ldots, f_{N-1}, f_{N}, \ldots\right)^{T}$ ；
while $f$ has period $N$ ，that is
$f_{k+N}=f_{k}$ for all $k$ ：

It is clear that finding $c_{0}, \ldots, c_{\mathrm{N}-1}$ will suffice, since cealso has period $N$.

We shall show the following: the $N$ coefficients may be found by solving two $N / 2$ by $N / 2$ sets of linear equations. Each of this pair of linear equations is solved by finding, successively, the solutions of $n$ tridiagonal $N / 2$ by $N / 2$ linear equam tions (the tridiagonal matrices are indicated below). Since each tridiagonal system is diagonally dominant, it is easily and stably solved numerically by the usual technique. The result, then, is that the N coefficients may be found by a stable numericell procedure involving about 2 nN multiplications, nN divisions, and 3 nN additions. The result for the other two boundary conditions is essentially the same (see the next to last paragraph of this Appendix).

To both motivate and prove the general case, we consider first the tridiagonal case and assume that $M=J=\{1, r\}$, with $r>2$ 。

A sequence, $c$, is called periodic with period N if, and only if, $c_{k}=c_{k+N^{\prime}}$, all k. A sequence $c$ is called [anti] symmetric if, and only if, $c_{-k}=$ $(-1)^{i} c_{k}, i=0[i=1]$, all $k$. We note that $a$ periodic sequence is [anti] symetric if, and only if, it is [anti] symmetric about N/2 (or, more precisely, $\left.c_{N-k}=(-1)^{i} c_{k}\right)$. We note further that periodicity is preserved under $J$ and $J^{-1}$, and that [anti] symmetry of a periodic sequence is also preserved under $J$ and $J^{-1}$. We assume hereafter that all sequences are periodic with period $N$.

To solve, now, the problem
$\mathrm{J} c=\mathrm{g}$,
where the given $g$ is either symmetric or antisymmetric, we solve the problem
$J^{*} \vec{c}=\vec{g}$,
where
$\vec{c}=\left(c_{0}, c_{1}, \ldots, c_{[N / 2]}\right)^{T}$,
$\vec{g}=\left(g_{0}, g_{1}, \ldots, g_{[N / 2]}\right)^{T} ;$
and set
$c_{N-k}=\left\{\begin{array}{l}C_{k}, g \text { symmetric } \\ -c_{k}, \quad \text { g antisymmetric }\end{array} \quad 1 \leq k \leq[N / 2]\right.$.

The diagonally dominant [ $\mathrm{N} / 2$ ] +1 by [ $\mathrm{N} / 2]+1$ matrix $J^{*}$. to be used depends upon $g$ and $N$.
g symmetric, $N$ even:

$$
J^{*}=\left(\begin{array}{ccccc}
\mathbf{r} & 2 & & &  \tag{A.2}\\
1 & r & 1 & & \\
& \cdot & \cdot & \cdot & \\
\hdashline & & 1 & r & 1 \\
& & & 2 & r
\end{array}\right)
$$

f antisymutric, $\mathbb{N}$ even:

$$
J^{*}=\left(\begin{array}{ccccc}
r & & & &  \tag{A.3}\\
1 & r & 1 & & \\
& \cdot & \cdot & \cdot & \\
& & 1 & r & 1 \\
& & & & r
\end{array}\right)
$$

g symmetric, N odd:

$$
J^{*}=\left(\begin{array}{ccccc}
r & 2 & & & \\
1 & r & 1 & & \cdot \\
& \cdot & \cdot & \cdot & \ddots \\
& & 1 & r & 1 \\
& & & 1 & r+1
\end{array}\right)
$$

g antisymmetric, N odd:

$$
J^{*}=\left(\begin{array}{lllll}
r & & & & \\
1 & r & 1 & & \\
& \cdot & \cdot & \cdot & \\
& & 1 & r & 1 \\
& & & 1 & r-1
\end{array}\right)
$$

To solve
$J c^{\prime}=g$
given a general periodic sequence, $g$, we first define sequences $g_{\text {even }}$ and $g_{\text {odd }}$ by
$\left(g_{\text {even }}\right)_{k}=\left(g_{k}+g_{N-k}\right) / 2$, all $k$;
$\left(\mathrm{g}_{\mathrm{odd}}\right)_{\mathrm{k}}=\left(\mathrm{g}_{\mathrm{k}}-\mathrm{g}_{\mathrm{N}-\mathrm{k}}\right) / 2$, ald k .
Then we solve the two systems
$J^{*} \vec{c}_{\text {even }}=\vec{g}_{\text {even }}, J^{*} \vec{c}_{\text {odd }}=\vec{g}_{\text {odd }} ;$
and, upon extending $c_{\text {even }}$ and $c_{\text {odd }}$ as above, we set
$\vec{c}=\vec{c}_{\text {even }}+\vec{c}_{\text {odd }}$.

We turn finally to the: solution of the periodic interpolation problem, Eq. A.l;
$m c=(2 n+1): f \equiv g$,
where, as in Section $7, m=J_{1} J_{2} \ldots J_{n}$, each $J_{k}=$ $\left\{1, r_{k}^{(n)}\right\}, r_{k}^{(n)}>2$ for $1 \leq k \leq n_{\text {。 }}$ Forming $g_{\text {even }}$ : as above, we solve, successively, the $n$ problems $\overrightarrow{\mathbf{v}}(0) \equiv \vec{g}_{\text {even }} ;$
$J_{k}^{*} \vec{v}^{(k)}=\vec{v}(k-1) ; \quad k=1,2, \ldots, n ;$
$\vec{c}_{\text {even }} \equiv \vec{v}(n)$.
Finding $\vec{c}_{\text {odd }}$ from $g_{o d d}$ in a similar fashion, we set $\overrightarrow{\mathbf{c}}=\overrightarrow{\mathrm{c}}_{\text {even }}+\overrightarrow{\mathbf{c}}_{\text {odd }}$
to complete the process.
As for finding the spline matching $f$ and its first $n$ odd (or even) derivatives at the ends, we

## first set

$g^{\prime} \equiv(2 n+1)!(f-p)$
where $P$ is the Polya polynomial of degree $2 n+1$ interpolating $f$ and its $n$ odd (or even) derivatives at the ends. By the existence argument of Section 2, $g$ is to be extended by even (odd) reflection in zero and interpolated by a spline (of degree $2 n+1$ and of period two) on $[-1,1]$. It should now he clear that the numerical procedure for finding this spline a - P will be to siolve
$T_{1}^{*} \mathcal{I}_{2}^{*} \ldots T_{n}^{*} \vec{c}=\vec{g}$
where $\mathcal{J}_{k}^{*}$ is now the $N+1$ by $N+1$ analogue of Eq. A.2: (or Eq. A. 3 for the even derivative boundary oonditions), $\vec{c}=\left(r_{U}, n_{\perp}, \ldots n, c_{N}\right)^{T}$, and $\vec{a}=$ $\left(g_{0}, g_{1}, \ldots ., g_{N}\right)^{T}$.

We have computed the $r_{k}^{(n)}$ for $1 \leq n \leq 7$. They are given in Table AI.

Table AI. $r_{k}^{(n)}$,
Notation: $2.34+5$ weais $\varepsilon .34 \times 10^{5}$.

| $n \backslash k$ | 2 |
| :---: | :---: |
| 1 | 4.0 : 40 |
| 2 | $2.75304923404039+0$ |
| 3 | 2.40346006611789 +0 |
| 4 | 2.25274129401893 to |
| 5 | 2.17351665460274 +0 |
| 6 | 2.12661029331673 to |
| 7 | 2.09650695619866 |
| $\underline{n} \backslash$ | 4 |
| 4 | $4.71409628867708+2$ |
| 5 | $6.00060130019854+1$. |
| 6 | $2.3183,9340899078+1$ |
| 7 | 1.3249 82041 $18882+1$ |
| $\underline{n} \backslash \mathrm{k}$ | 7 |
| 7 | 3.2325 $1335145386+4$ |

Appendix B. A Local Basis for Odd Derivative Polya Interpolation.
(June, 1968). Eqs. B. 6 and B. 7 below define $n+1$ polynomials, $P_{j}$, of degree $2 n+1$, such that $\left.\begin{array}{l}p_{0}(0)=1, P_{0}(1)=0 ; \\ p_{0}^{(2 l-1)}(0)=p_{0}^{(2 l-1)}(1)=0,1 \leq \ell \leq n\end{array}\right\}$
and, for $1 \leq \mathbf{j} \leq \mathbf{n}$
$\left.\begin{array}{l}P_{j}(0)=P_{j}(1)=0 ; \\ P_{j}^{(2 l-1)}(0)=\delta_{j l}, P^{(2 l-1)}(1)=0,1 \leq \ell \leq n_{0}\end{array}\right\}$

We note in passing that these polynomials lead immediately to the construction of the polynomial, $P$, required in the existence proof of Section 2 and the next to last paragraph of Appendix A. They also are identical with the $\psi_{0 j}$ used in the proof of Lemma 4 for the Polya conditions given by Eq. 2.3.

We now define, for $0 \leq k \leq N$ and $1 \leq j \leq n$
$\phi_{o k}(x)=\left\{\begin{array}{cl}P_{0}\left(\left|x-x_{k}\right| / h\right), & \left|x-x_{k}\right| \leq h \\ 0 & , \text { otherwise }\end{array}\right\}$
$\phi_{j k}(x)=h^{2 j-1}\left\{\begin{array}{cl}P_{j}\left[\left(x-x_{k}\right) / h\right], & x_{k} \leq x \leq x_{k}+h \\ -P_{j}\left[\left(x_{k}-x\right) / h\right] & , x_{k}-h \leq x \leq x_{k} \\ 0 & , \text { otherwise. }\end{array}\right\}$

These $(n+1)(N+1)$ functions form a basis for the vector space of all plecewise polynomials, $\mathrm{II}(\mathrm{x})$, of degree $\leq 2 n+1$ having joints $x_{o}, \ldots, x_{k}=$ $k / N, \ldots 0, x_{N}$ such that $H$ and $H^{(2 j-1), ~} 1 \leq j \leq n$ are continuous. This basis is a local basis in the sense that each element vanishes identically outside an interval of width (at most) 2h. Furthermore, Polya interpolation, $H$, of $f$ and its first $n$ odd derivatives at the joints, is given by
$H(x)=\sum_{k=0}^{N}\left[f\left(x_{k}\right) \phi_{o k}(x)+\sum_{j=1}^{n} f^{(2 j-1)}\left(x_{k}\right) \phi_{j k}(x)\right]_{(B .5)}$

As an application we shali see that the integral of $H$ yields the Euler-Maclaurin formula for the integral of $f$ (the one which stops with the $2 n-1^{\text {st }}$ derivative of $f$ ). Maximum and $\mathcal{L}_{2}$ norm error estimates follow from Lemma 3 and Example 3.4 of this report and from Eqs. 3 and 4 of Swartz. ${ }^{12}$

The polynomials, $P_{j}$ (Eqs. B.l and B.2), are constructed from the Euler polynomials, $E_{m}(x)$, and the Bernoulli polynomials, $\mathrm{B}_{\mathrm{m}}(\mathrm{x})$. (See Ref. 29, Section 23 and its references). To construct these $P_{j}$ 's we first define a mep
$\Leftrightarrow[f(x)]=g(x)$
taking the function $f$ onto the function $g$ such that
$g^{\prime \prime} \equiv f$ in $[0,1], g(0)=g(1)=0$

We note

$$
\begin{aligned}
& \mathscr{E}[1]=\mathscr{A}\left[E_{0}(x)\right]=E_{2}(x) / 2! \\
& \mathscr{E}\left[E_{2 k}(x) /(2 k)!\right]=E_{2 k+2}(x) /(2 k+2)!, k \geq 0 ; \text { and } \\
& \mathscr{G}\left[B_{2 k-1}(x) /(2 k-1):\right]=B_{2 k+1}(x) /(2 k+1)!, k \geq 1
\end{aligned}
$$

Turning to construct $P_{0}(x)(E q . B .1)$ we assume $P_{0}^{(2 n+1)}(x) \equiv a_{0} . \quad$ Then
$\left.P_{0}^{(2 n-1)}(x)=E a_{0}\right]=a_{0} E_{2}(x) / 2!$
$P_{0}^{(1)}(x)=\mathscr{\theta}\left[P_{0}^{(3)}(x)\right]=a_{0} E_{2 n}(x) /(2 n)!$
Hence

$$
\begin{aligned}
P_{0}(x) & =a_{0} \cdot \int_{1}^{x} E_{2 n}(t) d t / 2 n! \\
& =a_{0}\left[E_{2 n+1}(x)-E_{2 n+1}(1)\right] /(2 n+1):
\end{aligned}
$$

where $a_{0}$ is picked so that $P_{0}(0)=1$.
Thus, from Ref. 29, formula 23.1.20,
$P_{n}(x)=\left[2-(2 n+2) E_{2 n+1}(x) /\left(2^{2 n+2}-1\right) / B_{2 n+2}\right] / 4$
where $E_{2 n+1}$ is the $2 n+1^{\text {st }}$ Euler polynomial and $B_{2 n+2}$ is the $2 n+2^{n d}$ Bernounli number.

To find $P_{f}(x)$ (Eq. B.2) we assume $P_{j}^{(2 n+1 .)}(x) \equiv a_{j}$.

Then

$$
\begin{aligned}
& P_{j}^{(2 n+1-2)}(x)=\mathscr{A}\left[a_{j}\right]=a_{j} E_{2}(x) / 2: \\
& \text { : } \\
& \left.P_{j}^{(2 j+1)}(x)=\& p^{(2 j+3)}(x)\right]=a_{j} E_{2 n-2 j}(x) /(2 n-2 j)! \\
& P_{j}^{(2 j-1)}(x)=a_{j} E_{2 n+2-2 j}(x) /(2 n+2-2 j)!+(1-x) . \\
& =a_{j} E_{2 n+2-2 j}(x) /(2 n+2-2 j):-B_{1}(x)+1 / 2 \\
& P_{j}^{(2 j-3)}(x)=\mathscr{G}\left[P^{(2 j-1)}(x)\right] \\
& =a_{j} E_{2 n+4-2 j}(x) /(2 n+4-2 j):-B_{3}(x) / 3! \\
& +E_{2}(x) / 2(2!) \\
& P_{j}^{(1)}(x)=\mathscr{E}\left[P^{(3)}(x)\right] \\
& ={ }_{j}{ }_{j}{ }_{2 n}(\Lambda) / \varepsilon_{n}:-D_{2 j-1}(x) /(\Omega j-1)! \\
& \left.+E_{2 j-2}(x) / 2[2 j-2)!\right] \\
& P_{j}(x)=a_{j}\left[E_{2 n+1}(x)-E_{2 n+1}(0)\right] /(2 n+1)! \\
& \text { - }\left[B_{2 j}(x)-B_{2 j}(0)\right] /(2 j): \\
& +\left[E_{2 j-1}(x)-E_{2 j-1}(0)\right] / 2[(2 j-1)!j
\end{aligned}
$$

where $a_{j}$ is picked so that $P_{j}(1)=0$ (see Ref. 29, formula 23.1.20). Here $E_{m}(x)^{j}\left[B_{m}(x)\right]$ is the $m^{\text {th }}$ Euler [Bernouili] poiynomial.

Finally, to verify that the integral of the odd derivative Polya interpolant of $f$ ', Eq. B:5,' yields the Euler-Maclaurin formula (terminated with the $f^{(2 n-1)}$ end corrections) we observe from Eqs. B.3, B.4, B.6, and B. 7 that
$\int_{0}^{i} \phi_{O O}=\int_{0}^{1} \phi_{O N}=h / 2$;
$\int_{0}^{1} \phi_{o k}=h, l \leq k \leq N-1 ;$
$\int_{0}^{1} \phi_{j k}=0,1 \leq k \leq N-1,1 \leq j \leq n ;$
$\int_{0}^{1} \phi_{j 0}=-\int_{0}^{1} \phi_{j N}=i^{2 j_{B_{2 j}}} /(2 j):, 1 \leq j \leq n_{0}$

Thus, if $H$ is given by Eq. Bo5,

$$
\begin{aligned}
\int_{U}^{1} H(x) d x & =h\left(r_{0} / c+r_{1}+\ldots+r_{N} 1+f_{N} / \varepsilon\right) \\
& -\sum_{j=1}^{n} h^{2 j_{B_{2 j}}\left(f_{N}^{(2 j-1)}-f_{0}^{(2 j-1)}\right) /(2 j)!。}
\end{aligned}
$$

For further discussion of some connections between splines, Bernoulli polynomials, the EulerMaclaurin formula, and best quadrature formulas, we ret'er the reader to I. J. Schoenberg's "On Monosplines of Least Deviation and Best quadrature Fnrmilap," stam Tnurnal nn Numerici.al Anallysis, Volume 2, 1965, pp, 144-169.

