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OBJECT DETECTION USING NON-REDUNDANT LOCAL BINARY PATTERNS

Duc Thanh Nguyen, Zhimin Zong, Philip Ogunbona, and Wanqing Li

Advanced Multimedia Research Lab, ICT Research Institute

School of Computer Science and Software Engineering

University of Wollongong, Australia

ABSTRACT

Local Binary Pattern (LBP) as a descriptor, has been suc-

cessfully used in various object recognition tasks because of

its discriminative property and computational simplicity. In

this paper a variant of the LBP referred to as Non-Redundant

Local Binary Pattern (NRLBP) is introduced and its applica-

tion for object detection is demonstrated. Compared with the

original LBP descriptor, the NRLBP has advantage of provid-

ing a more compact description of object’s appearance. Fur-

thermore, the NRLBP is more discriminative since it reflects

the relative contrast between the background and foreground.

The proposed descriptor is employed to encode human’s ap-

pearance in a human detection task. Experimental results

show that the NRLBP is robust and adaptive with changes

of the background and foreground and also outperforms the

original LBP in detection task.

Index Terms— Human detection, local binary patterns

1. INTRODUCTION

Object detection is an active research topic in computer vi-

sion and there are several techniques developed to accomplish

the object detection task. In general object detection methods

can be categorized as either global or local approach. Global

approaches focus on detection of a full object in which the

object is often encoded by a feature vector [1, 2, 3, 4]. Some

image features such as HOG (Histogram of Oriented Gradi-

ents) [1] and Haar-like features [3] have been used widely to

describe the appearance of the objects. Local approaches on

the other hand detect objects by locating parts constituting the

objects [5, 6, 7, 8, 9].

Compared with global detection, local detection has ad-

vantage of being able to detect objects with high articulation

and cope with the problem of occlusion. However, determina-

tion of partial components is often based on prior knowledge

of the structure of the objects. For example, for human detec-

tion, in [5, 6], human body was decomposed into a number of

partial components corresponding to natural body parts such

as head-shoulder, torso, and legs.

Recently, some methods [7, 8, 9] have employed inter-

est points detectors, e.g. SIFT [10], to identify the locations

of the object’s parts. Local appearances of these parts then

were used as codewords to represent the object. Since parts

of an object can be located automatically based on low-level

features rather than prior knowledge, this approach can ac-

commodate with variations in the pose of the object.

Motivated by the advantages of using a codebook of lo-

cal appearance for object detection [7, 8, 9] and the discrim-

inative power of local patterns in object recognition, this pa-

per presents an object detection method with the following

contributions. First, we identify the locations of the object’s

parts using interest points detectors and recognize the object

by matching object’s local appearances with predefined code-

words. Second, to describe local appearance, we introduce

a new image descriptor, namely, Non-Redundant Local Bi-

nary Pattern (NRLBP). This descriptor is based on the orig-

inal LBP descriptor proposed for texture classification [11].

However, it is more discriminative and robust to illumination

changes compared with the original LBP as well as efficient

for computation and restoration. The proposed descriptor was

evaluated by employing it to detect humans from static im-

ages. Experimental results show that the NRLBP is robust

and adaptive to changes of the background and foreground

and has a superior performance in comparison with the origi-

nal LBP.

The rest of the paper is organized as follows. Section 2 re-

views the original LBP and then describes the novel LBP de-

scriptor. Section 3 presents an object detection method based

on the proposed descriptor. Experimental results along with

comparative analysis are presented in Section 4. Section 5

concludes the paper with remarks.

2. NON-REDUNDANT LBP (NRLBP)

2.1. LBP

The original LBP was developed for texture classification [11]

and the success has been due to its robustness under illumi-

nation changes, computational simplicity and discriminative

power. Fig. 1 represents an example of the original LBP in

which the LBP code of the center pixel (in red color and value

20) is obtained by comparing its intensity with neighboring

pixels’ intensities. The neighbor pixels whose intensities are

4609978-1-4244-7994-8/10/$26.00 ©2010 IEEE ICIP 2010
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Fig. 1. An illustration of the original LBP descriptor.

Fig. 2. The left and right image represents the same human

with inverted changes of the background and foreground. The

LBP code at (x, y) (in the left and right image) is complemen-

tary each other, i.e. the sum of these codes is 2P − 1.

equal or higher than the center pixel’s are labeled as ”1”; oth-

erwise as ”0”.

We adopt the following notation. Given a pixel c =
(xc, yc), the value of the LBP code of c is defined by:

LBPP,R(xc, yc) =

P−1
∑

p=0

s(gnp
− gc)2

p (1)

where np is a neighbor pixel of c and the distance from np to c

does not exceed R. gnp
and gc are the gray values (intensities)

of np and c respectively, and

s(x) =

{

1, if x ≥ 0

0, otherwise

In (1), R is the radius of a circle centered at c and P is the

number of sampled points. For example, in Fig. 2, R and P

are 1 and 8 respectively. The following are important proper-

ties of the LBP descriptor.

Uniform and non-uniform LBP. Uniform LBP is defined

as the LBP that has at most two bitwise transitions from 0 to

1 and vice versa in its circular binary representation. LBPs

which are not uniform are called non-uniform LBPs. As in-

dicated in [11], an important property of uniform LBPs is the

fact that they often represent primitive structures of the texture

while non-uniform LBPs usually correspond to unexpected

noises and hence are less discriminative.

LBP histogram. Scanning a given image in pixel by pixel

fashion, LBP codes are accumulated into a discrete histogram

called LBP histogram. Intuitively, the number of LBPP,R

histogram bins is 2P .

2.2. Non-Redundant LBP

Although the robustness of the original LBP has been demon-

strated in many applications, it has certain drawbacks when

employed to encode object’s appearance. Two notable disad-

vantages are:

• Storage requirement: as presented, the original LBP re-

quires 2P bins of histogram.

• Discriminative ability: the original LBP is sensitive to

the relative changes between the background and fore-

ground (the region inside the object). It depends on the

intensities of particular locations and thus varies based

on object’s appearance. For example, the LBP codes of

the regions indicated by red rectangles (small box) in

both the left and right images in Fig. 2 are quite differ-

ent while they actually represent the same structure.

To overcome both of the above issues, we propose a novel

LBP, namely, Non-Redundant LBP (NRLBP), as follows,

NRLBPP,R(xc, yc) (2)

= min

{

LBPP,R(xc, yc), 2
P − 1 − LBPP,R(xc, yc)

}

It can be seen that the NRLBP considers the LBP code

and its complement as same. For example, the two LBP codes

”11000011” and ”00111100” in Fig. 2 are counted once. Ob-

viously, with the NRLBP, the number of bins in the LBP

histogram is reduced by half. Furthermore, compared with

the original LBP, the NRLBP is more discriminative in this

case since it reflects the relative contrast between the back-

ground and foreground rather than forcing a fixed arrange-

ment of the background and foreground. Hence, the NRLBP

is more robust and adaptive to changes of the background and

foreground. The robustness of the NRLBP is also verified in

experiments (see section 4).

3. PROPOSED OBJECT DETECTION METHOD

3.1. Training

Assume that we have a number of images containing objects

of interest. We further assume that the object masks (silhou-

ettes) are also given. The interest points can be detected us-

ing SIFT detector [10]. A set of interest points close to the

object masks is then selected. This set is called positive in-

terest points set. Other interest points not belonging to this

set are called negative interest points. For each positive inter-

est point, a (2L + 1)× (2L + 1)-image patch centered at that

point is collected. Some common appearance features such as

HOG [1] or Haar-like features [5, 3] might be used to describe

image patches. In this paper, NRLBP with P = 8 and R = 1
is employed. For each image patch, a NRLBP histogram ac-

cumulated from the NRLBP codes of all points in that image
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patch is created and normalized using the L1-square norm.

NRLBP histograms are then clustered using a K-means al-

gorithm in which the similarity between two histograms is

measured using the Bhattacharyya distance (see Eq. (9)). If

the spatial information of the image patches are considered,

the clustering algorithm is extended to include the locations

of the image patches. This step results in a codebook in which

the codewords are means of the clusters.

Some codewords in the codebook might not be suffi-

ciently discriminative to represent the foreground; thus a

codeword filtering step is initiated. In particular, for each

codeword c, we compute the relative frequency of matches

with both the positive and negative interest points. The

histograms of frequencies, (respectively, for the positive

and negative interest point matches), can be considered as

the conditional distributions of the codeword given positive

(Obj) and negative label (NonObj) of a detected object. A

codeword c is selected if the following condition is satisfied:

log

[

P (c|Obj)

P (c|NonObj)

]

≥ T (3)

where T is a predefined threshold. The codeword filtering

process yields a fine codebook C including N codewords C =
{c1, c2, ..., cN}.

In addition to generating the codebook, similarly to [8],

we compute the probability of object’s location based on the

votes casted by the codewords. In particular, since each code-

word can vote for different object positions, the conditional

probability P (l|ci) can be computed (l denotes the location,

e.g. center, of the object).

3.2. Object Detection

The object detection method is based on the scanning-window

approach. In other words we scan the input image by a detec-

tion window W at various scales and positions. Let IW de-

note the image contained in W . The probability that a given

image window IW is considered as the object at location l is

represented as P (Obj, l|IW ) and the problem of object detec-

tion is then formulated as verifying the following condition,

P (Obj, l|IW ) ≥ θ (4)

where θ is a predefined threshold.

Applying Bayesian rule, (4) can be rewritten as,

P (Obj, l|IW ) =
P (IW , l|Obj)P (Obj)

P (IW )
(5)

We assume that P (Obj) = P (NonObj) = 0.5 and

P (IW ) has a uniform distribution. The problem is how to

compute the likelihood P (IW , l|Obj) that an image win-

dow IW contains an object appearing at location l. This

likelihood can be estimated as follows. Assuming that

Fig. 3. PR Curves on the Penn-Fudan dataset.

∀i ∈ {1, ..., N}, P (IW , l|ci, Obj) = P (IW , l|ci), we have,

P (IW , l|Obj) =

N
∑

i=1

P (IW , l|ci)P (ci|Obj) (6)

Further assuming that IW and l are independent conditioned

on the codeword ci, Eq. (6) can be rewritten as,

P (IW , l|Obj) =

N
∑

i=1

P (IW |ci)P (l|ci)P (ci|Obj) (7)

where P (l|ci) and P (ci|Obj) are computed through training.

P (IW |ci) represents the likelihood that IW contains some

image patch that matches ci and can be computed as follows.

Let E = {e1, e2, ...} denote a set of the image patches located

at interest points in IW , we define,

P (IW |ci) = max
ej∈Êci

ρ(ci, ej) (8)

where Êci
= {ej ∈ E|ci = arg maxck∈C ρ(ck, ej)} and

ρ(ck, ej) represents the similarity between codeword ck and

image patch ej . Intuitively, Êci
indicates the set of image

patches which have the best matching codeword ci. Since

the NRLBP is employed to describe the codewords, i.e. each

codeword is represented by a histogram of B bins, ρ(ck, ej)
can be defined using the Bhattacharyya distance as,

ρ(ck, ej) ∝

B
∑

b=1

√

ck(b)ej(b) (9)

4. EXPERIMENTAL RESULTS

The proposed method was evaluated by employing it to detect

humans from still images. The experiments were conducted

on the Penn-Fudan dataset1 including 170 images with 345

labeled pedestrians in multiple views and various cluttered

1http://www.cis.upenn.edu/˜jshi/ped html/
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Fig. 4. Some detection results on the Penn-Fudan dataset.

backgrounds. We used 70 images for training and generating

the codebook. The true and false positives are determined

by comparing the detection results with true detections given

in the ground truth using the criteria proposed in [8]. The

detection performance was evaluated using the PR (Precision-

Recall) curve shown in Fig. 3. Some detection results are

shown in Fig. 4.

In addition to evaluation, we compared the proposed

method with its variants and other state-of-the-art methods.

In particular, we compared the performance of the NRLBP

with original LBP (see Fig. 3). Since we use the NRLBP, we

could reduce the number of bins in the histogram from 59 (as

the original LBP) to 30 in which all non-uniform NRLBPs

vote for one bin while each uniform NRLBP is casted into a

unique bin corresponding to its NRLBP code. For fast com-

putation of the NRLBP histograms, we employ the integral

images proposed in [3].

As can be seen in Fig. 3, the NRLBP outperforms the

original LBP with regard to accuracy. Furthermore, with the

NRLBP we could reduce the dimensionality of the LBP his-

togram, thus saving memory and speeding up the detection

task. We also compared the proposed method with the work

of Dalal et al. [1] (using HOG to encode human’s shape). The

PR curves of these methods are presented in Fig. 3.

5. CONCLUSIONS

This paper presents an object detection method using Non-

Redundant Local Binary Patterns (NRLBPs) to encode ob-

ject’s appearance. By considering the inverted changes of the

background and foreground intensities similarly, the NRLBP

descriptor provides a discriminative and compact description

of object’s appearance. We evaluated and compared the per-

formance of the proposed descriptor with the original LBP

and other descriptors for detecting humans from still images.

By approaching the problem of object detection as local de-

tection, we propose to solve the occlusion in future work.
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