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Abstract

Neural networks (NNs), such as multi layer percep-
trons and radial basis function architectures, proved to
be powerful tools in many problems where the objec-
tive is robust classification. However, in applications
that require simultaneous segmentation and recognition,
such as speech and handwriting recognition, NNs were
used with much less success. In this work, we introduce
an architecture for object segmentation/recognition that
overcomes some limitations of classical NNs by uti-
lizing contextual information. An important charac-
teristic of our model is that recognition is treated as
a process of discovering a pattern rather than a one-
time comparison between a pattern and a stored tem-
plate. Our network implements some properties of hu-
man perception and during the recognition emulates the
process of saccadic eye movements. We contrast our
model to hidden Markov models in application to seg-
mentation/recognition of handwriting and demonstrate
a number of advantages.

1 Introduction

Neural networks (NNs), such as multi layer perceptrons
and radial basis function architectures, proved to be
powerful tools in many problems where the objective
is robust classification. However, in many situations,
such as speech and handwriting recognition, segmenta-
tion seems to be as important and difficult problem as
classification itself.

For many years, the dominant paradigm in speech and
handwriting recognition was based not on NNs but on
hidden Markov models (HMMs) [6]. Although HMMs
are able to successfully deal with segmentation prob-
lems, their discriminative powers are not as good as
NNs [3]. When applied to handwriting, this means
that given a local section of the input pattern a NN can
better classify it as one of the letters from the alpha-

bet than an HMM-based system. The straightforward
approach to handwriting recognition problem would be
to cover the pattern with local NNs (letter detectors)
and then just read their outputs. However, the prob-
lem with using an array of spatially arranged local NNs
is how to connect their often conflicting outputs since
they are operating independently of one another. One
of the simplest solutions for selecting the “correct” out-
puts is to use a dynamic programming technique [7].
Another possibility of connecting the NNs is to con-
vert NNs posterior probabilities into emission proba-
bilities and thus “embed” the NNs into a HMM-based
system [2, 8, 3] creating so called hybrid NN/HMM
systems [3, 8].

In this work, we present a new model for connecting
an array of independently processing local NNs using
the weights that carry contextual information. In ad-
dition, we introduce a new approach for pattern seg-
mentation/recognition in which the network explores a
pattern in a way qualitatively similar to human percep-
tion by emulating saccadic eye movements. Although
for the description of our model we will mostly use
handwriting examples, the method we present is quite
general and is currently being applied to recognition of
vehicles from real-time video streams.

The paper is organized as follows. In Section 2 we
illustrate some of the problems associated with pat-
tern segmentation and identification of local regions
and motivate the construction of our network. In Sec-
tion 3 we present the network architecture and define
the equations that govern the processing of the units
of each layer of the network. In Section 4 we describe
the recognition process - an algorithm for hierarchi-
cal exploration of the pattern that focuses attention on
most salient regions. We show that the definition of
“saliency” is dynamically modified by contextual influ-
ences during the recognition process. And finally in
Section 5 we present the results of our system in appli-
cation to recognition of on-line handwriting and show
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some of the advantages of our model over the HMMs.

2 Background

One of the problems related to the segmentation of an
object into its parts is that local regions of the pat-
tern can be interpreted in many different ways. This
can be easily seen from the example shown in Figure 1,
a word “account” written by one of the writers from
our database. The region of the pattern, marked with
the rectangle, can be most likely identified as the let-
ter “u” or the letter “n”. However, we associate this
region with two letters “cc” based on contextual in-
formation. The fact that this region of the pattern is
surrounded by the letters “a”, “o”, “u” and “t” that
can be fairly clearly identified, influences the percep-
tion so that the region is then associated with letters
“cc”. Similarly, the reason why we don’t identify this
region as the letter “u” or “n” is because these letters
do not have support from the surrounding letters.

Figure 1: An example of a pattern in which different re-
gions have different confidence of representing
a given dictionary word.

From the previous example we can make the follow-
ing observations: The region of the pattern within the
rectangle can be associated with the letters “cc” with
very low confidence. On the other hand, this region
can be identified as part of the word “account” with
very high confidence. After the pattern is recognized
as the word “account” one can think of the letters “cc”
merely as the symbols with which we label the region
of the pattern that is part of the word “account”. In
fact, even if one of the letters “c” was completely miss-
ing we would still be able to associate the pattern with
the word “account”” and the label of the region would
still be “cc”.

In order to remove the ambiguities associated with a
local region of a pattern, one should increase the size
of the input vector to the NN and thus include the
contextual information. Ideally, the input to the NN
should be the whole pattern. However, there are sev-
eral problems with this approach. Fist, the size of the

pattern representing the same dictionary word signifi-
cantly varies from one writer to another depending on
the writing style. Since a NN has to be trained on the
fixed size input vector the question is which size should
the network be trained on? Second, training a neural
network using a very large input vector (equivalently a
very large feature vector) that would safely cover pat-
terns of all possible sizes is practically impossible due
to the “curse of dimensionality” [1]. It can be shown
that the number of training examples increases expo-
nentially with the number of features that represent the
pattern therefore limiting the size of the feature vector
that can be used for all practical purposes. This is one
of the reasons why NNs were never successful in ap-
plications such as speech and handwriting recognition.
Instead, as we mentioned in Section 1, the researchers
resorted to the use of HMMs or a combination of HMMs
and local NNs.

3 The Architecture of the Network

In this section, we will present an architecture that pro-
vides a possible way of connecting local NNs so that
they can exchange contextual information. The net-
work has a hierarchical structure and consists of several
layers of processing units. The units of each subsequent
layer of the network have progressively larger receptive
fields and therefore process the larger portions of the
input pattern.

The first layer consists of an array of spatially arranged
NNs that operate independently of one another and are
selective to features of specific classes. When applied
to handwriting recognition, these units are selective to
different letters from the alphabet whereas in the ap-
plication to recognition of vehicles from video streams
the simple units are selective to different parts of the
vehicle. The second layer units, called simple units,
are also selective to features of specific classes but in-
clude contextual influence from one feature called the
central feature. Referring to the example in Fig. 1, if
the central feature is the letter “o”, then the simple
units, selective to letters “a”, “c”, “c”, “u”, “n” and
“t” would be influenced by the presence of the detected
letter “o”. The third layer units, complex units, incor-
porate contextual information in the other direction.
Referring again to the same example in Fig. 1 the com-
plex unit associates the region of the pattern identified
as the letter “o” as part of the word account based on
the fact that the letters “a”, “c”, “c”, “u”, “n” and “t”
are detected at their corresponding locations. At the
top of the pyramid are the object units that integrate
information coming from different complex units and
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therefore different regions of the pattern.

For illustration purposes and in order to simplify the
description, we will present the 1D network architec-
ture that can be applied to segmentation/recognition
of patterns such as handwriting. Therefore, features
will be letters and an object unit will be called a word
unit.

The first layer units, called letter detectors, have
restricted and overlapping receptive fields and are
arranged in such a way that they completely cover the
input pattern. Each letter detector is in itself a NN
and in our application to handwriting, the architecture
is based on a weight sharing technique proposed by
Rumelhart [7].

Let us denote by �y the input pattern and by ∆�y a
section of the pattern whose center is at location x
with respect to an arbitrary reference point. Then the
output of the letter detector positioned over the sec-
tion ∆�y estimates the probability dc(x) = p(αc|∆�y)
that the section represents a letter of specific class c,
c ∈ [1, ..., 26] and αc ∈ [a, b, c, ..., z]. This estimate
therefore represents a level of confidence with which
the section ∆�y can be associated with a specific letter
from the alphabet but it doesn’t tell us to which word
this letter belongs. For example, a letter ”a” detected
at certain location can be part of the word ”act”, or
the word ”cat”, etc. In the rest of the paper, we will
use an alternative notation di

n(x), which will denote
the output of the letter detector that is selective to the
letter whose class is the same as the class of the ith

letter of the nth dictionary word 1. One should keep
in mind that the symbol di

n(x) does not represent the
probability that the section of the pattern over which
the detector is positioned represents part of the nth dic-
tionary word but that the section represents a specific
letter.

Instead of associating a section of the pattern with a
letter from the alphabet, our goal is to estimate the
confidence with which the section can be viewed as part
of a word of a given class. Once we design a network
that can give us that estimate, we can use it to “scan”
the whole pattern or some sections of the pattern. The
confidence that the pattern represents an object of a
given class will then be calculated as an average confi-
dence over all local regions that have been investigated.

The second layer units, the simple units, receive in-
puts from letter detectors and provide the connections
between different letter detectors. The connections

1The indices i and j will be used to number the letters within
a dictionary word.
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Figure 2: This figure illustrates the connections among
the units of the first three layers of the network.
The first layer consists of units (NNs) with lo-
calized and overlapping receptive fields. The
second layer units, the simple units, combine
the outputs of the units within their receptive
fields (NNs) with the contribution coming from
the central unit, di

n, through the weights g. The
simple units then in turn influence the central
unit sii through the weights h that carry con-
textual information. The output of the com-
plex unit ci represents a level of confidence with
which the region of the pattern over which the
central unit is positioned can be associated with
nth dictionary word.

among the units of the first three layers of the network
are illustrated in Fig. 2. We denote by g the weights
that connect the letter detector di

n to the surround-
ing letter detectors. Let us denote by xi the location
of the center of the letter detector di

n with respect to
some reference point. Then the weight gij

n (xi, xj) con-
nects the letter detector positioned over the location
xi with the letter detector positioned over the location
xj . This weight represents the probability of detect-
ing the jth letter of the nth dictionary word at location
xj given that the ith letter of the nth dictionary word
that has already been detected at location xi. One of
the simplest ways for approximating pairwise probabil-
ities gij

n (xi, xj) is to first find a distribution of widths
for each letter from the alphabet and then from single
letter distributions calculate nearest neighbor pairwise
probabilities. Knowing the nearest neighbor location
estimates, it is then easy to propagate them and find
the pairwise probabilities between any two letters of
every dictionary word.
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A simple unit located above the letter detector di
n is

called the central unit and the simple units around the
central unit are called the surrounding units. Every
simple unit is class dependent and the region where
it expects to see the letter to which it is selective is
called the receptive field (RF). A surrounding unit, of
the ith central unit, combines the contextual expecta-
tion (gij

n (xi, xj)) and the information supplied by the
input (dj

n(x)), and chooses the location of the letter by
finding the maximum of its input elements weighted by
the “expectation” weights

sij
n (xi, xj) = max

xj∈RF
[gij

n (xi, xj)dj
n(xj)]. (1)

Since the weight gii
n (xi, xi) = 1 it follows that sii

n =
di

n(xi) meaning that the activation of the central unit
sii

n is the same as the activation of the letter detector
di

n(xi). The fact that a simple unit chooses one letter
from its receptive field means that given the location
of the central unit, xi, simple units segment a pattern
(from the point of view of the central letter). In the
rest of the paper, we will simplify the notation and use
sij

n = sij
n (xi, xj) keeping in mind that each simple unit

contains information about the location of the letter it
has selected.

In order to include global (contextual) information into
processing of the central unit, the surrounding units are
connected to the central unit through the weights h.
We denote by the symbol hji the weight that connects
jth unit to the ith unit. The outputs of all the sur-
rounding units are used for calculating the activation
of the complex unit

ci
n(�x) = di

n(xi)
Ln∑

j=1,j �=i

hjisij
n , (2)

where di
n(xi) is the probability of detecting the ith

letter of the nth dictionary word (at location xi),
Ln represents the number of letters in the word and
�x = (x1, ..., xLn) is a particular configuration of the lo-
cations of the letters that are selected by the simple
units.

We can think of the processing of a complex unit as
transforming the estimate that a section of the pat-
tern represents a letter of specific class to the estimate
that the section is part of an object of a specific class.
The term di

n(xi) is the probability that the local sec-
tion of the pattern over which the letter detector is
positioned represents a letter from the alphabet and
the second term (the sum) represents the contextual
influence coming from the “rest” of the pattern. The
weights hji allow the surrounding units to have differ-

ent importance in influencing the processing of the cen-
tral units and can be obtained from the training data.
In our implementation applied to handwriting recogni-
tion the contributions of all the surrounding units are
the same hji = hkl and in order to ensure that the con-
textual influence for every central unit is in the same
range of values, the weights hji satisfy the equation∑Ln

j=1,j �=i hji = 1.

The outputs of the simple units can be combined in a
different way (as shown using dashed lines in Figure2),
resulting in the following equation

ci
n(�x) = di

n(xi)
Ln∑

j=1,j �=i

hjisij
n +

Ln∑

j=1,j �=i

sij
n . (3)

According to this equation, the output of the complex
unit ci

n can be interpreted as the level of confidence
with which the region covered by the receptive fields
of the simple units is associated with an object of a
certain class. The simple unit ci

n in this interpretation
represents a word from the point of view of one letter.

Notice that in this description the activation of the cen-
tral unit (sii

n = di
n) is combined with contextual infor-

mation coming from all the surrounding units (the first
sum on the right) whereas the activation of each sur-
rounding unit (sij

n ) contains a contribution (g
ij
n ) from

only the central letter. Since the influence of the cen-
tral letter on the surrounding units depends on the dis-
tance of the unit from the central letter, the reliability
of the estimate of the surrounding unit that is further
away progressively decreases with its distance from the
central unit. In the rest of the paper, we will use the
activation of the complex unit as defined by Eq. (2).

simple
units

word
unit

complex 
units

x i x
j

Figure 3: The outputs of the complex units are supplied
to the common word unit.

The final layer of the network consists of the word units.
These units receive inputs from complex units

wn(�x) =
Ln∑

i=1

ci
n(�x), (4)
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as illustrated in Figure 3. From Eq. (4) we see that
the activation of the word unit is a function of spe-
cific segmentation �x (locations of the letters selected
by the complex units). Therefore, the locations of the
complex units shown in Figure 3 present just one pos-
sible choice for positioning them over the pattern. The
goal of the recognition algorithm is to find the opti-
mal configuration of their positions such that Eq. (4)
is maximized.

4 Recognition Process

In many recognition systems in use today, recognition is
treated not as a process but as a one-time comparison
between the stored templates and the given pattern.
In addition, each region of the input is given the same
importance and is processed in the same manner and
with the same resolution.

An important characteristic of human recognition, on
the other hand, is that it is an active process of ex-
ploring patterns and discovering features. Our eyes
constantly move, probe and analyze different regions
of the input at different times, and our brain integrates
this information into the perception of an object.

Inspired by these properties of human perception, we
have constructed an algorithm for selection and inte-
gration of spatially distributed features and for pattern
classification. As opposed to the classical neural net-
work approach, where the whole pattern is supplied to
the network which then classifies it as one of the mem-
orized objects, our network investigates local regions of
the pattern by repositioning central units over the pat-
tern emulating the process of saccadic eye movements.
At each point in time all the central units are positioned
over the central letter while the spatial arrangement of
the receptive fields of the simple units, with respect to
each other, remains fixed.

In the beginning of the recognition process, the system
focuses attention on the most interesting region of the
pattern. Assuming that there is no prior knowledge
of what the pattern represents, “interesting” is defined
as the region that elicits the highest activation in the
letter detector that is positioned over the region. At
this point, the region is associated with one letter from
the alphabet and this letter becomes the central let-
ter. The system then positions all of its central units
over the central letter. The central letter, through the
activation of the letter detector above it, now affects
the processing of the surrounding units (through the
weights g) and they “see” a different pattern than be-

fore the central letter was detected. Each surrounding
unit of a given complex unit selects one letter from its
receptive field and in turn influences the processing of
the central unit. At the end, one complex unit among
all complex units (of all the word units) wins, and the
region of the pattern over which the central unit is po-
sitioned is associated with one dictionary word.

The system then chooses the next interesting region on
which to saccade. However, this time the landscape
of the activations of the letter detectors is changed,
due to the presence of the discovered central letter.
Therefore, the next target letter (on which the system
will saccade) combines in itself the contextual expec-
tations from the central letter (top-down information)
and the information coming from the input (bottom-
up information). One can imagine that with each sac-
cade the landscape of activations becomes increasingly
more complex due to contextual influences of discov-
ered letters. Recognition becomes an active process of
searching for specific features at expected locations and
confirming or replacing the initial hypothesis of the ob-
ject’s class.

contour of object 1

contour of object 2

confidence that the
region represents 

object 1

object 2

confidence that the
region represents 

0.1

0.3
0.8

0.7

0.6
0.7

Figure 4: Two different partial coverages of the pattern,
each associated with a different object. A num-
ber in each of the local regions represents a level
of confidence that the region is part of a given
object.

Recognition can be viewed as a process in which with
each saccade a new region is discovered and assigned a
level of confidence that it represents part of a given ob-
ject. If we define a collection of local regions that have
been discovered as a coverage of the pattern, then the
goal of recognition is to find a maximal coverage value
such that the sum of activations of the covered regions
is maximal, Figure 4. Notice however that each con-
figuration of selected features, or each segmentation of
the pattern in terms of features, leads to different acti-
vations of the local regions. Since the correct segmen-
tation of the pattern always results in higher coverage
value and vice versa, segmentation and recognition can
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be viewed as the two sides of the same process.

In many situations, the coverage of the pattern is much
smaller than the pattern itself. The number of regions
that the system investigates depends on the pattern
and it is easy to calculate the sufficient condition for
the termination of the recognition process. Let us de-
note by P the collection of regions that the system has
explored and by the R the rest of the pattern. Fur-
thermore, let us assume that at this point the pattern
is classified as one of the memorized objects (e.g. an
object of the nth class). If the total activation of all
the letter detectors within the region R is smaller than
the activation of the complex units already activated
(within the region P )

∑

x∈R

d(x) ≤
∑

xi∈P

ci
n(xi), (5)

then the recognition process can be safely terminated
since investigating the rest of the pattern would not re-
sult in different classification of the pattern. However,
further investigation of the rest of the pattern could
increase or decrease the confidence with which the pat-
tern is associated with the object.

5 Results and Conclusions

In this work, we presented a neural network-based ar-
chitecture that overcomes the limitations of classical
NNs when applied to problems of pattern segmenta-
tion. We showed that an array of independent, spa-
tially distributed local NNs can be successfully used
for simultaneous segmentation and recognition of com-
plex patterns when the NNs are connected through the
weights that carry contextual information.

We also described an algorithm in which pattern recog-
nition is treated as an active process of pattern explo-
ration. The algorithm is inspired by human perception
and emulates saccadic eye movements. In addition, it
allows parallel processing of information and provides
robust classification even when the number of missing
features is large.

In comparison to HMMs our approach has several ad-
vantages. Unlike HMMs where the recognition pro-
ceeds in one direction (usually left to right), our al-
gorithm can explore a pattern in any order depending
on the relative importance of the features within the
pattern. The algorithm starts with the most salient
features and dynamically selects a target feature based
on contextual expectations. In contrast to HMMs in
which the Viterbi algorithm “covers” the whole pat-

tern in order to find the optimal sequence, our algo-
rithm does not have to explore the whole pattern in
order to correctly classify it and in some instances the
classification can be made after only few saccades.

We have applied our system to a database of 100,000
on-line words compiled by David Rumelhart [7].
Compared to the dynamic programming-based post-
processor, and results reported by Rumelhart [7], our
recognition performance is significantly better, and for
some writers the relative error rate is reduced by more
than 30% [4]. Similarly, we demonstrated that an
HMM-based recognition system can be successfully re-
placed by our model [5]. From the computational point
of view, we believe that one of the main advantages of
our approach over the HMMs is with respect to dura-
tion modeling [5]. In most HMMs, only first or second
order dependencies are assumed. Although explicit du-
ration HMMs model data more accurately, the compu-
tational cost of such modeling is high. Our model, on
the other hand, can easily model arbitrarily complex
pair-wise probabilities without an increase in the com-
putational complexity.
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