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ABSTRACT

This paper presents a novel method for real-time tracking of ob-

jects in video sequences. Tracking is performed using the so-called

Morphological Elastic Graph Matching algorithm. When applied

to faces, initialization of the tracking algorithm is performed by

means of a novel face detection and facial feature extraction step.

The obtained results show good performance in scenes with com-

plex background. Comparison with an existing feature-based track-

ing method using measures based on ground truth data proves the

superiority of the proposed method.

1. INTRODUCTION

Tracking moving objects (especially people) in video sequences

has been a topic of active and intense research for the past two

decades with applications in many domains such as human com-

puter interaction, motion capture for animation, compression and

3D reconstruction. A number of difficulties, including but not lim-

ited to projection ambiguities, occlusion, unconstrained motion,

clutter, poor or varying lighting conditions have led researchers

to adopt a number of assumptions in order to focus on tackling

specific aspects of an overall very complex problem. Assump-

tions made can be related either to the camera/object motion or to

the environment/object conditions. For a comprehensive review of

different methods, the reader is referred to [1] and [2].

The main novelty of this paper is the introduction of Morpho-

logical Elastic Graph Matching (MEGM) as the baseline algorithm

of a fast 2-D object tracking method, namely the Morphological

Elastic Graph Matching Tracking (MEGMT) algorithm. Elastic

Graph Matching (EGM) [3] has previously been used in object

recognition [3], face authentication - verification [4] and gesture

recognition. Certain properties of the EGM algorithm, such as

its robustness to varying face position and facial expression vari-

ations, have inspired us to use it for object tracking in video se-

quences. Although the proposed tracking approach is general, the

work reported in this paper focuses on person/face tracking.

The object of interest is represented by a set of local descrip-

tors (features) which are extracted at the vertices of a labelled

graph. The multiscale morphological dilation-erosion of the im-

age is employed to form feature vectors at the image points that

correspond to graph vertices. The location of the graph vertices

in the current frame is calculated based on the minimization of a

cost function that incorporates the similarity of the feature vectors

at the corresponding graph vertices in the previous and the current

frame. Furthermore, the automatic initialization of the tracking

algorithm in the case of faces (i.e. face detection and graph ini-

tialization) is based on a novel application of the morphological

elastic graph matching framework.

The proposed method can be classified as a feature-based ob-

ject tracking method. It can be used to track rigid and deformable

objects. We assume that the scenes contain a single object at most

and occlusion is restricted to partial occlusion. The initial posi-

tion of the object of interest is provided by the output of the above

mentioned face detection step. It is, however, important to note

that tracking can be performed in scenes with uncontrolled light-

ing conditions and a complex/moving background. The perfor-

mance of the proposed algorithm is evaluated using ground truth-

based performance measures and is shown to be superior to ex-

isting feature-based tracking methods, such as the Kanade-Lucas-

Tomasi (KLT) tracker [5].

2. MORPHOLOGICAL ELASTIC GRAPH MATCHING

TRACKING

The basic representation for objects to be tracked (e.g. faces) us-

ing the MEGMT algorithm is a labelled graph. The graph ver-

tices are associated with feature vectors. The latter are calcu-

lated based on scale-space image analysis techniques applied to

the image points that correspond to the graph vertices. Addition-

ally, the graph edges encode information about the relative posi-

tion of the graph vertices. Feature vectors can be built using a set

of Gabor filters tuned to different orientations and scales [3]. Al-

ternatively, the multiscale morphological dilation-erosion of the

image by a scaled structuring function [4] can be employed to

form such vectors, thus avoiding the time-consuming computa-

tions of the Gabor-based feature vectors and being more suitable

for object tracking, where one of the main concerns is the (near)

real-time performance. Additionally, scale-space morphological

techniques provide good feature representations (e.g. represen-

tation of facial features), since dilations-erosions deal with local

extrema in the image. Therefore, the morphological representa-

tion has been selected for object tracking. More formally, let R
and Z denote the set of real and integer numbers, respectively.

Given an image f(x) : F ⊆ Z2 → R and a structuring function

g(x) : G ⊆ Z2 → R, the grayscale dilation and erosion of the

image f(x) by g(x) are denoted by (f ⊕ g)(x) and (f ⊖ g)(x)
respectively. The multiscale dilation-erosion of the image f(x) by

g(x) is defined by [6]:

(f ⋆ gσ)(x) =







(f ⊕ gσ)(x) if σ > 0
f(x) if σ = 0

(f ⊖ g|σ|)(x) if σ < 0
(1)



where the integer σ denotes the scale parameter of the structur-

ing function. Several structuring functions can be chosen. The

choice affects the computational complexity of the dilation-erosion

operations. A circular structuring function is often employed for

computational complexity reasons, as in this paper. Figure 1 de-

picts the output of multiscale dilation-erosion when applied to fa-

cial images for various values of the scale parameter. It is clearly

illustrated that multiscale dilation-erosion captures significant in-

formation with respect to distinctive features such as the eyebrows,

eyes, nose tip, nostrils, lips, face contour, etc.

Fig. 1. The multiscale dilation (sub-images 2-8) and erosion (sub-

images 9-15) of a facial image (sub-image 1), using a circular

structuring function for scale parameter values 1-7 respectively.

Let V = {(i, j)}, i = 1, ..., M , j = 1, ..., N be the set of

vertices of an M × N graph. The outputs of multiscale dilation-

erosion for σ = −σm, ..., σm form the feature vector j, also called

“jet”:

j(xi,j) = ((f ⋆ gσm
)(xi,j), ..., (f ⋆ g1)(xi,j), f(xi,j),

(f ⋆ g−1)(xi,j), ..., (f ⋆ g−σm
)(xi,j))

(2)

where xi,j = (xi,j , yi,j) denotes the coordinates xi,j , yi,j of ver-

tex (i, j) in a frame of the video sequence. All the experiments

reported in this paper were conducted by setting σ = {−9, ..., 9}.

The MEGMT algorithm can be defined as the search for a set

of vertex positions of the graph that represents the object of in-

terest, which optimizes the matching of the corresponding feature

vectors between two consecutive frames (i.e. previous and current)

of a video sequence. Figure 2 illustrates such a process in a real

video sequence. The sample images depict the graph in pairs of

consecutive frames for two such pairs.

Fig. 2. The Morphological Elastic Graph Matching Tracking algo-

rithm.

More specifically, the MEGMT algorithm tracks an object by

performing translations and deformations of an elastic graph aim-

ing at minimizing a cost function. The cost function is based on

both the norm of the difference between the feature vectors that

correspond to the same graph vertex in the previous and the cur-

rent frame and the geometrical distortion between the previous and

the current graph configurations. Let the superscripts p and c de-

note the previous and current frames respectively and N((i, j))
denote the four-connected neighborhood of vertex (i, j). The goal

of the MEGMT algorithm is to find the set {xc
i,j} of graph ver-

tex coordinates xc
i,j in the current frame that minimizes the cost

function:

C({xc
i,j}) =

∑

(i,j)∈V







Cv(j(xc

i,j
), j(xp

i,j
)) + λ

∑

(k,l)∈N((i,j))

Ce((i, j), (k, l))







(3)

where Cv(j(xc

i,j
), j(xp

i,j
)) denotes a similarity measure between

the feature vectors at graph vertex (i, j) in the previous and current

frame and Ce((i, j), (k, l)) is a term penalizing the deformations

of the graph, defined by:

Ce((i, j), (k, l)) , ‖(xc
i,j − x

p
i,j) − (xc

k,l − x
p

k,l)‖, (4)

(k, l) ∈ N((i, j))

Two similarity measures have been employed in (3), namely

the normalized correlation:

Cv(j(xc

i,j
), j(xp

i,j
)) ,

j(xc

i,j
) · j(xp

i,j
)

‖j(xc

i,j
)‖ ‖j(xp

i,j
)‖

, (5)

where (·) denotes the inner product, and the L2 norm:

Cv(j(xc

i,j
), j(xp

i,j
)) , ‖j(xc

i,j
) − j(xp

i,j
)‖ (6)

between the feature vectors at graph vertex (i, j).

The optimization of (3) can be performed in a two stage coarse-

to-fine procedure as in [3] or in a simulated annealing framework

with additional penalties imposed by the graph deformations [4].

The latter has proven to work better for object tracking. Since

Ce((i, j), (k, l)) penalizes only the graph deformations and not

the translations of the entire graph, the vector of graph vertex co-

ordinates xc
i,j in the current frame can be the result of a translation

s of the entire graph (prior to any deformations) and a bounded

local perturbation δi,j of the graph vertex coordinates in the pre-

vious frame:

x
c
i,j = x

p
i,j + s + δi,j , ‖δi,j ≤ δmax‖ (7)

Although, δmax can be a considered as a loose means of en-

forcing the graph topology, i.e. maintaining the relative position of

the graph vertices and thus preventing the graph from folding onto

itself, a practical problem when applying the MEGMT algorithm

(in contrast to face verification or authentication) is the fact that

the graph configuration in the current frame results from the de-

formation of the graph configuration found in the previous frame.

As time progresses, the graph might deform so heavily that there

is a high risk of violating the graph topology, i.e. xc
i,j > xc

i+1,j

or yc
i,j > yc

i,j+1 for i = 1, ..., M and j = 1, ..., N . To alleviate

such problems, an additional check is performed when allowing

the graph vertices to be perturbed locally. More specifically, the

coordinates of vertex (i, j) of an M × N graph in the current

frame are bounded by:



xc
i,j1

< xc
i+1,j2

− dx, ∀ i, j1, j2
yc

i1,j < yc
i2,j+1 − dy, ∀ i1, i2, j

(8)

where i∈ [1, 2, ..., M−1], j1, j2∈ [1, 2, ..., N ], j∈ [1, 2, ..., N−1]
and i1, i2 ∈ [1, 2, ..., M ]. dx and dy are the minimum allowable

distances in the x and y direction respectively, defined by:

dx = 1
M−1

max
j

{

x
p

M,j − x
p
1,j

}

, ∀ j = 1, ..., N

dy = 1
N−1

max
i

{

y
p

i,N − x
p
i,1

}

, ∀ i = 1, ..., M
(9)

Moreover, the end graph vertices, i.e. the vertices of the first

and last row/column are prevented from being matched with a

background pixel, by bounding their motion as follows:

xc
q,j < x

p
q,j + adx, q = {1, M}, j = {1, ..., N}

yc
i,r < y

p
i,r + bdy, i = {1, ..., M}, r = {1, N}

(10)

where a > 0 and b > 0 are real numbers that affect the behavior

of the outer vertices of the graph. Essentially, smaller values re-

duce the possibility that an outer graph vertex is matched with a

background pixel.

In the case of face tracking, the tracking algorithm is initial-

ized by means of a face detection and a facial feature localization

step. More specifically, the real-time and efficient face detector

proposed in [7] is used to provide an initial estimate of the loca-

tion of the face in the first frame. In an effort to simultaneously

enhance the face detection process and localize key facial features,

a process based on the MEGM framework is used. The proposed

process can be summarized in the following steps:

1. Create a rectangular “reference” face graph (e.g. the graph

of a mean face created from a database of facial images) in

various image sizes.

2. For each of the resulting reference face graphs in step 1,

apply the MEGM algorithm between the “reference” face

graph and all the images of a face database other than the

one used to create the reference face graph and record the

values of the similarity measures introduced earlier, through

equations (5) and (6).

3. Repeat step 2 for a database of non-face samples.

4. Based on the recorded values, calculate thresholds for the

similarity measures that separate face from non-face sam-

ples. These can be used to accept or reject a candidate re-

gion as a face.

5. Perform face detection in the first frame of the video se-

quence using the face detector in [7].

6. Starting from the size of the face detected in the previous

step, apply the MEGM algorithm between the reference

graph and the image region of the detected face in an iter-

ative refinement manner, reducing the reference face graph

size in each iteration. If the value of the similarity measures

can not be increased (equation (5)) or reduced (equation

(6)) any further between two subsequent iterations, stop.

7. If the similarity measure value of the previous step is greater

(using equation (5)) or lower (using equation (6)) than the

corresponding thresholds calculated in step 4 accept the re-

gion detected in step 5 as a face, otherwise reject it.

8. Initialize the vertices of the graph that will be used for track-

ing the face in the video sequence using the vertices (and

the corresponding feature vectors) of the deformed graph

produced in step 6.

The XM2VTS database [8] was used to calculate the mean

face. The M2VTS database [9], as well as a database of non-face

samples created using web images, was employed in order to de-

termine the thresholds of the similarity measures. It is interesting

to note that the proposed initialization process can detect faces of

the minimum size imposed by the face detector in [7], i.e. 24× 24
pixels. By applying the above algorithm, the face detector in [7] is

improved both in terms of false detections and localization accu-

racy (i.e. portions of the background that were initially included in

the detected face are now discarded). Moreover, an automatic way

of initializing the graph vertex positions is provided.

3. EVALUATION OF TRACKING PERFORMANCE

Performance evaluation of the proposed tracking algorithm was

accomplished using manually acquired ground truth data. For this

reason, the image region of the object of interest (i.e. a face) in

all the frames of several video sequences was manually outlined.

In order to perform the evaluation, three different error measures

were employed. The first error measure estimates the percentage

of the ground truth object image region that is not correctly tracked

by the algorithm. The second error measure evaluates the percent-

age of the image region tracked by the algorithm that does not

correspond to the actual object as defined by the ground truth data

(e.g. the one that corresponds to portions of the background). Fi-

nally, the third error measure calculates the number of graph ver-

tices that do not lie within the ground truth image region of the

object. Let Sg and Sa denote the ground truth image region and

the image region tracked by the algorithm in a specific frame re-

spectively. Then, the three measures can be defined on a frame

basis by:

d1 =
A(Sg

⋂

Sc
a)

A(Sg)
, d2 =

A(Sa

⋂

Sc
g)

A(Sa)
, d3 =

Ne

M × N
(11)

and on a sequence-basis by:

Di =
1

K

K
∑

t=1

di(t), i = 1, 2, 3 (12)

where Sc
a denotes a set’s complement, A denotes the area of an

image region, Ne denotes the number of vertices that lie outside

the image region defined by the ground truth data, M × N are

the graph dimensions and K is the number of frames in the video

sequence. These three measures can be subsequently combined

using a weighting scheme to produce a single numerical measure:

D = αD1 + βD2 + γD3 (13)

where the parameters α, β and γ are weight constants.

4. EXPERIMENTAL RESULTS

The MEGMT algorithm has been tested on a number of single-

subject full PAL video sequences. The sequences encompass mo-

tion trajectories that include motion parallel to the camera and to-

wards/away from the camera, so that the robustness of method in



cases of considerable scaling of the tracked figure could also be

assessed. Indeed, the method proved to be able to cope well with

such motion trajectories. Results of the proposed algorithm when

tracking the face of the subject in one of the video sequences are

illustrated in Figure 3. In this sequence, a male subject is moving,

staying within the field of view throughout the sequence, with out-

doors lighting conditions and no occlusion. An 8 × 8 graph was

initialized using the process described in Section 2. The results

clearly illustrate the successful localization of the face in the first

frame and throughout the sequence.

Fig. 3. Tracking results of the proposed algorithm for a 500-frame

segment of a video sequence. Sample frames taken at 100-frame

intervals.

Table 1 (rows 1-2) presents the results of the proposed algo-

rithm with respect to the error measures described earlier for all

test sequences. The labels “MEGMT-1” and “MEGMT-2” cor-

respond to results of the proposed algorithm when the graph ver-

tices were initialized using features selected by the algorithm in [5]

and using the procedure described in Section 2 respectively. The

same performance measures were used to evaluate the results of

the widely used KLT algorithm, initialized with features selected

by the algorithm in [5]. Results are illustrated in row 3 of Table

1. In all cases, the three error measures were combined by using

equal weights. It is clear that, regardless of the feature selection al-

gorithm, the MEGMT algorithm outperforms the KLT algorithm.

Another point worth mentioning is the speed of the proposed

method. Using the same number of graph vertices (features in the

case of the KLT algorithm), the core KLT algorithm can process

full PAL video sequences in an average of 6 frames/sec, whereas

the proposed method is capable of processing the same sequences

at a variable frame rate ranging from 10 to 36 frames/sec depend-

ing on a number of parameters, such as the length of the feature

vectors formed at the graph vertices.

Algorithm D1 (%) D2 (%) D3 (%) D (%)

MEGMT-1 8.32 8.94 30.79 16.02

MEGMT-2 6.88 6.97 12.48 8.78

KLT 8.77 8.15 47.20 24.35

Table 1. Comparison of MEGMT and KLT with respect to error

measures Di, i = 1, 2, 3 (12) and D (13).

5. CONCLUSION

In this paper, a real-time algorithm for tracking objects in 2-D,

namely the Morphological Elastic Graph Matching Tracking (ME-

GMT) algorithm, was presented. The algorithm was applied to

the problem of tracking human faces. Initialization of the track-

ing algorithm in the case of faces was performed by means of

a face detection and facial feature extraction step based on the

MEGM framework. The obtained tracking results demonstrated

good performance in scenes with complex background. The pro-

posed method was also compared with a widely used feature-based

tracking method, the Kanade-Lucas-Tomasi (KLT) algorithm, us-

ing measures based on ground truth data. Results showed that the

method presented in this paper outperforms the KLT algorithm.

Future work could include the testing of the method on video

sequences with more than one subject, therefore an efficient way

of handling partial or total object occlusion should be devised.
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