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Using the intrinsic relationship between the external equitable partition (EEP) and the spectral properties

of the graph Laplacian, we characterize convergence and observability properties of consensus dynamics on

networks. In particular, we establish the relationship between the original consensus dynamics and the associated

consensus of the quotient graph under varied initial conditions, and characterize the asymptotic convergence

to the synchronization manifold under nonuniform input signals. We also show that the EEP with respect to a

node can reveal nodes in the graph with an increased rate of asymptotic convergence to the consensus value, as

characterized by the second smallest eigenvalue of the quotient Laplacian. Finally, we show that the quotient

graph preserves the observability properties of the full graph and how the inheritance by the quotient graph

of particular aspects of the eigenstructure of the full Laplacian underpins the observability and convergence

properties of the system.
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I. INTRODUCTION

A current focus of complex systems theory is unravel-

ling the relationship between the topological and spectral

properties of a graph, and its dynamics: in particular, the

ability of a subset of nodes to reconstruct and manipulate

the dynamics on the graph [1–4]. Applications in this area

include distributed computing or sensing [5], social or opinion

networks [1,6,7], and swarming, flocking or synchronization

of coupled oscillators [2,8–11].

A classic setup in this area is the network consensus

problem, in which nodes exchange information and come

to a common “opinion” or consensus value for a variable

[12]. Here we consider the well-known linear consensus

framework which operates a nearest-neighbor averaging rule

where the dynamics are governed by the Laplacian matrix of

the underlying graph [12,13]. Linear consensus is often used to

model spatially distributed sensors for physical quantities such

as position, temperature, voltage, radioactivity or humidity [5],

as well as constituting the basis for the design and analysis of

flocking and synchronization phenomena [2,8,14,15]. There

are alternative multiple approaches to modeling such behavior

including variations on linear averaging to accommodate time-

delay, dynamic, and switching graph topologies as reviewed by

[12,16], and gossip or opinion algorithms [17]. Such Laplacian

models and their implications in terms of diffusion, community

detection, and dynamics are a current focus of research in

network theory [18–21].

The external equitable partition (EEP) of a graph is a

relaxed version of the well-known equitable partition pre-

viously studied in connection with an array of areas including

graph coloring [22], and automorphisms [23]. The EEP groups

nodes with constant out-degree within each cell (excluding

internal edges). The EEP has been shown to be related to

consensus dynamics on a graph, including the existence of

lower dimensional manifolds defined by the EEP of the graph,

as well as cell-averaging properties represented by the quotient

graph, a reduction of the original graph in terms of the cells

of the EEP [4,24]. Recent work has shown that the size of the

minimal EEP provides an upper bound on the dimension of the

controllable subspace with respect to a controller node [24,25].

The link between the EEP and consensus dynamics is due

to the intrinsic relationship between the EEP and the graph

Laplacian, and in particular its spectral properties [26]. Here

we use and extend the spectral characterization of the EEP to

investigate the relationship between the consensus dynamics

on the original and quotient graphs under a range of conditions,

including asymptotic convergence to the synchronisation

manifold under inputs. We also establish how the EEP with

respect to a single node can be used to develop a local measure

of the asymptotic convergence rate of individual nodes to

consensus, as characterized by the second smallest eigenvalue

of the quotient Laplacian [12,13].

Furthermore, we investigate the full relationship between

the minimal size EEP and the dimension of the observable

subspace with respect to an individual node in terms of the

spectral properties of the Laplacian “inherited” by the quotient

graph associated with the partition. The observable subspace

quantifies the ability of the node to determine the state of

the entire system from knowledge of its state alone [27,28]

and underpins other important properties, such as the minimal

number of state values needed for an individual node to

compute the consensus value in finite time [29,30]. This

analysis is also related to its dual controllability problem

[3,27].

A brief outline of the paper follows. In Sec. II we introduce

notation and define the external equitable partition and corre-

sponding quotient graph. Section III reformulates and extends

results linking the EEP to the structure of the eigenspace of

the Laplacian matrices of the full and quotient graphs. In

Secs. IV and V we investigate the relationship between the

consensus dynamics of both the original graph and the quotient

graph, and characterize dynamical convergence for nodes with

a nontrivial EEP. Finally, in Sec. VI we introduce observability

concepts and establish the full relationship between the EEP,

observability, and the Laplacian spectrum with respect to an

individual node.
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II. THE EXTERNAL EQUITABLE PARTITION (EEP)

We consider graphs with n nodes (or vertices) and e

edges (or links). The structure of the graph is represented

by the adjacency matrix A with entries Aij corresponding to

the weight of the directed edge from node i to node j . The

Laplacian matrix L, which characterizes many properties of

the graph [31], is given by

L = D − A,

where D = diag(A1) has the (weighted) node out-degrees

on the diagonal. For undirected graphs, L = LT and L is

diagonalizable. In this case, the Laplacian matrix is positive

semidefinite with all eigenvalues zero or positive, and the graph

is connected if the Laplacian has a single zero eigenvalue with

corresponding eigenvector 1, the vectors of all ones. In the

directed case, the Laplacian is not necessarily symmetric but

all eigenvalues have semipositive real parts. A directed graph

is called strongly connected if and only if any two distinct

nodes of the graph can be connected via a path that respects

the orientation of the edges, and rank(L) = n − 1.

A graph may be partitioned into cells, i.e., groups of nodes

Ck = {h,i,j}, where the notation indicates that nodes labeled

h, i, and j are in cell k. A well-known case of a graph partition

is the equitable partition, which groups nodes with constant

out-degree into cells [32]. The concept of external equitable
partition is less restrictive, demanding that the out-degree from

nodes in a cell is constant with respect to any other cell but not

within each cell.

Definition 1 (External equitable partition (EEP)). A par-

tition π = {C1, . . . ,Cm} into m cells is said to be externally
equitable if each node in Cj has the same number of neighbors

in Ci for all i, j with i �= j .

In the literature, the EEP is alternatively known as the

almost equitable partition [26] or the relaxed equitable
partition [24]. Clearly, an equitable partition is necessarily

an EEP but not vice versa.

We denote the number of cells (or size) of an external

equitable partition π of the graph as m = |π |. Clearly, there

is always a trivial EEP of size n, i.e., every node in a cell by

itself. Here we are particularly interested in π∗, the minimal (or

coarsest) external equitable partition (mEEP), i.e., the partition

with the least number of cells, which is not necessarily unique.

The size of π∗ is

m∗ = |π∗| = min
|π |

{π | π is EEP}.

A nontrivial mEEP will thus have m∗ < n. We will see below

that coarse graining the variables of a consensus dynamics

taking place on a graph according to any nontrivial EEP affords

us a reduced description of such a dynamics.

Our work also relates local node convergence rates and

node observability to the minimal external equitable partition

with respect to a single node.

Definition 2 (Minimal EEP with respect to node r). A

partition πr with cells C1, . . . ,Cm is said to be externally
equitable with respect to node r if {r} ∈ πr . The minimal such

partition π∗
r has size

m∗
r = |π∗

r | = min
|πr |

{πr |πr is EEP and {r} ∈ πr}.

FIG. 1. (Color online) (a) Graph of running Example 1 and

its minimal external equitable partition (mEEP), π∗ = π∗
4 given

in Eq. (1), indicated with different shading for each cell. The

corresponding quotient graph has directed edges with weights given

by the total number of edges connecting the cells in the original

graph. (b) The mEEPs with respect to the other nodes of the graph

in (a) shown via node shading: π∗
1 = {{1},{2,3},{4},{5,6},{7,8}},

π∗
3 = {{1,2},{3},{4},{5,6},{7,8}}, π∗

5 = {{1,2,3},{4},{5},{6},{7,8}},
and π∗

7 = {{1,2,3},{4},{5,6},{7},{8}}. (c)–(e) The mEEP and corre-

sponding quotient graph for (c) the path graph of length n = 5: mEEP

of size three, π∗ = π∗
3 , where the center node is labeled 3; (d) the

cycle graph of size n = 6: mEEP of size two, in which any pair of

facing nodes form a cell with the remaining nodes in the other cell;

(e) the star graph of size n: mEEP of size two, π∗ = π∗
n , where the

center node is labeled n.

For the case of the mEEP with respect to a single node,

it is possible to implement an efficient scheme inspired by

algorithms used to find graph automorphisms [23,33]. We have

developed such an algorithm to find the mEEP with respect

to a single node and applied it to the examples in this paper

(see Appendix). A related approach was outlined separately

by Cao et al. [34].

Each EEP can be represented through the quotient graph,

the associated graph with a node for each cell which is not

symmetric in general.

Definition 3 (Quotient graph of an EEP). Given an EEP,

the associated quotient graph has a number of nodes equal to

the size of the partition (with each node corresponding to a

cell of the partition) and directed edge weights given by the

out-degree between cells of the partition.

These definitions are illustrated in the following example,

which we use as a running example throughout this paper.

Example 1. For the graph in Fig. 1(a), we have searched

combinatorically through the whole space of partitions to find

the minimal external equitable partition (mEEP):

π∗ = {{1,2,3},{4},{5,6},{7,8}}. (1)

In addition, we have used our efficient algorithm (Appendix)

to find the minimal external equitable partitions with respect
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to each node individually [Figs. 1(a) and 1(b)] with sizes,

m∗
r =

⎧

⎪

⎨

⎪

⎩

4 for r = 4

5 for r = 3,5,6,7,8

6 for r = 1,2.

(2)

For this example, the mEEP of the full graph is the minimal

EEP with respect to node 4: π∗ = π∗
4 . The corresponding

quotient graph is also shown in Fig. 1(a). Figures 1(c)–1(e)

also illustrate the mEEP and corresponding quotient graph

for a path, cycle, and star graph, respectively, which will be

employed as examples in later sections.

In this paper, we will concentrate on partitions of undirected
and unweighted graphs, although our framework is equally

applicable to undirected weighted graphs. Extensions to

general directed graphs for which L �= LT are also referred

to briefly in the discussion section. Note, however, that the

quotient graph, which is the coarse-grained graph that results

from a partition, will in general be a weighted directed graph.

III. THE LAPLACIAN SPECTRUM AND THE EEP

The external equitable partition may also be characterized

via the relationship between the Laplacian of the original graph

and the Laplacian of the quotient graph. These two Laplacians

share spectral properties that underlie the remainder of the

analysis in this paper.

Any partition of a graph into m cells can be represented by

a characteristic (or indicator) matrix P ∈ R
n×m, with entries

Pij = 1 if node i is in cell j and zero otherwise. It is also

convenient to define the matrix:

Dπ = P T P = diag(|Ci |), (3)

where Dπ ∈ R
m×m is a matrix with the sizes of the cells |Ci |

on the diagonal.

Consider π , an EEP with indicator matrix P . Then the

Laplacian matrix of the graph L, and the Laplacian matrix of

the quotient graph Lπ are related via [26]

LP = PLπ . (4)

The relationship given by Eq. (4) translates into specific

spectral properties, which we now present and extend in order

to give necessary and sufficient conditions for the existence of

a nontrivial EEP based on the eigen-structure of the Laplacian.

First, note that Eq. (4) corresponds to the homogeneous

Sylvester equation LP − PLπ = 0, which has a nonzero

solution for P if and only if L and Lπ share at least

one eigenvalue [35]. This observation can be extended to

characterize the full relationship between the eigenvalues of L

and Lπ . Let σ (M) denote the set of eigenvalues of matrix M .

If π is an EEP, then the eigenvalues of Lπ are a subset of those

of L [26]:

σ (Lπ ) ⊆ σ (L).

A similar statement holds for the eigenvectors: A vector uπ is

an eigenvector of the quotient graph Laplacian Lπ if and only

if u = P uπ is an eigenvector of the graph Laplacian and they

share the same eigenvalue [26]. This follows directly from the

basic relation given by Eq. (4):

Lu = LP uπ = PLπuπ = λP uπ = λu.

Based on this observation, it was suggested [26] that, if u
is an eigenvector of L corresponding to a shared eigenvalue

with Lπ , the components of u must be constant within each

cell of π : ur = us, ∀r,s ∈ Cj for j = 1,...,m. However, this

only holds when all eigenvalues of L are distinct.

We now state the results for the general case with repeated

eigenvalues. The general proof shows that an eigenvalue of the

graph Laplacian is shared with the Laplacian of the quotient

graph only if the subspace spanned by the corresponding

eigenvectors contains vectors of the form v = P vπ (i.e., with

constant coefficients within cells). For the case of nonrepeated

eigenvalues, if the components of an eigenvector within each

cell are not constant, then the associated eigenvalue is not

shared by the quotient graph Laplacian. For the case of

repeated eigenvalues, we need to evaluate how many vectors

of the form v = P vπ lie in the span of the subspace of the

associated degenerate eigenvectors, as can be seen in the

following example.

Example 1 continued. For the graph in Fig. 1(a), the

Laplacian matrix is

L =

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

2 −1 0 −1 0 0 0 0

−1 2 0 −1 0 0 0 0

0 0 1 −1 0 0 0 0

−1 −1 −1 5 −1 −1 0 0

0 0 0 −1 3 0 −1 −1

0 0 0 −1 0 3 −1 −1

0 0 0 0 −1 −1 3 −1

0 0 0 0 −1 −1 −1 3

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

,

where the lines separate the four cells of the mEEP π∗ given

by Eq. (1). Clearly, π∗ is an EEP: The number of edges from

any node in cell i to any node in any other cell j is constant,

as seen in the off-diagonal blocks.

The quotient graph of π∗, also shown in Fig. 1(a), has

indicator matrix P and quotient Laplacian Lπ :

P =

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

1 0 0 0

1 0 0 0

1 0 0 0

0 1 0 0

0 0 1 0

0 0 1 0

0 0 0 1

0 0 0 1

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

and Lπ =

⎡

⎢

⎢

⎢

⎣

1 −1 0 0

−3 5 −2 0

0 −1 3 −2

0 0 −2 2

⎤

⎥

⎥

⎥

⎦

,

(5)

and it is easy to check that LP = PLπ . The set of eigenvalues

of the Laplacian L of the full graph is

σ (L) = {0, 0.6277, 1, 3, 3, 4, 4, 6.3723}, (6)
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and the corresponding eigenvectors are given by the columns
of U :

U =

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

1 −1 −0.5 −1 0 0.1667 0.1667 −1

1 −1 −0.5 1 0 0.1667 0.1667 −1

1 −1 1 0 0 0.1667 0.1667 −1

1 −0.3723 0 0 0 −0.5 −0.5 5.3723

1 0.6861 0 0 −1 −0.5 −0.5 −2.1861

1 0.6861 0 0 1 −0.5 −0.5 −2.1861

1 1 0 0 0 1 0 1

1 1 0 0 0 0 1 1

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

.

(7)

Firstly, note that three of the nonrepeated eigenvalues

{0,0.6277,6.3723} have eigenvectors with constant compo-

nents within each cell (columns 1, 2, and 8). Hence these three

eigenvalues are shared with the quotient Laplacian. On the

other hand, the (nonrepeated) eigenvalue 1 is not an eigenvalue

of the quotient graph since its eigenvector (column 3) has

nonconstant coefficients in cell 1. Consider now the degener-

ate eigenvalues: {3,3,4,4}. The eigenvectors associated with

eigenvalue 3 cannot generate a linear combination that has

constant coefficients in each cell. Hence 3 is not an eigenvalue

of the quotient graph. On the other hand, the two eigenvectors

associated with 4 can generate a linear combination (their

sum) with constant coefficients in each cell. Therefore, 4 is an

eigenvalue of the quotient Laplacian. In summary,

σ (Lπ ) = {0, 0.6277, 4, 6.3723},

with eigenvectors given by the columns of Uπ :

Uπ =

⎡

⎢

⎢

⎢

⎣

1 −1 0.1667 −1

1 −0.3723 −0.5 5.3723

1 0.6861 −0.5 −2.1861

1 1 0.5 1

⎤

⎥

⎥

⎥

⎦

.

The structure of the eigenvectors can be related to whether

or not they are shared with the quotient graph Laplacian. If u
is an eigenvector of L with eigenvalue λ,

Lu = λu,

then the cell-averaged eigenvector,

uπ = (Dπ )−1P T u,

is an eigenvector of the quotient Laplacian Lπ with the same

eigenvalue:

Lπ (Dπ )−1P T u = (Dπ )−1LπT P T u = (Dπ )−1P T Lu

⇒ Lπuπ = λ uπ , (8)

where we have used

P T LP = DπLπ = LπT Dπ . (9)

Consequently, if u is an eigenvector of L and its eigenvalue λ is

shared with the quotient graph, then it follows from Eq. (8) that

the vector that has the cell average as the constant component

within each cell,

v = (P (Dπ )−1P T )u, (10)

is also an eigenvector of L with the same eigenvalue:

L(P (Dπ )−1P T )u = PLπ (Dπ )−1P T u = λ(P (Dπ )−1P T )u

⇒ Lv = λ v.

This eigenstructure implies that an eigenvector is not

shared with the quotient graph if and only if the cell-

averaged eigenvector is zero: (Dπ )−1P T u = 0. For instance, in

Example 1 above, multiplication of U by (Dπ )−1P T leads to

cell averaging resulting in all zeros for columns 3, 4, and

5. Hence these columns cannot be associated with shared

eigenvalues.

IV. COARSE-GRAINED CONSENSUS DYNAMICS

ON THE QUOTIENT GRAPH OF AN EEP

We now study the implications of the existence of an EEP

for network dynamics. As an important example, consider the

time evolution of a quantity measured at each node that evolves

via information exchange with its neighbors, as represented

by the edges of a graph. A simple, widely used model for

such network dynamics is the Laplacian-based consensus

model [12]. In this simple dynamics, which we define below

in Eq. (11), all nodes reach the same fixed (consensus) value

asymptotically.

Consider an n-dimensional system of ordinary differential

equations describing the dynamical evolution of the node

variables [x1(t), . . . ,xn(t)]T ≡ x(t) ∈ R
n:

ẋ(t) = −Lx(t). (11)

If the graph is (strongly) connected or, equivalently, its

Laplacian has a single zero eigenvalue [12,36], all variables

of such a system reach asymptotically a consensus value x∗

given by

lim
t→∞

x(t) =
wT x0

wT 1
1 ≡ x∗ 1, (12)

where w is the left eigenvector of the Laplacian L correspond-

ing to eigenvalue 0. If the graph is undirected (or directed

and balanced; see below), then w = 1 and the consensus value

x∗ = 1T x0/n ≡ 〈x0〉 is the average of the initial conditions of

the variables.

Let the graph have an external equitable partition π of

size m represented by P . We can then consider an m-

dimensional system y(t) = [y1(t), . . . ,ym(t)]T ∈ R
m defined

on the quotient graph and evolving under the dynamics:

ẏ(t) = −Lπy(t). (13)

Although the quotient graph is in general directed and

weighted, it is easy to see that it is strongly connected since

the entries Aπ
i,j and Aπ

j,i are either both nonzero or zero for any

pair of nodes i and j . Therefore the system defined in Eq. (13)

reaches the consensus value y∗ given by

lim
t→∞

y(t) =
1T Dπy0

1T Dπ1
1 =

1T Dπy0

n
1 ≡ y∗ 1, (14)

which follows from Eq. (12) with w = Dπ 1 =
[|C1|, . . . ,|Cm|]T .

A special case is when the quotient graph is balanced. A

graph is balanced if
∑

i Aij =
∑

i Aji ∀j (i.e., all nodes have

equal number of in- and out-degrees), which implies that the
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leading left eigenvector is w = 1. Clearly, the full graph with

L = LT is always balanced and x∗ = 〈x0〉. If the quotient

graph of the EEP is also balanced, which is not always the

case, then y∗ = 〈y0〉, and both the full and quotient dynamics

evolve under averaged consensus dynamics [12]. Note that for

a balanced quotient graph Dπ1 = 1, so that all cells have the

same number of elements.

We now examine the dynamical implications of the rela-

tionship between the full system given by Eq. (11) and the

lower-dimensional system given by Eq. (13) defined by the

EEP.

A. EEP consensus is preserved by the full Laplacian dynamics

Let the full system given by Eq. (11) evolve from an initial

condition with constant values within cells: x0 = P y0. Then

the system variables remain identical within cells at all times.

More explicitly, it follows from Eqs. (11), (13), and (4) that

x(t) = e−tLP y0 = Pe−tLπ

y0 = P y(t) ∀t,

where LP = PLπ implies e−tLP = Pe−tLπ

, and y(t) =
e−tLπ

y0 is the dynamical evolution of Eq. (13) of the

consensus on the quotient graph starting with the specified

initial condition. Hence, in this case, “cell synchronization”

is maintained at all times, and the dynamics of each cell

corresponds to that of the corresponding node in the quotient

graph. In other words, x lies in the “cluster synchronization

manifold” [37]:

M
π = {x ∈ R

n|xi = xj ∀ i,j ∈ Ck ∈ π}.

Finding a nontrivial EEP is thus equivalent to finding a graph

(i.e., the quotient graph) for which its associated consensus

dynamics describes the dynamics on the lower-dimensional

synchronization manifold, which is invariant under the graph

Laplacian [37,38].

B. EEP-averaged dynamics evolves under quotient

graph Laplacian dynamics

Let the full system given by Eq. (11) evolve from an

initial condition x0 and consider the time evolution of the

cell-averaged dynamics:

〈x(t)〉cell ≡ (Dπ )−1P T x(t). (15)

Using Eq. (9), it is easy to see that

〈x(t)〉cell = (Dπ )−1P T e−tLx0 = (Dπ )−1e−t(Lπ )T P T x0

= e−tLπ

(Dπ )−1P T x0 = e−tLπ 〈x0〉cell.

Hence the EEP cell-averaged dynamics of the full system

evolves under the Laplacian dynamics of the quotient graph.

This averaging relationship, which has also been considered

for graph controllability [4,24], holds for the quotient graph of

an EEP, and not for an arbitrary partition.

Example 1 continued. Figure 2 shows the evolution of

consensus dynamics on the graph in Fig. 1(a) under the full

dynamics of Eq. (11) for some x0. We also show the evolution

of Laplacian dynamics given by Eq. (13) on the quotient graph

with initial conditions y0 = (Dπ )−1P T x0. The dynamics of

the quotient graph correspond to the cell-averaged dynamics

of the main graph, and reaches the same consensus value.

FIG. 2. (Color online) (a) The time evolution of the nodes of the

graph of Example 1 (inset) under consensus dynamics defined by

Eq. (11) from a random initial condition x0 is plotted with solid lines.

The time evolution of (Dπ )−1P T x, the cell averages according to the

mEEP (indicated by the coloring in the inset), are shown with empty

circles (for cells of size greater than one). (b) The time evolution

of the quotient graph (inset) under consensus dynamics of Eq. (13)

with initial condition y0 = (Dπ )−1P T x0 coincides with that of the

cell-averaged dynamics in (a).

It is well known [12] that the convergence rate for consensus

dynamics is upper bounded by the second smallest eigenvalue

of the symmetric part of the Laplacian [12]. Due to the sharing

of eigenvalues between L and Lπ discussed in Sec. III, all the

eigenvalues of Lπ are real and the second smallest value of

Lπ , denoted λπ
2 , satisfies

λ2 � λπ
2 . (16)

Hence the EEP-averaged dynamics converges at least as fast

as the full dynamics. We will show in Sec. V how this property

can be used to characterize the convergence properties of each

node through the use of the EEP with respect to individual

nodes.

C. Convergence of consensus dynamics under an input

signal consistent with the EEP

We now consider the consensus dynamics under a smooth

input signal b(t) :

ẋ = −Lx + b(t). (17)

The solution of this nonhomogeneous linear system can be

written in terms of the eigenvectors (ui) and eigenvalues (λi)

of the Laplacian L:

x(t) =
n

∑

i=1

e−λi t

(

uT
i x0 +

∫ t

0

eλis uT
i b(s)ds

)

ui . (18)

If we have an identical input b(t) = b(t)1, the only surviv-

ing integral term corresponds to u1 = 1/
√

n, the eigenvector

associated with the zero eigenvalue,

x(t) =
n

∑

i=1

e−λi t
(

uT
i x0

)

ui +
[ ∫ t

0

1T b(s)

n
ds

]

1, (19)
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and the system approaches asymptotically a solution where all

nodes have identical dynamics:

x(t) →
[

1T x0

n
+

∫ t

0

1T b(s)

n
ds

]

1 as t → ∞. (20)

The convergence of the system towards global consensus

is usually measured by centering the variables with respect to

their centroid [30,39]. Let us define the dissensus variables:

δ =
(

I −
11T

n

)

x ≡ Cx, (21)

where C is the centering matrix. The dissensus dynamics

evolves according to

δ̇ = −CLx + Cb(t) = −LCx + Cb(t) = −Lδ + Cb(t),

where we have used CL = L = LC for an undirected graph

with L = LT . Clearly, when the inputs are identical,

b(t) = b(t)1 ⇒ δ̇ = −Lδ + b(t) C1 = −Lδ,

and the dissensus variables decay exponentially, i.e., all the

nodes converge to an identical time-varying solution.

Consider now an EEP defined by P . We can define a

transformation that measures the dissensus within cells:

δ
π = (I − P (Dπ )−1P T )x ≡ Cπx, (22)

where the variables are referred to the average of their own

cell, as follows from Eq. (10). Note that the global centering

matrix defined in Eq. (21) is the particular case of Cπ where

the partition includes all nodes, i.e., when P = 1.

Let the system have an input that is consistent with the EEP,

i.e., it is identical within each cell but distinct between them:

b(t) = P bπ (t),

where bπ (t) ∈ R
m×1 contains the m distinct inputs to the cells.

The dynamics of the dissensus within cells for such an input

is governed by

δ̇
π = −CπLx + Cπb(t) = −LCπx + CπP bπ (t) = −Lδ

π ,

where we have used

CπL = LCπ , (23)

which follows from Eq. (4) and it is easy to check that CπP =
0. Hence, the dissensus within cells decays exponentially

governed by L towards a solution that is uniform within each

cell, yet distinct across cells. (Note that there is a constant

phase difference in the dynamics on the synchronization

manifold fixed by the mean of the arbitrary initial condition.)

This conclusion also follows from Eq. (18) by noticing that

P T ui = 0 for all the eigenvectors of L which are not of

the form ui = P uπ . Therefore the only terms that survive

asymptotically are constant within cells, as shown in the

following example.

Example 1 continued. Consider again the graph in Fig. 1(a)

with π∗ given in Eq. (1) and indicator matrix P as in Eq. (5).

Let the driven system of Eq. (17) evolve under b(t) = P bπ (t),

an input consistent with this EEP. Figure 3(b) shows that the

dynamics of Eq. (17) converges to a time-varying solution with

m = 4 distinct trajectories from a random initial condition x0.

FIG. 3. (Color online) (a) The graph of Example 1 with input

b(t) = P bπ (t) ≡ P [sin(t), sin(2t), cos(t),sgn(sin(t))]T . (b) For sev-

eral random initial conditions (with the same mean so that they have

identical constant phase), the dynamics asymptotically converges to

the synchronization manifold with four distinct time-varying outputs,

one for each cell.

V. NODE CONVERGENCE AND THE EEP

WITH RESPECT TO A SINGLE NODE

We now show how the mEEP with respect to each node

allows us to characterize node convergence when the network

evolves under consensus dynamics. As discussed in Sec. II,

mEEP with respect to each node considers partitions in

which the node under study is in a cell by itself. Finding

the mEEP with respect to a single node is computationally

tractable through the use of a recursive partitioning algorithm

inspired by search schemes for graph isomorphisms. We have

developed such an algorithm and applied it to characterize

node properties of the graphs below. See Appendix for a brief

summary of the code.

Our analysis of the spectral properties of the EEP (Sec. IV)

shows that the rate of convergence of the EEP dynamics is

at least as fast as that of the original dynamics, as follows

from Eq. (16). Hence the EEP with respect to each node

(πr ) can be used to characterize the convergence properties

of individual nodes, since the rate of convergence of variable

xr is upper bounded not by λ2 but by λ
πr

2 . In particular, we will

be interested in finding nodes r for which

λ2 ≪ λ
πr

2 ,

i.e., the spectral gap of the EEP quotient graph (λ
πr

2 ) is larger
than that of the full graph (λ2). When this is the case, the rate

of convergence of the node will be faster than that of the rest

of the graph.
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Example 1 continued. Consider again the graph in Fig. 1(a).

Using our efficient search algorithm (Appendix) to find the

mEEPs with respect to each node in turn, we find that

λ
π∗

r

2 = λ2 for all π∗
r . Hence the individual nodes do not exhibit

differentiated rates of convergence, as can be seen in Fig. 2.

However, other graphs can have specific spectral properties

which imply that particular nodes have distinct convergence

rates to the rest of the graph, as can be seen through the

following examples.

Star graph. Consider the consensus dynamics on a star

graph with n nodes, where the central node is labeled n [the

inset in Fig. 4(a) shows an example with n = 8]. An orthogonal

set of Laplacian eigenvectors ui are given by the columns of

U =

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

1 1 0 . . . 0 − 1
n−1

1 −1 1 . . . 0 − 1
n−1

1 0 −1 . . . 0 − 1
n−1

...
...

...
. . .

...
...

1 0 0 . . . 1 − 1
n−1

1 0 0 . . . −1 − 1
n−1

1 0 0 . . . 0 1

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

, (24)

corresponding to eigenvalues λ1 = 0; λi = 1 for i =
2, . . . ,n − 1; and λn = n [40].

The mEEP with respect to the center node is π∗
n =

{{1, . . . ,n − 1},{n}}. For this partition, (Dπ∗
n )−1P T ui =

[0,0]T for all the degenerate eigenvectors i = 2, . . . ,n − 1

and only λ1 = 0 and λn = n are shared with the quotient

graph Laplacian. Hence λ2 = 1 < λ
π∗

n

2 = n and the center node

converges more quickly than the full system [Fig. 4(a)].

On the other hand, the mEEP with respect to any of the leaf

nodes is π∗
r = {{1, . . . ,r − 1,r + 1, . . . ,n − 1},{r},{n}} for

r = 1, . . ,n − 1. In this case, there is one linear combination

of the degenerate eigenvectors that has constant components

within each cell. Therefore the eigenvalue 1 is also shared

with the quotient graph and λ
π∗

r

2 = λ2 = 1 implying that the

convergence rate is not faster than for the full graph [Fig. 4(c)].

Path graph. Consider a path graph of length n with

Laplacian eigenvalues and eigenvectors {λi,ui}ni=1 given by

[41]

λi = 2 − 2 cos

(

π (i − 1)

n

)

,

ui =
[

. . . , cos

(

π (i − 1)(2j − 1)

2n

)

, . . .

]T

, j = 1, . . . ,n.

Let n be odd and consider the mEEP with respect to the center

node r = (n + 1)/2: π∗
r = {{1,n},{2,n − 1}, . . . ,{(n − 1)/2,

(n + 3)/2},{(n + 1)/2}}. An example with n = 5 is shown in

Fig. 1(c). The center coordinate of the second eigenvector

is zero, u2,(n+1)/2 = 0, and the rest of the components are

antisymmetric with respect to the center: u2,j = −u2,(n−j ) for

j = 1, . . . ,(n − 1)/2. Hence (Dπ )−1P T u2 = 0, and λ2 is not

shared with the quotient graph. Due to the same antisymmetry,

(Dπ )−1P T ui = 0 for i = 4,6, . . . ,n − 1, and none of the

corresponding eigenvalues (with even indices) is shared with

the quotient graph. On the other hand, the odd eigenvectors

are symmetric about the center node: ui,j = ui,n−j for j =

FIG. 4. (Color online) (a) Consensus dynamics of a star graph

with n = 8 nodes (inset) starting from a random initial condition

x0. The time-dependent average of all the spoke nodes (including

the [orange (medium gray)] top spoke node) is shown with empty

circles. (b) Consensus dynamics of the quotient graph (inset) of the

mEEP of the star graph with respect to the center node n starting from

the initial condition y0 = (Dπ∗
n )−1P T x0. The dynamics exhibits fast

convergence, upper bounded by λ
πn

2 = 8 ≫ λ2 = 1. (c) Consensus

dynamics of the quotient graph (inset) of the mEEP of the star graph

with respect to any leaf node i for i = 1, . . ,n − 1 (e.g., [orange

(medium gray)] top node), again with y0 = (Dπ∗
i )−1P T x0. In this

case, λ
π∗

i

2 = λ2 = 1 and leaf nodes do not exhibit faster convergence.

1, . . . ,(n − 1)/2, and i = 3,5, . . . ,n, and these eigenvectors

are all shared with the quotient graph:

σ (Lπ∗
r ) = {λ2i−1, i = 1, . . . ,(n + 1)/2} . (25)

In this case, λ
π∗

r

2 = λ3 and the center node converges faster, as

seen in Fig. 5.

Using the same analysis, one can show that for any

noncentral node of a path with n odd, all the eigenvectors

are inherited by the quotient graph. Hence |π∗
r | = n,∀r �=

(r + 1)/2, and there is no increase of the spectral gap of the

mEEP. The convergence of noncentral nodes is therefore just

as fast as the full graph.

For paths with n even, it follows from similar symmetry

arguments that all eigenvectors are inherited by the quotient

graph and |π∗
r | = n,∀r . Hence λ

π∗
r

2 = λ2 and there are no fast-

converging nodes in such graphs.
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FIG. 5. (Color online) (a) Consensus dynamics of a path graph

with n = 5 nodes (inset) starting from a random initial condition x0.

The time-varying averages within cells {1,5} and {2,4} are shown

with empty circles. (b) Consensus dynamics of the quotient graph

(inset) corresponding to the mEEP of the path with respect to the

center node r = 3 [red (medium gray)]. The dynamics is started from

the initial condition y0 = (Dπ )−1P T x0 and exhibits fast convergence,

upper bounded by λ
π3

2 = 1.382 > λ2 = 0.382. Node 3 is therefore

fast converging.

VI. OBSERVABILITY OF CONSENSUS

DYNAMICS AND THE EEP

A. Node observability of consensus dynamics

The external equitable partition with respect to a single

node is related to the observability of the graph from a single

observed node. We now introduce briefly the concept of graph

observability from a linear systems perspective.

A dynamical system is said to be observable if the state of

the system may be uniquely determined by the evolution of

the observed node(s). Thus observability is a measure of how

well the internal states of a system can be inferred from its

observed outputs [27]. Consider a graph with n nodes evolving

under the consensus dynamics of Eq. (11). We then define the

observability matrix with respect to node r:

Or =

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

eT
r

eT
r (−L)

eT
r (−L)2

...

eT
r (−L)n−1

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

∈ R
n×n, (26)

where er ∈ R
n is the unit vector with a 1 in position r and

zeros elsewhere. A fundamental result in control theory [27,29]

establishes that the consensus system given by Eq. (11) is r

observable if and only if Or is full rank. Then the observations

of node r can uniquely determine the entire initial state x0 of

the system.

In general, we are interested in characterizing the dimension
of the r-observable subspace given by the rank of the matrix

Or . This quantity is useful for a variety of applications, includ-

ing the characterization of the minimal number of state values

FIG. 6. (Color online) Numerical instability of rank algorithms

for observability matrices: (a) The observability of a path graph of

size n, where the observability with respect to node 1 (or equivalently

node n) is rank(O1) = m∗
1 = n,∀n (top solid line) (30) and (31). The

standard MATLAB rank function (solid circles) becomes numerically

unstable for n � 18, while an improved pivoted version (open circles)

also becomes unstable for n � 22. Our algorithm based on Eq. (27)

(asterisks) recovers the true result (i.e., the asterisks lie on the solid

line) with no numerical instability. (b) Same as (a) for a cycle graph

of size n, where rank(Or ) = m∗
r = ⌈(n + 1)/2⌉.

needed for an individual node to compute the consensus value

of a system in finite time [29,30,42]. However, the numerical

calculation of the rank of a matrix, usually based on the

singular value decomposition, can be highly unstable even for

observability matrices of relatively small dimensions (Fig. 6).

A significantly more stable rank computation follows from

the following decomposition that takes advantage of the

eigenstructure of the Laplacian:

rank(Or ) = |S| − |Vr |, (27)

where S is the set of distinct eigenvalues of L and

Vr = {λ|Lvi = λvi and vi(r) = 0,∀i = 1, . . . ,multi(λ)},

with multi(λ) the (algebraic) multiplicity of eigenvalue λ. To

obtain Eq. (27), consider the diagonalization:

−L = U�U−1,

where U has the eigenvectors for columns, and � is the

diagonal matrix of eigenvalues. From Eq. (26), we can then

derive that

Or =

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

ur

ur�

ur�
2

...

ur�
n−1

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

U−1 = H diag(ur,i)U
−1, (28)

where ur = eT
r U is a 1 × n vector that contains the rth

component of the eigenvectors of L, and H is the Vandermonde

matrix [43] of the eigenvalues with entries Hi,j = λi−1
j . Since

L is diagonalizable, it immediately follows that U−1 is full

042805-8



OBSERVABILITY AND COARSE GRAINING OF . . . PHYSICAL REVIEW E 88, 042805 (2013)

rank and

rank(Or ) = rank(H diag(ur,i)) < |S|,

where the inequality follows from the fact that the rank of

the Vandermonde matrix H is given by the number of distinct

eigenvalues of L. Since the entries of the vector ur multiply the

corresponding column of H , the only way in which the product

H diag(ur,i) can drop rank further is when one or more of the

rth components are zero. Hence Eq. (27) follows.

Equation (27) is related to the classic Popov-Belevich-

Hautus (PBH) lemma in control theory and related results

on partial observability and the grounded Laplacian [30]. Note

also that this result applies to any diagonalizable Laplacian,

even if it is nonsymmetric. This is precisely the case of the

Laplacian of the quotient graph and we will apply Eq. (27)

to characterize fully the connection of the mEEP and r

observability in Sec. VI B below.

As the numerics in Fig. 6 show, we can use Eq. (27) as the

basis for a stable algorithm to compute the dimension of the

r-observable subspace for consensus dynamics on graphs. We

have applied this algorithm throughout the rest of this paper.

Example 1 continued. For our main example in Fig. 1(a), the

number of distinct eigenvalues in Eq. (6) is |S| = 6 and from

the zeros in the components of the eigenvectors of Eq. (7), it

follows that

rank(Or ) = |S| − |Vr | =

⎧

⎪

⎨

⎪

⎩

4 for r = 4,7,8

5 for r = 3,5,6

6 for r = 1,2.

(29)

In addition to our running Example 1, we can use the results

in Sec. V to conclude that

(1) Star graph. It is easy to see from Eq. (24) that

rank(On) = 2 and rank(Or ) = 3,∀r �= n, where n is the center

node.

(2) Path graph. We saw above that

m∗
r =

{

(n + 1)/2 n odd and r = (n + 1)/2

n otherwise.
(30)

In this case, there are no repeated eigenvalues, so any rank

drop in the r-observability matrix is dictated by the presence

of zeros in the eigenvectors of the Laplacian. Combining our

analysis with a result from Parlangeli and Notarstefano [44],

we conclude that for path graphs,

rank(Or ) �= m∗
r ⇐⇒ n − r = (r − 1) mod p, (31)

where p is an odd prime dividing n. For example, the path

graph for n = 6 is not observable for r = 2 or r = 5 since 6 −
2 = (2 − 1) mod p with p = 1, and 6 − 5 = (5 − 1) mod p

for p = 3.

B. The mEEP with respect to a node and node observability

We now consider the relationship between the dimensional-

ity of the r-observable subspace rank(Or ) and the mEEP with

respect to node r .

First, let π be a generic EEP with m cells defined by the

indicator matrix P ∈ R
n×m and consider the cell-averaging

operator P (Dπ )−1P T , as described in Eqs. (10) and (22). It

follows from Eqs. (4) and (23) that

Or (P (Dπ )−1P T ) =

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

eT
r (P (Dπ )−1P T )

eT
r (P (Dπ )−1P T )(−L)

eT
r (P (Dπ )−1P T )(−L)2

...

eT
r (P (Dπ )−1P T )(−L)n−1

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

=
1

|Ck|
∑

j∈Ck

Oj , (32)

where Ck is the cell in which the node r belongs, and Eq. (32)

follows from

eT
r (P (Dπ )−1P T ) =

1

|Ck|
∑

j∈Ck

eT
j .

Now consider πr , an EEP with respect to node r . From

Eq. (32) we have

Or (P (Dπr )−1P T ) = Or . (33)

Due to the structure of the cell-averaging operator

P (Dπr )−1P T , Eq. (33) implies that Or has repeated columns
for the nodes of each cell. The repetition of columns also means

that

rank (Or ) = rank (OrP ) , (34)

since multiplication by P sums up the (repeated) columns in

each cell, thus maintaining the rank.

Now consider the consensus dynamics taking place on the

quotient graph given by Eq. (13) and, similarly to Eq. (26),

define the observability with respect to cell k:

O
π
k =

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

eT
k

eT
k (−Lπ )

eT
k (−Lπ )2

...

eT
k (−Lπ )m−1

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

∈ R
m×m, (35)

where ek ∈ R
m is the unit vector in the Cartesian basis with a

one in the kth position and zeros elsewhere.

It then follows that the rank of the observability matrix of

the full graph with respect to node r is equal to that of the

quotient graph with respect to the cell k that contains node r .

To see this, let node r be in cell k. Then ek = P T er and we
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have

OrP =

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

eT
r P

eT
r (−L)P

eT
r (−L)2P

...

eT
r (−L)n−1P

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

=

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

eT
k

eT
k (−Lπr )

eT
k (−Lπr )2

...

eT
k (−Lπr )n−1

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

=

⎡

⎢

⎢

⎢

⎢

⎣

O
πr

k

eT
k (−Lπr )m

...

eT
k (−Lπr )n−1

⎤

⎥

⎥

⎥

⎥

⎦

.

From the Cayley-Hamilton theorem,

rank(OrP ) = rank
(

O
πr

k

)

, (36)

and together with Eq. (34) we conclude

rank(Or ) = rank
(

O
π∗

r

k

)

� m∗
r , (37)

where m∗
r = |π∗

r | is the size of the mEEP with respect to

node r . Equation (37) states that the rank of the observability

of a node under consensus dynamics is equal to the rank

of the observability of its cell in the consensus dynamics

of the corresponding quotient graph, and the size of the

mEEP provides an upper bound for the dimensionality of the

r-observable subspace.

Example 1 continued. For the graph in Fig. 1(a), the

observability matrix with respect to node r = 4 is

O4 =

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

0 0 0 1 0 0 0 0

1 1 1 −5 1 1 0 0

−6 −6 −6 30 −8 −8 2 2

36 36 36 −184 58 58 −20 −20

−220 −220 −220 1144 −398 −398 156 156

1364 1364 1364 −7176 2650 2650 −1108 −1108

−8540 −8540 −8540 45272 −17342 −17342 7516 7516

53812 53812 53812 −286664 112330 112330 −49716 −49716

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

,

which has repeated columns within the cells of π∗
4 =

{{1,2,3},{4},{5,6},{7,8}}, such that rank(O4) = 4. The quo-

tient observability matrix for cell k = 2 (in which node 4

belongs) is given by

O
π∗

4

2 =

⎡

⎢

⎢

⎢

⎣

0 1 0 0

3 −5 2 0

−18 30 −16 4

108 −184 116 −40

⎤

⎥

⎥

⎥

⎦

,

and we have rank(O4) = rank(O
π∗

4

2 ) = m∗
4 = 4. In this case,

the upper bound is tight.

The upper bound in Eq. (37) has been explored in relation

to graph controllability [4,34,45]. In some instances, it can

be shown that the bound is tight, i.e., the size of the mEEP

m∗
r is guaranteed to be equal to the dimensionality of the r-

observable subspace. For example, this is the case for distance
regular graphs, for which it is known that |π∗

r | = |πDr
|, where

the distance partition πDr
groups nodes with the same shortest

path length to node r [45]. Since it is also known that |πDr
| �

rank(Or ), this implies then that |πDr
| = rank(Or ) = |π∗

r | for

distance regular graphs. Examples of distance regular graphs

include

(1) hypercubes of size n = 2d have m∗
r = d + 1;

(2) cycles of size n have m∗
r = n − ⌊ n−1

2
⌋, as seen in

Fig. 6(b).

In such cases, obtaining the mEEP provides a graph-

theoretical method to evaluate directly the node observability

of the consensus dynamics.

However, the upper bound in Eq. (37) is not always tight.

Our analysis, i.e., Eq. (37), establishes that m∗
r is equal to

the rank of the observability matrix of the full graph if

and only if the corresponding quotient observability matrix

is full rank, i.e., if the quotient consensus dynamics is k

observable. Importantly, the rank of the quotient observability

matrix can also be characterized using Eq. (27), which, as

stated above, applies to any diagonalizable Laplacian, even

if it is nonsymmetric. In particular, the Laplacian of the

quotient graph Lπ is guaranteed to be diagonalizable due to

the inheritance of the spectrum from the full Laplacian L.

Hence,

rank
(

O
πr

k

)

= |Sπr | −
∣

∣V
πr

k

∣

∣, (38)

where |Sπr | is the number distinct eigenvalues of Lπr and

|V πr

k | is the number of eigenvalues with an associated subspace

that does not span the kth component of the Laplacian of the

quotient graph. The failure of the upper bound provided by m∗
r

to be tight originates in the fact that the quotient graph might

have repeated eigenvalues or that some of its eigenvectors

might have zero components, as we illustrate now with two

examples.

Example 1 continued. In our main example in Fig. 1(a),

we see from (2) and (29) that m∗
r �= rank(Or ) for r = 7,8. As
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FIG. 7. (Color online) The mEEP of this graph with respect to

node 1 (or equivalently node 2) indicated with different colors for

each cell, π∗
1 = π∗

2 = {{1},{2},{3},{4},{5},{6,7}}. For this graph, the

dimension of the observable subspace for node 1 (or node 2) is not

equal to the size of the corresponding mEEP due to the inheritance

of rank-reducing zeros in the eigenvectors of the quotient Laplacian

as seen in Eq. (39).

shown in Fig. 1(b), the mEEP of this graph with respect to node

r = 7 has size m∗
7 = 5. The spectrum of the corresponding

quotient graph is σ (Lπ∗
7 ) = {0,0.6,4,4,6.4}, and the inheri-

tance of the repeated eigenvalue 4 by the quotient Laplacian

means that, according to Eq. (38), rank(O7) = 4 < m∗
7 = 5.

The same applies to π∗
8 .

The other reason for the upper bound in Eq. (37)

not to be tight is when rank-reducing zeros in the

eigenvectors are transmitted to the quotient Laplacian.

For example, consider the graph in Fig. 7 and its mEEP with

respect to node r = 1: π∗
1 = {{1},{2},{3},{4},{5},{6,7}}

such that m∗
1 = 6. The eigenvalues of the quotient

Laplacian are distinct: σ (Lπ∗
1 ) = {0,1.5858,3.5858,

4.4142,6.4142,6} with eigenvectors given by the columns of

Uπ∗
1 =

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

1 1.2718 −1.6002 0.9798 0.6628 0

1 1.2718 1.6002 0.9798 −0.6628 0

1 0.8149 0.0000 −1.7476 −0.0000 −1.3587

1 −0.2881 −0.6628 −0.6179 −1.6002 1.3587

1 −0.2881 0.6628 −0.6179 1.6002 1.3587

1 −1.3911 0 0.5119 0 −0.6794

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

.

(39)

Note that uπ
6 has a zero in cell k = 1 and rank(O

π∗
1

1 ) = 5 �= m∗
1,

from Eq. (38). The same applies to node r = 2.

VII. DISCUSSION AND CONCLUSIONS

In this paper, we have studied the intrinsic relationship

between graph structure, as revealed by the external equitable

partition; the spectral characteristics of the associated graph

Laplacian; and the dynamical implications for linear network

consensus. In particular, the relationship between consensus

dynamics on a graph and its EEP highlights how this partition

captures graph symmetries that induce time invariances in the

dynamics. Such symmetries may be eliminated or reduced

via the construction of the quotient graph and lead to a

related coarse-grained consensus dynamics taking place on

the quotient graph of the EEP. It is important to mention that

although the quotient graph is actually a directed graph, it has

particular properties (strong connectedness, real eigenvalues)

due to the direct inheritance of such properties from the

original graph.

We have also studied how certain spectral and graph

theoretical features of the EEP with respect to a single node

allow us to characterize the convergence and observability of

the dynamics for each node, i.e., nodes exhibiting a nontrivial

EEP can, in some cases, exhibit faster local convergence

compared to the global convergence for the graph. Faster local

convergence is guaranteed when the second largest eigenvalue

of the quotient graph is larger than that of the full graph

or, in other words, when the first nonzero eigenvalue is not

“inherited” by the quotient graph.

On the other hand, we have also shown that the observability

of the full dynamics with respect to each node is determined

by the observability of the quotient Laplacian dynamics

with respect to its corresponding EEP cell. Hence, the size

of the mEEP with respect to a node provides an upper

bound on the dimension of the corresponding observable

subspace. However, our precise spectral characterization of

the dimension of the observable subspace shows how the

transmission to the quotient graph Laplacian of eigenvalue

degeneracies or of rank-reducing zero components (leading to

repeated columns in the observability matrix) can make this

bound not tight. Hence the existence of a nontrivial mEEP is

a necessary condition for the coarse-grained dynamics given

by the mEEP to converge faster. In general, the implication

is that there is a link between partial observability from

a node and the possibility that the node will converge

faster.

The increased understanding of the spectral conditions

under which the EEP may be used to describe a reduced system

allows us to analyze and design networks with optimized

features, that can ensure, for example, fast convergence or

observability. In this respect, a possible avenue of future

research is the optimization of edge weights such that, for

example, the convergence rate for a particular node could

be maximized, or the observability rank minimized for the

prediction of the final consensus value based on few values

of the history of the node [30]. Another direction worth

exploring is the extension of our results to general directed

graphs, for which the Laplacian is not symmetric. Future work

also includes the characterization of the external equitable

partition for classes of constructive and randomly generated

graphs, and in particular the classification of “knowledgeable”

or “influential” nodes in terms of their dynamical convergence

and observability properties.
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APPENDIX: ALGORITHM TO COMPUTE THE mEEP

WITH RESPECT TO A SINGLE NODE

We now present an efficient method to compute the minimal

external equitable partition with respect to a node. This

algorithm is inspired by partition refinement algorithms used to
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find graph automorphisms [33]. A related but distinct approach

was outlined separately by Cao et al. [34].

Briefly, our algorithm proceeds as follows:

(1) Initialization. Generate a k = 2 partition with the chosen

node in one cell and all other nodes in the second cell.

(2) Iteration. Build the profile matrix N ∈ Rn×k for current

partition of size k, such that Nij is the out-degree from node i

to nodes in cell j for i /∈ Cj , and Nij = 0 for i ∈ Cj . Group

identical node profiles (rows of N ) within any single cell and

split the cell accordingly to get a refined partition with an

increased number of cells. Return to Step 2.

(3) Termination. When all rows within each cell are the

same, no further splits are needed. The mEEP has been found.

By construction, the algorithm finds an EEP. To see that we

find the minimal EEP, consider whether the algorithm could

result in a cell being split which could remain un-split for a

coarser EEP. According to our algorithm, a cell C1 is split if

two nodes in C1 have differing out-degree to another cell, e.g.,

C2. If C2 were split later becoming C3 and C4, it follows from

the algorithm that any split of C2 conserves the same nodes

divided between the new cells C3 and C4, and hence the total

out-degree. Therefore, any re-distribution of the out-degree

between the new cells cannot result in equivalent profiles for

an upstream node pair in C1. If we apply this logic inductively,

we see that the algorithm results in the minimal (unique) EEP

with respect to the node.
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