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We propose observable bounds for Gaussian illumination to maximize the signal-to-noise ratio,
which minimizes the discrimination error between the presence and absence of a low-reflectivity
target using Gaussian states. The observable bounds are achieved with mode-by-mode measure-
ments. In the quantum regime using a two-mode squeezed vacuum state, our observable receiver
outperforms the other feasible receivers whereas it cannot approach the quantum Chernoff bound
(QCB). The corresponding observable cannot be implemented with heterodyne detections due to
the additional vacuum noise. In the classical regime using a thermal state, a receiver implemented
with a photon number difference measurement approaches its bound regardless of the signal mean
photon number, while it asymptotically approaches the classical bound in the limit of a huge idler
mean photon number.

I. INTRODUCTION

Entanglement is a key element of quantum technolo-
gies, such as quantum teleportation, quantum communi-
cation, and quantum sensing. It takes advantage of the
quantum correlation that cannot be revealed in classical
systems. Quantum illumination (QI), which belongs to
quantum sensing, takes quantum advantage over classi-
cal illumination (CI), with no output entanglement[1, 2].
QI is used to discriminate the presence and absence
of a low-reflectivity target using entangled states that
consist of signal and idler modes. To detect the tar-
get, we send the signal mode towards the target while
maintaining the idler mode. Then the reflected signal
mode is measured together with the idler mode in a re-
ceiver. In continuous variable systems, a typical entan-
gled state is a two-mode squeezed vacuum (TMSV) state
which can be represented in terms of a number basis,

|TMSV〉 =
∑∞
n=0

√
NnS

(1+NS)n+1 |n〉S |n〉I , where NS is the

mean photon number of the signal (or idler) mode. The
TMSV state is nearly optimal in QI[3–5]. CI is used to
detect the target using unentangled states, e.g., coherent
or thermal states. QI was compared with CI under a few
measurement setups proposed in Refs.[6–13] and imple-
mented in Refs.[14–21]. To detect a long-distance target,
it was studied on microwave QI[22] associated with the
preparation of microwave signal and optical idler mode
pairs. Even if optical entangled states are prepared, they
can be converted to micro-optical entangled states by fre-
quency conversion[23–25].

The performance of Gaussian illumination is quantified
with the error probability that is a sum of the miss prob-
ability P (off|on) and false alarm probability P (on|off).
Given a positive operator-valued measure, the error prob-
ability is lower bounded by the Helstrom bound (HB)
and upper bounded by the quantum Chernoff bound
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(QCB)[26–28] which is also upper bounded by the Bhat-
tacharyya bound. It is not known how to achieve the HB
with implementable setups, but the QCB can be achieved
with feasible ones. A single-mode coherent state attains
its QCB by homodyne detection, and a TMSV state ap-
proaches its QCB asymptotically by sum frequency gen-
eration with feedforward[8]. Based on the QCB, QI using
the TMSV state improves the error probability exponent
by a factor of 4 over CI using the coherent state[2].

Here, we consider a signal-to-noise ratio (SNR) un-
der mode-by-mode measurements. Initially we define
that 〈Ô〉i ≡ Ri is the mean value of an observable,

∆2Oi ≡ 〈Ô2〉i − 〈Ô〉2i is its variance, i = on(1), off(0),
and M is the number of modes. By repeated measure-
ments on many copies M � 1, the sum of the mea-
surements approaches a Gaussian distribution and sub-
sequently it is applied to a decision threshold Rth. Given
two Gaussian distributions with independent signal-idler
mode pairs (M � 1), the total error probability is
minimized according to the decision threshold. Each
error probability is derived as follows: P (off|on) =
1
2erfc[Rth−MR1√

2M∆R1
], and P (on|off) = 1

2erfc[MR0−Rth√
2M∆R0

]. At

Rth = M(R0

√
∆R1+R1

√
∆R0)√

∆R0+
√

∆R1
, the total error probabil-

ity is minimized as P
(M)
err = 1

2 [P (off|on) + P (on|off)] =
1
2erfc[

√
SNR(M)], where the complementary error func-

tion erfc[z] = e−z
2

√
πz

[1 − 1
2(z2+1) + 1

4(z2+1)(z2+2) − ...]. At

z � 1, erfc[z] ≤ e−z
2

√
πz

such that the minimum error prob-

ability is upper bounded by e−SNR(M)

, where
√
πSNR(M)

is ignorable compared to eSNR(M)

. Thus, minimizing the
error probability corresponds to maximizing the SNR
which is explicitly given by

SNR(M) ≡ M(〈Ô〉on − 〈Ô〉off)2

2(
√

∆2Oon +
√

∆2Ooff)2
. (1)

There are four known receivers, such as the phase con-
jugate (PC) receiver, the optical parametric amplifier
(OPA) receiver[6], the double homodyne receiver[12], and
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the heterodyne receiver on each mode[16]. We exclude
the sum frequency generation with feedfoward[8], which
remains hard to implement due to its complicated struc-
ture requiring a sequence of nonlinear processes.

In this paper we propose an observable bound for
Gaussian illumination, which maximizes the SNR with
respect to mode-by-mode measurements. In the quan-
tum regime, we consider a TMSV state which is
described with a 4 × 4 covariance matrix VSI =
〈[âS âI â

†
S â†I ]

T [â†S â†I âS âI ]〉, where S (I) represents
the signal (idler) mode. In the classical regime, an in-
put two-mode state is prepared by impinging a coherent
or thermal state into a beam splitter, which is described
with the first moment and the covariance matrix. The in-
put states interact with a target which is represented by
a low-reflectivity beam splitter, where the thermal noise
effect is simulated by impinging a thermal state into the
beam splitter. Since both input states and interaction
processes are in the Gaussian regime, we describe the
output state with the covariance matrix and first mo-
ment.

II. OBSERVABLE BOUND FOR QI

In QI, the signal mode is reflected from a target with
reflectance κ while the idler mode is kept ideally. The
output covariance matrix[6] that represents target-on is
given by

VSI(κ) =

A+ 1 0 0 C
0 NS + 1 C 0
0 C A 0
C 0 0 NS

 , (2)

where A = κNS + NB , C =
√
κNS(NS + 1), and NB is

the mean photon number of thermal noise. When the tar-
get is off, the covariance matrix becomes VSI(0). The co-
variance matrix VSI(κ) differs from the covariance matrix

VSI(0) by the correlation elements (〈â†S â
†
I + âS âI〉) and

the mean photon number of the signal mode (〈â†S âS〉).
Thus, we propose an observable with a combination of
the three elements and the mean photon number of the

idler mode 〈â†I âI〉,

Ôprs = â†S â
†
I + âS âI + αâ†S âS + βâ†I âI , (3)

where α and β are real values. The idler mode element
is not known for any effect on the performance, and the
other elements of the covariance matrix are useless due to
only increasing the variance in the SNR. Previously, the

PC receiver[6] measures the observable ÔPC = ν(â†S â
†
I +

âS âI) +µ(âI â
†
V + âV â

†
I), where |µ|2− |ν|2 = 1 and âV is

a vacuum state operator. The OPA receiver[6] measures

the observable ÔOPA =
√
G(G− 1)(â†S â

†
I + âS âI) + (G−

1)âS â
†
S + Gâ†I âI , where G > 1 is a gain of the OPA.

The double homodyne (DH) receiver[12] measures the

observable ÔDH = (X̂2
S+P̂ 2

I ) = −(â†S â
†
I+ âS âI)+ âS â

†
S+

â†I âI . Since the correlation elements had a fixed relation
with the other elements in the previous receivers, it is
worthwhile to investigate a general relation between the
correlation elements and the other ones. Note that the
OPA and double homodyne receivers include the vacuum

noise as 〈âS â†S〉 = 1 + 〈â†S âS〉 but Eq. (3) does not.
Here, we consider QI under not only constant ther-

mal noise but also non constant thermal noise that corre-
sponds to the passive signature case [29]. In a table-top
experiment, it is natural to think about the non con-
stant thermal noise since a thermal noise is injected into
a beam splitter that represents a target. When we put
the initial mean value of the thermal noise being constant
without any relation with the beam-splitting parameter,
the output thermal noise is related to the beam splitting
parameter after the interaction with the beam-splitter,
resulting in nonconstant thermal noise.

A. constant thermal noise

Equation (3) is optimized by maximizing the SNR of
Eq. (1), such that we call it the bound observable,

Ôbd = â†S â
†
I + âS âI − |β|â†I âI , (4)

and the SNR

SNR
(M)
bd =

2MC2[√
∆2Oκ +m(κ) +

√
∆2O0 +m(0)

]2 ,

(5)

where ∆2Oκ = (A + 1)(NS + 1) + 2C2 + ANS , m(κ) =
|β|2NS(NS + 1) − 2|β|C(2NS + 1). ∆2Oκ is a variance

of a nearly bound observable, ÔSI = â†S â
†
I + âS âI , when

a target is on. Since the element 〈â†S âS〉 measures the
mean photon number which is constituted with a small
amount of the reflected signal and a large amount of the
transmitted thermal noise, it increases the variance domi-
nantly rather than the mean value. However, the element

〈â†I âI〉 measures only the idler mode so that it can help
reduce the variance. Thus, the value of α goes to zero
and the β survives with variance contribution m(κ). We
present an analytic formula of |β| with a plot in Appendix
A. When NS is much smaller than NB , we can also ig-
nore the |β|, resulting in a nearly bound observable as

ÔSI = â†S â
†
I + âS âI which measures only the off-diagonal

elements. By taking the nearly bound observable, we
obtain the SNR,

SNR
(M)
nbd =

2MC2[√
∆2Oκ +

√
∆2O0

]2 . (6)

In Fig. 1, we observe that the SNR of Eq. (6) is
overlapped with the SNR of Eq. (5). Quantitatively,
the bound observable receiver exhibits approximately 3%
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FIG. 1. SNR for QI as a function of NS at κ = 0.01, NB = 30,
M = 107 under constant thermal noise: coherent-state bound
(Coh), receivers with observable bound (OB), nearly observ-
able bound (OB), PC, OPA, and double homodyne (DH).

higher SNR than the nearly bound observable receiver.
It outperforms the SNRs of other observable receivers,
such as PC, OPA, and double homodyne receivers, while
beating the coherent-state QCB. Analytic formulas of
the other receivers are given in Appendix A. At a low
input power NS < 0.01, the PC receiver is also over-
lapped with the bound and nearly bound observable re-
ceivers, as shown in the inset of Fig. 1. In the limit

of NS , κ � 1 and NB � 1, the SNR
(M)
SI asymptoti-

cally approaches MκNS
2NB

and its error probability becomes

P
(M)
err = 1

2erfc[
√

MκNS
2NB

] ≤ e−
MκNS
2NB . With increasing NS ,

however, the SNR difference between the bound observ-
able receiver and the coherent-state bound increases by
more than twice the SNR difference between the PC re-
ceiver and the coherent-state bound, as shown in Fig.2.
At NS = 7, the SNR difference for the bound observable
receiver is about 376 whereas the SNR difference for the
PC receiver is about 185.

B. nonconstant thermal noise

In the above, we simulated the thermal noise NB
by injecting a thermal state with mean photon number
NB/(1−κ) into a beam splitter with reflectance κ, lead-
ing to the thermal noise that is independent of a target

FIG. 2. SNR difference as a function of NS at κ = 0.01,
NB = 30, M = 107 under constant thermal noise: between
the bound observable receiver and coherent-state bound (pur-
ple dashed curve), and between the PC receiver and the
coherent-state bound (black solid curve).

FIG. 3. SNR for QI as a function of NS at κ = 0.01, NB = 30,
M = 107 under nonconstant thermal noise: coherent-state
bound, receivers with observable bound (OB), nearly observ-
able bound (OB), PC, OPA, and double homodyne (DH).

reflectance. We can raise a question regarding if we desig-
nate the thermal mean photon number as not NB/(1−κ)
but NB which is natural in experiments. Thus, the ther-
mal contribution depends on the target reflectance as
(1 − κ)NB . Since the thermal noise contains the tar-
get information as κNB which is not ignorable, therefore,
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the bound observable should include the last component

〈â†S âS〉 of Eq. (3). The corresponding SNR is given by

SNR
(M)
bd,n =

M

[
2C − ακ(NB −NS)

]2

2

[√
∆2Oκ,n + l(κ) +

√
∆2O0,n + l(0)

]2 ,

(7)

where ∆2Oκ,n = 2C2 +BNS + (B + 1)(NS + 1), l(κ) =
α2B(B+1)+β2NS(NS+1)+2αC(2B+1)+2βC(2NS+
1) + 2αβC2, and B = κNS + (1 − κ)NB . ∆2Oκ,n is a

variance of the observable, ÔSI = â†S â
†
I + âS âI , when a

target is on. We numerically obtain negative values of
α and β whose details are plotted in Appendix B. In
Fig. 3, we compare all the receivers under nonconstant
thermal noise. The SNR of Eq. (7) outperforms all the
other receivers. At a low input power NS < 0.01, the
double homodyne receiver is close to the bound one, as
shown in the inset of Fig. 3. In the limit of NS → 0,
the SNR of Eq. (7) converges to a non zero value because
the transmitted thermal noise contains the target infor-

mation that is measured with 〈â†S âS〉. This also applies
to the results of the double homodyne receiver and the
coherent-state bound.

C. Measurement setup

In Fig. 4, we consider if it is possible to implement
the bound observable as well as the nearly bound one, in
terms of linear optics and heterodyne detection (HTD)
that performs homodyne detection (HD) on each mode
after dividing a signal by a 50 : 50 beam splitter. HD
measures a quadrature operator as follows: A signal and
a local oscillator (LO) are impinged on a 50 : 50 beam
splitter, and then we measure the intensity difference be-
tween the output ports. Thus, we obtain the mean value
of a quadrature operator as 〈n̂a − n̂b〉 = |αL|〈X̂(φ)〉 =

|αL|〈 â
†eiφ+âe−iφ√

2
〉. The phase (or amplitude) of the LO

controls φ (or αL). At φ = 0 (or π/2), the quadrature

operator corresponds to the position X̂ (or momentum

P̂ ) operator. Both position and momentum operators on
the signal can be measured by the HTD with additional
vacuum noise.

However, in the double HTD (dHTD) after the 50 : 50
beam splitter, the additional vacuum noise produces a
large variance so that we cannot take quantum advan-
tage over the classical bound. Let us consider the case

of the nearly bound observable ÔSI = â†S â
†
I + âS âI which

is almost overlapped with the case of the bound ob-
servable. In Fig. 5(a), we show that the TMSV state
with double HTD cannot beat the performance of the
coherent state with HD because additional vacuum noise
produces more errors than the information that we get
by the double HTD. If we directly measure the observ-

able ÔSI = â†S â
†
I + âS âI by performing HTD on the re-

FIG. 4. Measurement setups for QI: (a) HTD, and (b) coin-
cidence HTDs after combining the reflected and idler modes.
BS represents a 50 : 50 beam splitter. φ is a phase shifter. LO
means a local oscillator. When we perform the HTD, the re-
verse arrow (red color) indicates how to derive an observable
including vacuum noise. It includes the following observables,
X̂cX̂d, P̂cP̂d, X̂2

c(d), and P̂ 2
c(d).

flected and idler modes separately, the performance is
still below the performance of the coherent state with
HD, as shown in Fig.5 (b). Moreover, if we directly mea-

sure an observable ÔHD = X̂R(θ)X̂I(φ) (optimized at
θ + φ = nπ, n = 0, 1, 2, ...) by performing HD on the
reflected and idler modes separately, the performance is
getting worse than the performance by the double HTD
after the 50 : 50 beam splitter with increasing NS . More
information is given in Appendix C.

III. OBSERVABLE BOUND FOR CI

In CI, a single-mode coherent state asymptotically at-
tains its QCB by performing homodyne detection[2], but
it is not known if a classically correlated thermal state can
approach its QCB under mode-by-mode measurements
and how far it is from the coherent-state QCB. Instead
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FIG. 5. QI bound by dHTD under constant thermal noise:
(a) SNR as a function of NS at κ = 0.01, NB = 30, M = 107,
and (b) SNR difference between the coherent state with HD
and TMSV state with HTD separately. The coherent state
outperforms the TMSV state under the HD and HTD. Coh
& HD represents a coherent state with homodyne detection.
OB represents observable bound.

of a single-mode input state, we consider a two-mode in-
put state which is produced by impinging a thermal state
into a beam splitter, resulting in a classically correlated
thermal (CCT) state. The output covariance matrix that
represents target-on is given by

CSI(κ) =

B + 1 D 0 0
D NI + 1 0 0
0 0 B D
0 0 D NI

 , (8)

where B = κNS + NB , D =
√
κNSNI . NS (NI) is the

mean photon number of the signal (idler) mode that is
controlled by the beam-splitting ratio. The off-diagonal
element D produces a classical correlation. When the
target is off, the covariance matrix becomes CSI(0). By
comparing the covariance matrices of the target-on and

target-off, we propose an observable Ôoff = â†S âI + â†I âS ,
consisting of off-diagonal elements. The corresponding
SNR is given by

SNR
(M)
th =

2MκNSNI[√
4κNSNI + κNS + y +

√
y

]2 , (9)

FIG. 6. For NB = 30, M = 107, (a) SNR for CI as a function
of target reflectance κ ; CCT state by QCB (blue) and by

Ôoff (black) at NS = NI = 1 (solid lines) and NS = 1, NI = 2
(dashed lines). (b) SNR for CI as a function of NS at κ = 0.01

; CCT states at NS = NI by QCB (blue curve) and Ôoff

(black curve) that are overlapped. Coherent state by QCB is
described with the red dotted-dashed lines.

where y ≡ NI + NB(1 + 2NI). The SNR with the ob-
servable attains the QCB, as shown in Fig.6. Under a
fixed NS , the amount of the classical correlation is pro-
portional to NI , resulting in an enhanced SNR. How-
ever it cannot beat the coherent-state QCB. Replacing
the thermal state by a coherent state, we also obtain

SNR
(M)
coh by removing the term 4κNSNI in the denom-

inator of Eq. (9). But the coherent state with the ob-
servable cannot attain its QCB. In Fig. 6, the coher-
ent state with HD shows a higher SNR than the ther-
mal state. The tendencies are maintained regardless of
constant or nonconstant thermal noise. In the limit of
NS , κ � 1 and NB , NI � 1, the SNR

(M)
th asymptot-

ically approaches MκNS
4NB

, and its error probability be-

comes P
(M)
err = 1

2erfc[
√

MκNS
4NB

] ≤ e
−MκNS4NB , resulting in

a coherent-state QCB.

A. Measurement setup

The off-diagonal elements represent the bound observ-
able. It is implemented by a photon number difference
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measurement (PNDM) after interfering the reflected and
idler modes by a 50 : 50 beam splitter. The PNDM ob-

servable is described with ĉ†ĉ − d̂†d̂, and it is inversely

transformed to â†S âI + â†I âS by the 50 : 50 beam split-
ter. Given a general beam-splitting transformation of

ĉ† → tâ†S − ie−iϕrâ
†
I and d̂† → tâ†I − ieiϕrâ

†
S , the trans-

formed observable is derived as

ĉ†ĉ− d̂†d̂
→ (t2 − r2)(â†S âS − â

†
I âI) (10)

−2rt[(â†S âI + â†I âS) sinϕ− i(â†S âI − â
†
I âS) cosϕ].

At t = r = 1√
2

and ϕ = (2n + 1)π2 (n = 0, 1, 2, ...), the

transformed observable becomes ±(â†S âI + â†I âS). The
phase component ϕ includes a phase shifter in one arm
that plays the role of a path-length difference. In the
limit of NI � 1, the PNDM converges to homodyne de-

tection as 〈â†S âI + â†I âS〉 →
√

2NI〈X̂S(φ)〉. It is the same
as CI using a single-mode coherent state with homodyne
detection.

Moreover, we may consider the observable Ôoff =

â†S âI + â†I âS = X̂SX̂I + P̂SP̂I by performing HTD on
the reflected and idler modes separately. After including
the vacuum noise, the corresponding mean and variance
are given by

〈Ôoff,v〉 =
1

2
〈Ôoff〉, (11)

∆2Ôoff,v =
1

4
[∆2Ôoff + 2 + 〈n̂S + n̂I〉].

We obtain that the performance of the HTD is below the
performance of the bound observable. If we consider an
observable ÔHD = X̂R(θ)X̂I(φ) (optimized at φ − θ =
nπ, n = 0, 1, 2, ...) by performing HD on the reflected and
idler modes separately, the performance is even worse
than the performance of the HTD.

IV. DISCUSSION

In Gaussian illumination, we proposed bound observ-
ables with feasible measurement setups to maximize the
SNR under constant and nonconstant thermal noises.
Using the bound observables under the condition of
NS , κ � 1 and NB � 1, we showed that QI using en-
tangled states cannot attain its QCB but CI using clas-
sically correlated states can attain its QCB. In QI, the
SNR using the bound observable outperforms the SNRs
using other observables for any number of NS , NB , κ.
However, the bound observable measurement cannot be
achieved by using linear optics with heterodyne detec-
tion due to the additional vacuum noise. In CI, the mea-
surement setup consists of PNDM after combining the
reflected and idler modes by a 50 : 50 beam splitter. The
SNR using the bound observable can asymptotically ap-
proach the coherent-state QCB, while the SNR with a
classically correlated thermal state cannot beat the SNR
with a coherent state.

FIG. 7. Optimal value of |β| of Eq. (5) as a function of NS at
κ = 0.01, NB = 30, M = 107 under constant thermal noise.

Since the observables we considered do not include col-
lective measurements, the receivers with the observables
do not always approach the QCBs. Note that, in the
limit of NS � 1, QI using our receiver asymptotically
improves the error probability exponent by a factor of 2
over the classical state QCB. It guarantees a half expo-
nent of the TMSV state QCB by measuring the elements
of the output covariance matrix. Since our bound observ-
ables belong to a class of local operations assisted with
classical communication[30, 31], it cannot approach the
QCB that requires collective protocols[8]. However, CI
using our receiver asymptotically approaches the classical
bound in the limit of NS � 1 and NI � 1.

In QI, we could not measure the bound observable with
linear optics, HD, and HTD. As a further work, it re-
mains an open question of how the bound observable can
be experimentally measured with nonlinear systems.
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APPENDIX A: SNR UNDER CONSTANT
THERMAL NOISE

For the SNR of Eq. (5) using the bound observ-
able, we derive the corresponding optimal relation |β| =

(1+2NS)√
κNS(NS+1)3

[f −
√
f(f − κ(NS + 1))], where f = 1 +

NS + NB + 2NSNB . It is shown in Fig. 7, which corre-
sponds to the values of |β| in Fig.1. With increasing NS ,
the value of |β| converges to

√
κ.

From the observables considered in Sec. II, we analyt-
ically derive the SNRs of three different receivers under
constant thermal noise after the target interaction. For
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the PC receiver, the SNR is given by

SNR
(M)
PC =

2MC2[√
∆2Oκ + µ2

ν2NS +
√

∆2O0 + µ2

ν2NS

]2 ,

(12)

which is always smaller than the SNR of Eq. (6). The

parameters are designated as µ =
√

2 and ν = 1[6].

For the OPA receiver, the SNR is given by

SNR
(M)
OPA =

2M

(
C +

√
G−1
G

κNS
2

)2

[√
∆2Oκ + q(κ) +

√
∆2O0 + q(0)

]2 ,

(13)

where q(κ) = G−1
G A(A + 1) + G

G−1NS(NS + 1) +
C√

G(G−1)
[(G−1)(4A+2)+G(4NS+1)]+2C2. The gain is

implementable as G−1 = 7.4×10−5[15]. Since the addi-
tional denominator terms q(κ) and q(0) are much larger

than the additional numerator term
√

G−1
G

κNS
2 , the SNR

with the OPA is always smaller than the SNR of Eq. (6).

For the double homodyne (DH) receiver, the SNR is
given by

SNR
(M)
DH =

2M

(
C − κNS

2

)2

[√
∆2Oκ + p(κ) +

√
∆2O0 + p(0)

]2 ,

(14)

where p(κ) = A(A + 1) + NS(NS + 1) + 2C2 − 4C(A +
NS + 1). Since all the additional terms diminish the
SNR, the SNR with the DH is always smaller than the
SNR of Eq. (6).

APPENDIX B: SNR UNDER NONCONSTANT
THERMAL NOISE

Initially, we assign the thermal mean photon number
as NB which is natural in experiments. After the target
interaction, the transmitted thermal noise becomes (1−
κ)NB , and then the matrix element A is transformed as
κNS +NB → κNS + (1− κ)NB . For the SNR of Eq. (7)
using the bound observable, we obtain the values of α and
β numerically, as shown in Fig. 8. At NS = 0.01, the
α and β correspond to −0.54 and −9.08, respectively.
In Eqs. (13) and (14), due to the observable shapes, a
component of the numerator is transformed as κNS/2→
κ(NS −NB)/2.

FIG. 8. Optimal values of α and β of Eq. (7) as a function
of NS at κ = 0.01, NB = 30, M = 107 under non constant
thermal noise.

APPENDIX C: MEASUREMENT SETUP USING
DOUBLE HETERODYNE DETECTION

After combining the reflected and idler modes by a 50 :

50 beam splitter, â†S →
1√
2
(ĉ†+d̂†) and â†I →

1√
2
(d̂†−ĉ†),

we obtain the output observable

M̂prs(α, β) =
1

2

[
(
α+ β

2
+ 1)(X̂2

d + P̂ 2
c )

+(
α+ β

2
− 1)(X̂2

c + P̂ 2
d )− (α+ β)

+(α− β)(X̂cX̂d + P̂cP̂d)

]
, (15)

which demands coincidence measurements on the posi-
tion and momentum operators, together with the square
of each operator. The mean value of a square quadrature
operator is obtained by calculating the squared outcomes
of HD, 〈X̂2(φ)〉 =

∫∞
−∞ dxx2P (x, φ), where the marginal

distribution P (x, φ) is obtained by repeated measure-
ments.

However it is unavoidable to produce additional vac-
uum noise after the HTD. Let us see the observable
M̂prs(0, 0) = 1

2 [(X̂2
d − P̂ 2

d )− (X̂2
c − P̂ 2

c )] that corresponds
to the nearly bound observable. As shown in Fig. 4 (a),
an additional vacuum noise is included into the observ-
able by the transformation of X̂d(c) → 1√

2
(X̂d(c)+X̂d(c),v)

and P̂d(c) → 1√
2
(P̂d(c)−P̂d(c),v), where X̂d(c),v and P̂d(c),v
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belong to the vacuum noise. Although we measure X̂2
d(c)

and P̂ 2
d(c) by heterodyne detection on the output signal

mode, due to the vacuum noise, the observable is trans-
formed into

M̂prs,v(0, 0) =
1

2
[M̂prs(0, 0) +

1

2
(X̂2

d,v − P̂ 2
d,v)−

1

2
(X̂2

c,v − P̂ 2
c,v) + (X̂dX̂d,v + P̂dP̂d,v) + (X̂cX̂c,v + P̂cP̂c,v)], (16)

which is applied to the output c and d modes, as shown
in Fig.4 (b). Then, the mean and variance of Eq. (16)
are given by

〈M̂prs,v(0, 0)〉 =
1

2
〈M̂prs(0, 0)〉, (17)

∆2M̂prs,v(0, 0) =
1

4
[∆2M̂prs(0, 0) + 1 + 〈n̂c + n̂d〉].

The output variance of Eq. (6) is enlarged as ∆2Oκ+4[1+
NB + (1 + κ)NS ], which is close to the output variance
of the bound observable including the vacuum noise.

On the other hand, we directly measure the observable

ÔSI = â†S â
†
I + âS âI by performing HTD on the reflected

and idler modes separately. After including the vacuum
noise, the corresponding mean and variance are given by

〈ÔSI,v〉 =
1

2
〈ÔSI〉, (18)

∆2ÔSI,v =
1

4
[∆2ÔSI + 1 + 〈n̂S + n̂I〉].

The corresponding output variance is ∆2Oκ + [1 +NB +
(1 + κ)NS ].
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