2484

JOURNAL OF THE ATMOSPHERIC SCIENCES

Observations of Fluxes and Inland Breezes over a Heterogeneous Surface

L. MAHRT, JIELUN SUN, AND DEAN VICKERS

Oceanic and Atmospheric Sciences, Oregon State University, Corvallis, Oregon

J. I. MACPHERSON

Flight Research Labaratory, National Research Council, Ottawa, Canada

J. R. PEDERSON

California Air Resources Board, Sacramento, California

R. L. DESJARDINS
Centre for Land and Biological Resources Research, Agriculture Canada, Ottawa, Canada
(Manuscript received 30 August 1993, in final form 20 December 1993)

ABSTRACT

Repeated aircraft runs at about 33 m over heterogeneous terrain are analyzed to study the spatial variability
of the mesoscale flow and turbulent fluxes. An irrigated area, about 12 km across, generates a relatively cool
moist inland breeze. As this air flows out over the warmer, drier surrounding land surface, an internal boundary
layer develops within the inland breeze, which then terminates at a well-defined inland breeze front located
about 115 km downstream from the change of surface conditions. This front is defined by horizontal convergence,
rising motion, and sharp spatial change of moisture, carbon dioxide, and ozone.

Both a scale analysis and the observations suggest that the overall vertical motion associated with the inland
breeze is weak. However, the observations indicate that this vertical motion and attendant vertical transport are
important in the immediate vicinity of the front, and the inland breeze does lead to significant modification of
the turbulent flux. In the inland breeze downstream from the surface wetness discontinuity, strong horizontal
advection of moisture is associated with a rapid increase of the turbulent moisture flux with height. This large
moisture flux appears to be partly due to mixing between the thin moist inland breeze and overlying drier air.

As a consequence of the strong vertical divergence of the flux in the transition regions, the fluxes measured
even as low as a few tens of meters are not representative of the surface fluxes. The spatial variability of the
fluxes is also interpreted within the footprint format. Attempts are made to reconcile predictions by footprint
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and internal boundary-layer approaches.

1. Introduction

Boundary-layer flow over surface heterogeneity is
generally posed in terms of either internal boundary
layers, blending height, or footprint signatures. In pure
form, these three conceptual approaches make quite
different assumptions on the response of the turbulence
and time-averaged flow to the surface variations. In ad-
dition, surface heterogeneity of sufficiently large scale
may generate flow of cool air from cool wet surfaces
to warm dry surfaces, sometimes refesred to as inland
breezes. A plausible geometry of these different phe-
nomena is sketched in Fig. 1 partly based on data anal-
ysis of flow over heterogeneous surfaces carried out in
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this study. One of the goals of this paper is to compare
the internal boundary-layer approach and the footprint
approach in terms of aircraft turbulence data collected
over a heterogeneous surface. These particular obser-
vations are well below any blending height. A second
goal is to document circulations driven by the surface
heterogeneity (inland breezes), which lead to a special
type of internal boundary layer. Such local circulations
have previously been studied primarily from a model-
ing point of view (Segal and Arritt 1992); the present
study contributes observational evidence.

Definition of the internal boundary layer assumes
that the change of surface conditions can be described
by a near discontinuity and that the air influenced by
surface conditions downstream from the discontinuity
is limited to a definable layer adjacent to the surface;
that is, the top of the internal boundary layer is the
maximum vertical extent of the disturbance generated
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Fic. 1. (a) Plausible sketch of the internal boundary layer devel-
_oping within the inland breeze as it flows from the wet area out over
a dry heated surface. The inland breeze terminates in a front down-
stream from the change of surface conditions. The horizontal spacing
of the features in the inland breeze is based on the data analysis in
sections 3~4. (b) Plausible footprint function for fluxes measured
above the internal boundary layer (z}), within the internal boundary
layer but above the equilibrium layer (z,,) and within the equilibrium
layer (z,,). Here x is directed in the upstream direction as in footprint
convention. See Eq. (1) for definitions.

by a change of surface conditions (Brutsaert 1982).
The lowest part of the internal boundary layer is in
equilibrium with the new surface (Garratt 1990) and
referred to as the equilibrium layer (Fig. 1b). In tran-
sition regions downstream from changes of surface
conditions, the flux may be quite different from that
predicted from local similarity theory. For example, in
flow of cool air from the irrigated region to an unirri-
gated region, the heat flux may initially reach twice the
equilibrium value before reaching equilibrium with the
heated dry surface farther downstream (Garratt 1992).
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The usual formulations for mesoscale growth of the
internal boundary layer over a heated surface due to
entrainment across the capping inversion do not apply
to microscale growth of the internal boundary layer,
which is not capped by an observable inversion. The
primary example of the mesoscale internal boundary
layer is the growth of a heated layer within the sea
breeze downstream from the coast. In this study, the
microscale internal boundary layer refers to smaller-
scale surface heterogeneity where the internal bound-
ary layer does not grow to the top of the planetary
boundary layer. The top of the microscale internal
boundary layer represents the limit of the most vigor-
ous thermals generated by the warm surface and tilted
by the airflow. Although the definition of entrainment
in the literature has been vague and flexible, it may not
be practical to force this concept on the growth of the
microscale internal boundary layer. For example, over
the cool wet surface, the flow above the internal bound-
ary layer (residual layer, Fig. 1) contains turbulence
generated from surface heating farther upstream. Al-
though this layer has not been explicitly studied, Gar-
ratt and Ryan (1989) and Raynor et al. (1979) ob-
served residual turbulence above growing internal
boundary layers.

If the surface heterogeneity is not organized into
well-defined regions of constant surface conditions, the
concept of an internal boundary layer becomes ambig-
uous. In such cases, internal boundary layers may grow
inside of other internal boundary layers such that the
various internal boundary layers and large boundary-
layer eddies cannot be separated. If the surface hetero-
geneity occurs on a sufficiently small scale and is suf-
ficiently random, the concept of a blending height
might be applicable (Mason 1988; Claussen 1990;
Wood and Mason 1991). Above the blending height,
the fluxes are in statistical equilibrium with the spatially
averaged surface conditions and becomes independent
of spatial position. A similar concept is expressed in
Raupach (1993), where the atmospheric boundary
layer responds to a spatial average of the surface fea-
tures if they occur on sufficiently small scales (micro-
scale heterogeneity).

The footprint signature of the flux at a given height
above ground can be estimated in terms of a weighted
average of spatially varying surface conditions (Fig.
1b). For example, the observed flux F (0, z,), at po-
sition x = 0 and observational level z,, can be ex-
pressed as (Schuepp et al. 1990; Horst and Weil 1992;
Leclerc and Thurtell 1990)

F(0,z,) = J; Q(x)FP(x, z.,)dx, (1)

where Q(x) is the surface distribution of the flux or
some other quantity; FP(x, z,,) is a weighting function
(footprint function), which relates the observed flux at
position x = 0 to the upstream surface flux distribution;
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and x is increasing positive in the upstream direction.
The footprint function FP(x, z,,) is normally specified
as a smooth function that reaches a maximum upstream
from x = 0 and then gradually decreases farther up-
stream (Gash 1986; Schuepp et al. 1992).

If at a certain height the area of weighting of surface
conditions becomes large compared to the scale of the
surface heterogeneity, then the flux becomes indepen-
dent of spatial position and the concept of a blending
height becomes applicable. Then the footprint approach
becomes undefined since the flux F(0, z,,) no longer
depends explicitly on the spatial distribution of the sur-
face flux Q(x).

The footprint approach is traditionally based on dif-
fusion arguments, and the footprint-adjusted fiuxes
vary smoothly in space. In contrast, the internal bound-
ary layer may be generated by a discontinuity of surface
temperature and is sometimes visualized in terms of a
well-defined vertical jump in properties at the top of
the internal boundary layer. Nonetheless, it is possible
to qualitatively discuss the footprint function for flow
over a surface discontinuity. Figure 1b sketches a plau-
sible relationship between the footprint function and
the concept of an internal boundary layer generated by
a surface heat flux discontinuity. For points above the
internal boundary layer (z}), the flow depends only on
surface conditions upstream from the surface discon-
tinuity. Therefore, the footprint function for this flow
is zero between x = 0 and the surface discontinuity and
becomes nonzero only upstream from the surface dis-
continuity. Flow within the internal boundary layer but
above the equilibrium layer (Fig. 1b, z,,) is influenced
by the surfaces both upstream and downstream from
the surface discontinuity, and the footprint function
should be nonzero on both sides of this surface discon-
tinuity. Flow within the equilibrium layer (z,,) is influ-
enced only by the surface downstream from the dis-
continuity and its footprint function is nonzero only
between x = 0 and the upstream discontinuity. The pos-
sible connection between the internal boundary-layer
and footprint approaches will be explored in the data
analysis of section 5.

In addition to modulation of turbulence fluxes, the
surface heterogeneity may also induce its own circu-
lation. With sufficiently weak ambient flow, lower hy-
drostatic pressure tends to form over the warmer sur-
faces and relatively higher hydrostatic pressure over
adjacent cooler surfaces. The resulting inland breeze
flows from cooler to warmer surfaces and an internal
boundary layer develops within the inland breeze as it
flows over the heated surface (Fig. 1a). Several studies
indicate that the scale of the surface heterogeneity must
exceed a certain critical horizontal scale before gener-
ating such mesoscale circulations (Segal et al. 1989;
Yan and Anthes 1988; Segal and Arritt 1992; Hechtel
et al. 1990). This required critical scale increases with
ambient flow speed. Segal et al. (1989), Segal and Ar-
ritt (1992), and Hadfield et al. (1992) show how even
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weak ambient flow may eliminate circulations driven
by surface heterogeneity, particularly heterogeneity on
smaller scales. In addition to masking effects of the
synoptic-scale flow, the generation of inland breezes
must compete with transient mesoscale motions. The
energy of such mesoscale motions is often significant:
(Lilly 1983), perhaps due to generation by various in-
stabilities (Emanuel 1983) including inertial gravity
waves and convection waves (Clarke et al. 1986).
Transient mesoscale motions occurred in the present
datasets (Mahrt et al. 1993) but did not seriously mask
the signature of the inland breezes.

In previous observational studies, inland breezes
have been isolated mainly in the case of contrasts be-
tween agricultural and forest regions ( forest breezes)
as in André et al. (1989), Pinty et al. (1989), Noilhan
etal. (1991), and Mahrt and Ek (1993). Forest breezes
were predicted by the numerical simulations of André
et al. (1989), Pinty et al. (1989), Bougeault et al.
(1991), and Bechtold et al. (1991). On a smaller scale:,
Doran et al. (1992) observed a farm breeze responding
to irrigation within a dry steppe region.

As the inland breeze flows over warmer surfaces, the
resulting internal boundary layer presumably grows to
the top of the inland breeze (Fig. 1). Apparently this
process is sufficiently rapid, and any inversion at the
top of the inland breeze is sufficiently weak that the
inland breeze may not be identifiable after propagating
a short distance over the heated ground (Mahrt and Ek
1993). The present development examines the hori-
zontal structure of inland breezes generated by an ir-
rigated area, 10-15 km across, and surrounded by
drier, warmer surfaces. The inland breeze in this stucly
is better defined and better sampled compared to
Mabhrt and Ek (1993) and other previous observational
studies.

2. The data

This work analyzes data from the California Ozone
Deposition Experiment (CODE) consisting of eight
33-km legs flown at about 33 m above flat terrain on
30 July 1991 (flight 19) between approximately 1045
and 1245 local solar time. On this day, the large-scale
winds were weak, about 2 m s ! from NNW. Data were
also collected over this same flight track on 23 July
1991 (flight 13) when the ambient flow (Fig. 2) av-
eraged about 4 m s ! from NNW. On this day, the ob-
servations were carried out between 1300 and 1500 lo-
cal solar time. Both days are characterized by clear
skies.

The instrumentation is described in MacPherson
(1992) and MacPherson et al. (1993); the fiow situa-
tion for these two days is described in Mahrt et al.
(1993). The data analyzed here were sampled at 16 Hz
and anti-alias filtered at 5.5 Hz corresponding to a spa-
tial resolution of about 10 m (average airspeed 58
ms™").
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FiG. 2. AVHRR NDVI data for flights 13 and 19 and wind vectors based on averages of components over 2-km segments and composited
over the eight runs. Shading represents different numerical classes of NDVI, white represents the interval (—0.1, 0), and the darkest shading

represents the interval (0.5-0.6).

The aircraft track for the present data overlays irri-
gated croplands, mainly cotton, and nonirrigated areas,
mainly bare soil and cut hay. These variations are
shown in Fig. 3 in terms of the normalized difference
of vegetation index (NDVI). This index is computed
from aircraft-measured reflectance at two wavelengths,
one centered at 0.73 pm and one centered at 0.66 ym.
The NDVI is used as a measure of surface vegetation
(e.g., Tucker 1979). The surface heterogeneity in the
present field program is well defined by the NDVI (Fig.
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FiG. 3. Composited spatial variation of NDVI (solid) and air tem-
perature (dashed) composited for the eight flight legs for flight 19.
Large arrows above figure indicate location of center of expanded
composites about the breeze fronts (Fig. 5), while small arrows in-
dicate center of expanded composites about the NDVI boundarie
(Fig. 6). :

3), which is highly correlated with the surface radiation
temperature (r > 0.9). The two-dimensional map of
NDVI constructed from NOAA Advanced Very High
Resolution Radiometer (AVHRR) satellite data (Fig.
2) agrees reasonably well with the pattern along the
aircraft track after taking into account the lower spatial
resolution of 1 km for the AVHRR data.

The flight track can be divided into an intensely ir-
rigated region in the center, about 12 km across, areas
of mixed land use about 7 km across on each side of
the irrigated region, and relatively dry areas at each end
of the flight region with little active vegetation (Fig.
3). The surface radiation temperature varies by about
20°C between the irrigated croplands and nonirrigated
areas. The air temperature at 33 m in this study varies
by 2°-3°C between irrigated and nonirrigated areas
(Fig. 3), which is comparable to the variations in Tsu-
kamoto et al. (1992) and a bit larger than those reported
in Doran et al. (1992).

3. Direct mesoscale transport
a. Potential mechanisms

Several distinct influences on generation of meso-
scale circulations from surface heterogeneity can be
identified from previous studies.

(1) Horizontal diffusion seemed to prevent meso-
scale circulations from developing over small-scale
heterogeneity (on the order of 10 km) in the numerical
modeling work of Anthes (1984 ) and Dalu and Pielke
(1993). Horizontal diffusion on this scale has not been
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measured. Lake and river breezes (strong heterogene-
ity ) have been observed on scales of the order of 10
km (OQliveira and Fitzjarrald 1993) and smaller ( Yosh-
ino 1975; Bitan 1981).

(ii) Pressure adjustments resulting from mesoscale
vertical motion in the presence of stable stratification
above (or within) the boundary layer act as a negative
feedback, which preferentially inhibits the develop-
ment of circulations driven by smaller-scale surface
heterogeneity (Smith and Mahrt 1981). More specifi-
cally, rising motion driven by mesoscale low pressure
over the heated surface leads to adiabatic cooling in the
overlying stratified flow. This cooling acts to increase
the hydrostatic pressure at lower levels and thus
weaken the circulation. This negative feedback is most
effective at smaller scales (Smith and Mahrt 1981) and
appears to contribute to the preferred sea-breeze scale
found in the analysis of Rotunno (1983) and Dalu et
al. (1991). The negative feedback due to stratification
could be important in the present study because of
strong stratification in the inversion layer above the
boundary layer. The study of Smith and Mahrt (1981)
indicates that the strength of the circulation due to dif-
ferential heating varies inverse linearly with the Brunt—
Viisdla frequency. As an additional influence, nonhy-
drostatic pressure adjustments on scales of the order
of 1 km might be quite large (Pielke 1984; Hsu
1987).

(iii) Small-scale surface heterogeneity with nonzero
mean wind may fail to generate significant circulations
because the depth of the modified flow does not have
sufficient time to grow to a significant depth before the
flow encounters a new Ssurface. This aspect can be
posed in terms of growth of the internal boundary layer
[Garratt (1992); see Eq. (10) in section 4 of this
study], or in the case of flow over a warmer surface,
tilting of the thermally modified column ( Anthes 1984 )
and displacement of the convergence pattern (Mangian
and Jinjun 1993). The magnitude of the hydrostatic
pressure perturbation is proportional to the depth of the
modified air and therefore small when the internal
boundary layer of modified air does not deepen suffi-
ciently before the airflow encounters a new surface. In
the basic governing equations, the internal boundary-
layer development, or tilting effect, can be identified
with the horizontal advection of temperature in the
presence of a change of surface heat flux. The horizon-
tal advection of momentum also acts to compete with
the circulation driven by the surface heterogeneity.
These advective effects are most important when the
scale of the heterogeneity is small. In the study of Had-
field et al. (1992), even weak mean winds greatly re-
duced the influence of differential surface heating. The
main exception appears to be flow from a warm surface
to a cold surface where advective effects may enhance
the circulation driven by differential heating ( Avissar
and Chen 1993).
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b. Scale analysis

Some of the above concepts can be formalized in
terms of a simple scale analysis. The goal of the scale
analysis is to estimate the order of magnitude of the
vertical motion generated by the perturbation hydro-
static pressure field associated with differential surface
heating. This analysis begins by assumiing that hori-
zontal advection due to the heterogeneity is the same.
order of magnitude as the perturbation pressure gradi-
ent induced by the heterogeneity. Then the scaled ver-
sion of the equation of motion can be written as

UU*/L = agP*/L, (2)
where U is the total mean flow, U* is the scale value
for the perturbation flow, L is the horizontal length
scale of the surface feature, and «y is the basic-state
specific volume. As in traditional scale analysis, all
quantities are constant values.

Assuming hydrostatic balance, the surface pressure
perturbation can be written as

P* = (T*/To)pogH, (3)

where H is a scale value for the depth of the layer
influenced by the surface change, T* is the scale value
of the perturbation temperature (neglecting the influ-
ence of moisture on buoyancy), and T, is the basic-
state temperature. Combining (2) and (3),

U* =lU(T*/T0)gH. 4)
The temperature perturbation is estimated by assuming
that the temperature change due to the divergence of
the turbuient heat flux is the same order of magnitude
as the temperature advection. For example, in flow over
a heated surface, the local temperature: change due to

the turbulent heat flux divergence is counteracted by
cold air advection. Then

UT*/L =[w'T'l/H.

Solving for T* and substituting the above equation into

(4),

U* = (11U ([w'T' U Ty)gL. %)
In the case of no synoptic-scale flow, U = U* and the
perturbation velocity becomes

U* = (Iw'T'I(g/To)L)'", (6)
where U* will be called the mesoconvective velocity
scale in recognition of its analogy to the free-convec-
tion velocity scale w*. In fact, U* = w*(L/h)"?,
where h is the depth of the boundary-layer flow.

The vertical motion scale W * is estimated from the
continuity equation as

W* = U*H/L. (7
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For the case of weak mean wind, W * can be estimated
by substituting (6) into (7), in which case

W* = (H/IL)([w'T'1(g/To)L)'". (8)

Combining (5) and (7) for the case of significant mean
wind yields

W* = (1/U(Iw'T')/To)gH. (9)

The perturbation vertical velocity is inverse quadrati-
cally related to the mean flow because the mean flow
reduces the perturbation momentum both directly
through momentum advection and indirectly through
temperature advection (reduction of the hydrostatic
pressure perturbation). In other terms, the greater the
mean speed, the less time an air parcel spends over the
surface feature, and the less the modification of the
flow. Note that W* in (9) does not explicitly depend
on the length scale; however, the depth of the modified
flow H is some function of L.

¢. Application to CODE data

The aircraft winds (Fig. 2) suggest that mesoscale
divergence over the irrigated area is induced by surface
heating, which surrounds the irrigated area. The hori-

zontal scale is chosen to be L = 20 km to represent

roughly the distance from the center of the irrigated
area to the center of the unirrigated area. The following
estimate chooses Ty = 300 Kand [w'T']=0.1Km s ™!
based on the heat flux value in the nonirrigated region.
Then U* estimated from (6) is approximately 4 m s ~'.
The actual amplitude of the horizontal flow is about 2
m s ™' (Fig. 2). The actual magnitude of the mesoscale
flow might be less than estimated from (6) because of
the difficulty of defining scaling variables and the ne-
glect of surface drag and adiabatic pressure adjustments
discussed above.

Because the aircraft level of 33 m is relatively close
to the surface, the observed vertical motion might be
significantly larger at higher levels within the meso-
scale motion. For comparison with the data, (8) is ap-
plied with z = 33 m instead of the depth of the circu-
lation. For a horizontal length scale of 20 km, the ver-
tical velocity scale at 33 m is estimated from (8) to be
only about 3 ¢cm s ™', too small to reliably measure. The
difference between observed vertical motions averaged
over the irrigated area and averaged over the drier area
is too small to distinguish from sampling errors. Ob-
served significant vertical motion, however, is concen-
trated in narrow zones, referred to as inland breeze
Jfronts and sketched in Fig. 4. For example, the diverg-
ing outflow from the irrigated area terminates in frontal
zones, here observed both east and west of the irrigated
area. The most persistent fronts occur west of the irri-
gated area where the contrast between the green veg-
etated areas and dry areas is better defined. Easterly
outflow (inland breeze ) from the irrigated area leads to
convergent frontal zone as sketched in Fig. 4. This in-

MAHRT ET AL.

2489

residual b.l.

exterior front interior front

\ \
\ \
L ~

Wd breeze _, N inland breeze

k2R SR Bk € A R ABER
bare field mixed irrigated
0 km 5km 10 km 15 km
—wsw ENE—

FIG. 4. Schematic of inland breeze fronts.

land breeze front is located 1 -2 km downstream ( west)
from the edge of the irrigated area over the area of
mixed surface conditions. A second inland breeze front
(Fig. 4) develops at the leading edge of air flowing
from the mixed surface region out over heated dry
ground. This second front is located 1-2 km downwind
(west) of the edge of the area of mixed surface con-
ditions.

The above scale analysis provides an estimation of
the averaged circulation on the scale of the heteroge-
neity but does not recognize the concentration of the
vertical motion into narrow frontal zones. The inland
breeze fronts are not obvious features of numerical sim-
ulations (e.g., Segal et al. 1988); resolution of such
fronts presumably requires very small grid size. Such
fronts are now analyzed in more detail.

d. Inland breeze front

The two inland breeze fronts west of the irrigated
area will be referred to as the exterior and interior
breeze fronts (Fig. 4). Since the position of the front
sometimes changes, simple compositing of the differ-
ent time series leads to artificial smoothing of the fron-
tal zone. For example, the exterior inland breeze ex-
tends about 2 km into the dry region during the early
part of the observational period. This penetration re-
cedes to about 1 km later in the observational period.
The front may recede due to the increase of buoyancy-
driven mixing over the heated ground later in the ob-
servational period. The interior inland breeze front is
more stationary, located about 1.3 km west of the ir-
rigated area. The initial evolution of the inland breeze
and the behavior of the inland breeze later in the after-
noon cannot be studied here because the aircraft could
sample for only a 2-hour period, here 1045—1245 solar
time. Based on the simulations of Avissar and Chen
(1993), the inland breeze circulation is expected to
continue and perhaps strengthen during the afternoon.

To study the structure of the flow near the front,
samples 4 km wide are selected, centered about the
front, for each of the eight aircraft runs. The position
selection was based primarily on convergence of the
velocity component along the flight track. These sam-
ples are composited over the eight aircraft runs (Fig.
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5) to reduce the influence of turbulent fluctuations and
sampling errors although both influences are not com-
pletely eliminated. The NDVI discontinuities east of
the fronts are somewhat smoothed since the absolute
position of the center of the samples varies. The aver-
age position of these fronts are indicated with large
arrows in Fig. 3.

For future use, 4-km samples are also collected cen-
tered at the NDVI discontinuity at the western edge of
the irrigated area (interior NDVI boundary) and cen-
tered about the discontinuity between the large bare
field at the western end of the run and the area of mixed
vegetation (exterior NDVI boundary). For each dis-
continuity, these samples are composited over the eight
runs and shown in Fig. 6. The fluxes from these 4-km
samples are also composited (Fig. 6). The fluxes were
first computed for each run using a 375-m moving av-
erage. This narrow window better resolves the rapid
spatial variations of the flux but excludes the flux due
to larger-scale eddies.

The inland breeze front (Fig. 5) separates the cool,
moist air with small carbon dioxide and ozone content
from heated drier air with larger carbon dioxide and
ozone content. The stronger northerly flow over the
warmer surface west of the breeze front appears to be
partly related to enhanced downward mixing of NNW
flow. The regional boundary layer is characterized by
flow of a few meters per second from the N or NW as
inferred from an aircraft sounding at the end of the
track and balloon soundings 125 km north-northwest
of the aircraft track. The observed flow over the heated
ground west of the exterior breeze front is therefore
probably part of the convectively mixed boundary
layer. The downward mixing of ambient momentum
west of this front appears to contribute to the mainte-
nance of horizontal convergence at the front.

The horizontal convergence in the exterior breeze
front produces rising motion averaging about 60
cm s~ over a width of 200 m. The interior breeze front
induces rising motion averaging about 30 cm s ™' over
a width of about 600 m. Spread out over 20 km, this
convergence would lead to average rising motion 1.5
cm s, which is the same order of magnitude but less
than the 3 cm s™' predicted by the scale analysis of
section 3b. The rising motion for both fronts seems to
induce some adjacent weak sinking motion.

The width of the frontal updraft is a few hundred
meters and is comparable to the size of the transporting
turbulent eddies. This updraft, however, is apparently
forced by the mesoscale inland breeze and therefore is
part of the mesoscale circulation. A second updraft,
nearly as strong as at the breeze front, occurs in the
composited structure 600 m west of the exterior breeze
front, and a significant updraft also occurs 900 m east
of the front (Fig. 5). This composited spatial structure
suggests a preferred spacing of eddies organized by the
front. With this notion, the eddies farther from the front
would be less defined due to some variations in the

JOURNAL OF THE ATMOSPHERIC SCIENCES

VoL. 51, No. 17

spacing (jittering) and resulting smoothing from the
compositing.

While most of the mesoscale spatial change of mois-
ture, carbon dioxide, and ozone are concentrated in the
frontal zone (Fig. 5), much of the mesoscale spatial
variation of the temperature occurs within the inland
breeze. The temperature in the inland breeze behind the:
front warms significantly in the downstream direction
(Figs. 5-6) due to significant surface heat flux and
suspected downward heat flux at the top of the inland
breeze.

e. Mesoscale transport

The concentrated vertical motion at the exterior
breeze front leads to significant upward flux of heat.
Outside this zone, however, the vertical motion and
heat flux due to the inland breeze circulation are small.
The mesoscale flux for the entire record was estimated
from the deviations from the record averages. This
mesoscale flux was about 10% greater for moisture and
30% greater for heat compared to the turbulent fluxes
based on deviations from the 1-km mean. Presumably,
this mesoscale flux increases with height. This mesc-
scale flux would be required for comparison with sus-
face fluxes or construction of a surface energy budget.

f. Significant ambient flow

The influence of more significant ambient flow is
now examined using the data from flight 13 when
winds upstream from the irrigated area average about
4 m s™" from NNW. This ambient flow eliminates the
inland breeze; however, the cooler air over the irrigated
area does induce diffluence of the ambient flow (Fig.
2). Consequently, the influence of differential heating
due to the spatial pattern of irrigation exerts an impox-
tant influence on the ambient flow even when the am-
bient flow is not weak. The flow component in the di-
rection of the flight path diverges outward from the
irrigated area and terminates in well-defined fronts both
east and west of the irrigated area. These fronts occur
closer to the irrigation boundaries compared to the
fronts on flight 19. The fronts for flight 13 are well
defined in terms of the stronger northerly flow com-
ponent on the hot dry side of the front, suggesting the
important role of downward momentum flux over the
heated ground.

4. Internal boundary layer
a. Growth

The previous section indicated that the outflow of
cool moist air from the irrigated area extends 1-2 km
over the heated ground. Within this inland breeze, an
internal boundary layer develops in response to the sur-
face heating. The role of the roughness change is
thought to be secondary although the roughness lengths
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could not be accurately estimated. The growing top of
the internal boundary layer grows upward past the air-
craft level within a few hundred meters downstream
from the surface discontinuity. The downstream growth
of the depth of the internal boundary layer due to a step
change of surface heating is usually empirically mod-
eled as a power-law dependence on downstream dis-
tance (Sutton 1934; Brutsaert 1982; Garratt 1990, p.
187; Antonia et al. 1977).

Following Brutsaert (1982) and others, the distur-
bance forced by the change of surface conditions is
assumed to propagate vertically at a rate proportional
to the magnitude of the vertical velocity fluctuations
o.(w¥*, u*) where w* = [(g/To)[w'T'1h(x)]"*is the
free-convection velocity scale, £(x) is the top of the
internal boundary layer, and «* is the surface friction
velocity. Then

dh(x)/dx = Co, (w*, u*)/U(x), (10)

where U(x) is the total time-averaged flow perpendic-
ular to the surface discontinuity and C is a nondimen-
sional coefficient. Here U(x) is sometimes assigned to
be the flow at the top of the internal boundary layer
(Jensen 1978). This slope can be roughly interpreted
as that for a parcel rising at speed o,, and advected at
speed U(x). That is, the growth of the internal bound-
ary layer is interpreted as tilting of the thermally mod-
ified column as described in Anthes (1984 ).

If the spatial dependence of o, (w*, u*) and U(x)
could be estimated, then (10) could be integrated to
obtain the dependence of the depth of the internal
boundary layer on downstream distance. Once the air-
craft has intersected the internal boundary layer, the
vertical velocity variance at the 33-m level increases
roughly linearly with distance downstream (Fig. 6).
Then using

o, (w*, u*) = const x'/?
and assuming constant U(x), (10) predicts

h(x) = const x*'2, (10a)

Perhaps coincidentally, this is the same power law pre-
dicted in the free-convection limit, as is evident from
references cited in Brutsaert (1982, pp. 165—-166), and
close to the 1.4 exponent found by Rao (1975) for the
limit of free convection. The exponent is greater than
unity because the growth rate increases in the down-
stream direction in response to increasing turbulence
energy.

The coefficient C in (10) is now estimated from the
average slope between the surface discontinuity and the
intersection of the aircraft at 33 m with the internal
boundary layer at distance Ax downstream from the
surface discontinuity. This estimate yields an average
slope of Ax/33 m. The intersection of the aircraft with
the internal boundary layer is most easily detected in
terms of temperature fluctuations although velocity
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fluctuations offer useful supplementary information.
Since the position of this intersection varies between
runs, the intersection in the composited time series is
somewhat diffuse (Figs. 5-6). The variation of the
location of intersection between aircraft runs is due
partly to transient mesoscale variations of the horizon-
tal wind on a timescale of 1-1.5 h (Mahrt et al. 1993)
and presumably also due to time variation of the
strength and location of the thermals just downstream
from the surface discontinuity.

Based on composited temperature, the intersection
of the aircraft with the top of the internal boundary
layer occurs typically 150 m downstream from the sur- -
face discontinuity. This implies that the average slope
is about 0.2. In the internal boundary layer over the
heated surface, o, (w*, u*) is about 0.5 m s~' based
on flow observed downstream from the intersection of
the internal boundary layer with the aircraft. In this
region U(x) is about 2.25 m s ! (Fig. 5). These values
suggest that the value of C in (10) is about 0.9. These
values correspond to a value of the constant in (10a)
of about 0.02.

Similar calculations were made using repeated air-
craft flights at approximately 30, 60, and 90 m over an
interface between vineyards and dry ground without
active vegetation (flight 17, 27 July 1991; MacPherson
1992). The slope of the internal boundary was com-
puted from the three aircraft levels. The slope was es-
timated to be about 0.15, and o, (w*, u*)/U(x) was
estimated to be 0.17. This leads to a value of Cin (10)
of a little less than unity.

These slopes are an order of magnitude steeper than
the usual 1/100 for growth of the internal boundary
layer for neutral stratification (Brutsaert 1982). The
steepness of the slope is due to the influence of heating
and the weak wind speed and is consistent with the
stability dependence predicted by Leclerc and Thurtell
(1990) and others.

b. Spatial distribution of fluxes

Once the aircraft has intersected the internal bound-
ary layer, the heat flux and vertical velocity variance,
as measured at the 33-m level within the internal
boundary layer, roughly increase linearly with distance
downstream from the interior surface discontinuity
(Fig. 6). The linear increase of the heat flux and ver-
tical velocity variance downstream is apparently due to
the buoyancy generation of turbulence energy.

The spatial variation of the moisture flux is more
complicated. The moisture flux reaches a maximum in
the inland breeze over the dry surface about 1000 m
downstream from the interior vegetation boundary
(Fig. 6) where it is actually about 30% greater than
over the irrigated area. It is unlikely that this large
moisture flux is due to the evaporation from the dry
underlying surface. It is more likely due to mixing be-
tween the moist inland breeze and the drier air above
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the internal boundary layer. In the northerly flow above
the inland breeze, the specific humidity is expected to
be smaller, more characteristic of the area-averaged
boundary layer. This average includes extensive dry
areas (Fig. 2). As a result, the downdrafts penetrating
into the inland breeze are characterized by smaller spe-
cific humidity and northerly momentum, characteristic
of the large-scale flow. In fact, the momentum flux (not
shown) reaches a maximum near the downstream lo-
cation of maximum moisture flux. The large positive
moisture flux in this region would then be due to dry
downdrafts and moist updrafts associated with mixing
between the inland breeze and overlying boundary-
layer flow.

The suspected weak surface evaporation at the dry
surface and the observed large moisture flux at the air-
craft level implies strong vertical divergence of the
moisture flux as sketched in Fig. 7. From a Lagrangian
point of view, the air in the inland breeze becomes less
moist in the downstream direction due to the strong
vertical divergence of the turbulent moisture flux anai-
ogous to the ‘‘entrainment drying boundary layer”
studied in Mahrt (1991). This vertical flux divergence
can be examined in terms of the conservation equation
for specific humidity. The local increase of moisture
with time, 0q/0¢, is computed to be about two orders
of magnitude smaller than the advection term in this
transition region. Therefore, the large horizontal ad-
vection of moisture from the irrigated area is approxi-
mately balanced by the strong vertical divergence of
the turbulent moisture flux.

Vertically integrating this balance,

f [u](019)/0x)dz = [w'q')sc — [W' @ )33 ms  (11)

where x is directed in the downstream direction ap-
proximately parallel to the flight track. Noting that the
specific humidity decreases by 3.0 g kg ™' in the first 2
km downstream from the surface discontinuity and that
the inland breeze flow is about 2.25 m s~ in this re-
gion, the left-hand side of (11) is

(3.0 gkg)/(2 km) (225 ms™") (33 m)

=011 (gkg™H(ms™"), (12)

where the moisture advection at the aircraft level is
assumed to be representative of the layer between the
surface and the aircraft level. The large value predicted
by (12) implies that the moisture flux increases signif-
icantly between the surface and the aircraft level. Not-
ing that the moisture flux at the aircraft level is about
0.12 (g kg™") (ms~') in this region and substituting
into (11), the surface moisture flux is estimated to be
0.01 (gkg™) (ms™'). As additional evidence, the
moisture flux at the aircraft level over the dry land
ahead of the inland breeze is on the order of 0.01
(gkg™") (ms™'). Since the moisture advection is
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small in this region, the moisture flux at the aircraft
level is thought to be a good estimate of the surface
moisture flux ahead of the inland breeze. These esti-
mates indicate that the large moisture flux at the aircraft
level in the transition region behind the front is due
almost exclusively to vertical divergence of the mois-
ture flux. For the most exterior vegetation boundary,
the moisture advection is estimated to be 0.08 (g kg ™)
(ms™'), again suggesting significant vertical diver-
gence of the moisture flux.

The above calculation indicates that a major fraction
of the moisture flux at the aircraft level is due to mixing
between the moist inland breeze and the drier air above
the internal boundary layer, as sketched in Fig. 7.
Therefore, the moisture flux in the surface layer cannot
be exclusively related to the surface conditions, and
surface-layer similarity theory is expected to be invalid
even as an approximation. Furthermore, the moisture
flux measured from towers and aircraft platforms as
low as a few tens of meters above the ground cannot
be used to estimate the surface flux in cases of strong
advection associated with surface heterogeneity. In the
present case, these transition zones are about 12 kmi
wide and occupy about 15% of the total record.

The influence of temperature advection on the ver-
tical variation of the heat flux is estimated from the
present data to be smaller than that for moisture, and
the local warming 08/t cannot be neglected. The cold
air advection acts to enhance the decrease of the heat
flux with height. In fact, the heat flux may even de-
crease to a slightly negative value at the top of the
inland breeze due to mixing with the warmer air aloft.
This vertical convergence of the heat flux leads to ob-
served warming of the inland breeze as it flows over
the heated ground. Therefore, the heat flux estimated
at the aircraft level would have to be corrected for ad-
vection before quantitatively relating growth of the in-
ternal boundary layer to the surface heat flux.

5. Footprint adjustment

The footprint formulation relates scalar fluxes at an
arbitrary observational level to surface conditions in the
upstream direction. It can be used to account for the
advective phase shift of measured fluxes above the sur-
face to improve the relationship between measured
fluxes and surface conditions (Schuepp et al. 1992).
This phase correction is analogous to the use of (11)—
(12) to adjust the measured fluxes for advective ef-
fects. The weighted spatial integration inherent in the
footprint calculation also removes some of the noise
due to inadequate sampling of the measured fluxes.

With respect to a given surface source, the maximum
influence observed at level z,, occurs downstream from
the surface source at a distance of (Schuepp et al. 1992)

Xoax = P2l 2 = Uzl (Zku*), (13)

where U is the average velocity between the surface
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and the observational level. The slope of maximum in-
fluence of a given surface feature, dz*/dx, can be es-
timated as x,.x/z,,. From (13) this slope becomes

dz*/dx = 2ku*/U, (14)

where z* is the height of a sloping line (surface) of
maximum influence associated with a given point
(line) source at the surface. With footprint adjustment
of the aircraft fluxes, each surface point within the do-
main is considered to be a source of heat or moisture.

Relationship (14) is the same mathematical form as
the theoretical growth of the internal boundary layer
due to a roughness change for the case of neutral sta-
bility. For this case, the growth rate of the internal
boundary layer is expected to be proportional to u*/U
(e.g., Garratt 1992, p. 111). This growth rate describes
the thickening of the internal boundary layer down-
stream from a surface discontinuity. The top of the in-
ternal boundary layer, &, represents the upper limit of
the influence of the new surface, which must be higher
than the surface of maximum influence z*. Therefore,
for a surface point just downstream from the surface
discontinuity, z* < h.

With daytime conditions, vertical diffusion is usually
generated both by buoyancy generation and shear gen-
eration of turbulence. Therefore, instead of u*, the
standard deviation of the vertical velocity fluctuations
0. 1s used as a velocity scale. Then (14) can be written
in a more general form as

dz*/dx = C*0,,/U, (15)

where C* is a nondimensional coefficient. This rela-
tionship is the same mathematical form as that for
growth of the internal boundary layer in (10). The sim-
ilarity of the growth of the internal boundary and the
footprint approach is anticipated from the original der-
ivation of the footprint formulation from diffusion of
material emitted at the surface. The analogy between
diffusion from a surface source and growth of the in-
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ternal boundary layer was used in Elliot (1958) and
Jackson (1976).

First, the value of C* is estimated by approximating
the slope of maximum influence as

dz*/dx = 33 m/1agmax.,
in which case C* is estimated from (15) as

C* =33 m U/(0, 1agmx), (16)
where lag,,., is the lag of maximum correlation between
the flux at the aircraft level (33 m) and the NDVI. For
flight 19, the flow is approximately parallel to the flight
path but reverses sign in the center of the main irrigated
region. Therefore, the flight path is divided into two
parts of roughly constant wind direction and the lagged
correlation function for the fluxes and NDVI are com-
puted for each part. The lagged correlations for differ-
ent fluxes are more similar to each other for the eastern
part, chosen for the following calculations. The flux is
again computed as the product of deviations from a
running mean over a 375-m window. To compute the
spatial dependence of the flux, the center of the window
is incrementally translated between flux calculations.
The flux is then correlated with different lags of the
NDVI.

The lagged correlation between the heat flux and the
NDVI shows a peak at a lag of about 100 m (Fig. 8a).
A poorly defined peak occurs for the moisture flux at
about 225 m (Fig. 8b). Choosing a value of lag,..
= 150 m and using average values for the entire leg of
0,=045ms ' 'and U = 14 ms™', C*in (15) is
estimated to be 0.65. The value of C* is expected to
be less than the value of C in (10), since the surface
of maximum influence originating from a surface dis-
continuity should be below the top of the internal
boundary layer (surface of highest detectable influ-
ence). Although C* is estimated to be 0.65 and C is
estimated to be 0.90, the statistical significance of this
difference is not known. The comparison is compli-
cated by uncertainties in the numerical evaluation of
(10) and (15) and that the estimate of C* uses statistics
for the entire flight path while the estimation of C is
based on the growth of the internal boundary layer in
the transition regions.

The slowness of the decrease of the lagged correla-
tion with increasing lag appears to be due to the slow
decrease of the autocorrelation coefficients for the
NDVI and surface heat flux (Fig. 8a). This slowness
is due to the large scale of the heterogeneity (kilome-
ters), which is significantly larger than the scale of the
main turbulent eddies (hundreds of meters).

Alternatively, C* might be estimated by footprint
adjusting the NDVI. Footprint adjustment of the NDVI
was used in Cihlar et al. (1992). Here, the NDVI is
footprint adjusted by integrating (1) over discrete in-
tervals of 3.5 m in which case
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1

2 Q*(X[)IFP(X; ’ Zm)a

i=)

F(X_,', Zm) = (17)

where IFP(x;, z,) is the footprint function integrated

over the data interval defined by Eq. (5) of Schuepp et

al. (1992), x; are the set of points upstream from the
flux observation at point x;, F(x;, z,) is footprint ad-
justed NDVI at point x; at the aircraft level, and Q*(x;)
is the actual NDVI at the surface. The footprint-ad-
justed NDVI, F(x;, z,,), attempts to predict the inte-
grated upstream NDVI, which influences the flux at x;
due to the communication between the aircraft level z,,
and the surface through wind and turbulent diffusion.

To estimate the horizontal scale of the footprint ad-
justment x,. in (13), Eq. (17) is evaluated separately
for different values of the scaling factor ¢, as carried
out in Schuepp et al. (1992). The scaling factor of max-
imum correlation ¢* is chosen by plotting the corre-
lation between the flux and the footprint-adjusted
NDVI (Fig. 9) as a function of the scaling factor ¢.
The spatial shift of maximum influence, X, is then
computed from the scaling factor of maximum corre-
lation ¢* using (13). The scaling factor of maximum
correlation for the heat flux (Fig. 9a) is between 2 and
3, corresponding to a value of x,,,, of about 40 m. The
value of x,, for the moisture flux is about 300 m. How-
ever, the correlation between the flux and the footprint-
adjusted NDVI varies slowly with scaling factor ¢
(note that the vertical coordinates in Fig. 9 are
stretched). The correlation between the fluxes and the
NDVTI also varies slowly with changing scaling factor
¢ in Schuepp et al. (1992, their Fig. 4) where the fluxes
were (inverse) footprint adjusted.

Since the lagged correlation between the moisture
flux and NDVI does not show a well-defined maximum

with respect to lag (Fig. 8b), translating the NDVI field
in space should not improve the correlation. The im-
proved correlation of the moisture flux with the NDVI
due to the footprint adjustment of the NDVI apparently
results from the integrating (smoothing) role of the
footprint adjustment. In other terms, the footprint ad-
justment is a transform or mapping function that both
translates and smooths the signal. In the present case
of weak winds, the integrating role appears to be more
important for the moisture flux—NDVI correlation.
For the heat flux—NDVI relationship, the translation
part of the footprint adjustment may be significant since
the lagged correlation between the NDVI and heat flux
is maximum with a lag of about 100 m. However, the
fact that the optimum scaling distance x,,, (13) for the
footprint function is only 40 m suggests that the inte-
grating role may be the most important feature of the
footprint adjustment for the heat flux as well. Similarly,
Desjardins et al. (1992) concluded that for their data,
the main influence of the footprint adjustment of the
fluxes is to smooth the flux estimates. This multiple role
of the footprint adjustment suggests that the physical
meaning of x,,, is ambiguous. Separation of the inte-
grating (dispersion) role from the translation role of
the footprint adjustment would require a two-parameter
scheme. The dispersion effect is proportional to the
strength of the turbulence, which for parts of the pres-
ent flight track is presumably more related to the free-
convection velocity scale than the mean wind speed.
The translation part of the footprint adjustment is de-
scribed by the mean wind speed. In the neutral case,
the strength of the turbulence is proportional to the
wind speed, so that the dispersion effect is proportional
to the wind speed and the appropriate footprint adjust-
ment can be described by one adjustable scaling factor
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¢. This is not the case however for the present data
where surface heating is locally large and winds are
weak.

6. Conclusions

With weak ambient flow (2 ms™"), the irrigated
area generates a cool moist inland breeze that flows
outward from the center of the irrigated area. On the
day with stronger ambient flow, about 4 m s7! the ir-
rigated area does not generate a well-defined inland
breeze but does induce significant diffluence of the am-

.bient flow.

As the inland breeze flows out over the warmer, drier
surrounding land, an internal boundary layer develops
within the inland breeze. The internal boundary layer
appears to grow to the top of the inland breeze, which
then terminates at a well-defined inland breeze front
located about 11/ km downstream from the change of
surface conditions. Fronts form outside both eastern
and western boundaries of the irrigated area. An inland
breeze also flows from a region of mixed surface con-
ditions to a large region of warm bare soil and leads to
a second breeze front over the warm soil. The breeze
fronts are defined by sharp spatial change of horizontal
momentum, moisture, carbon dioxide, and ozone and
modest change of temperature. The fronts are main-
tained by both horizontal convergence and downward
mixing of ambient momentum on the warm dry side of
the front. The breeze fronts remained well defined
throughout the observational period of 1045-1245 so-
lar time.

The observations indicate that the vertical motion
and attendant vertical transport are important only in
the immediate vicinity of the front but contributes mod-

estly to the horizontally averaged fluxes. The meso-
scale flux at the 33 m flight level is about 15% of the
turbulent flux. Although not as large as in some mod-
eling studies, this flux must be included in order to
compare aircraft fluxes with surface fluxes.

In the inland breeze downstream from the surface
wetness discontinuity, strong horizontal advection of
moisture is associated with a rapid increase of the tur-
bulent moisture flux with height. This large moisture
flux appears to be partly due to mixing between the
thin moist inland breeze and drier air in the overlying
residual boundary layer. As a consequence of the strong
vertical divergence of the flux in the transition regions,
the fluxes measured even as low as a few tens of meters
are not representative of the surface fluxes. Conse-
quently, use of the aircraft fluxes to estimate surface
fluxes must be corrected in transition regions for ad-
vection between the aircraft level and the surface, and
the estimate must include the mesoscale flux.

The spatial variability of the fluxes is interpreted
within the footprint format. Attempts were made to
compare predictions by footprint and internal bound-
ary-layer approaches. Because of the weak winds, the
scaling factor of maximum correlation for the footprint
function appears to be mainly determined by the inte-
grating (smoothing role) of the footprint adjustment
rather than the translating role of the footprint adjust-
ment.
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