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Abstract— This paper presents a method based on the state
observer design for constructing a chaotically synchronized
systems. Fractional-order direct Lyapunov theorem is used to
derive the closed-loop asymptotic stability. The gains of the
observer and observer-based controller are obtained in terms
of linear matrix inequalities (LMIs) formulation. The proposed
approach is then applied to secure communications. The method
combines chaotic masking and chaotic modulation, where the
information signal is injected into the transmitter and simul-
taneously transmitted to the receiver. Chaotic synchronization
and chaotic communication are achieved simultaneously via a
state observer design technique. An numerical fractional-order
chaotic Lorenz system is given to demonstrate the applicability
of the proposed approach.

Index Terms— Fractional-order calculus, fractional-order
chaotic systems, fractional-order observer, linear matrix in-
equality (LMI), chaotic synchronization, secure communication,
observer based controller.

I. INTRODUCTION

Over the past couple of decades, fractional calculus has

gained significant attention as one of the topics that can

be applied to a variety of fields in engineering. As is

expected, there is no exception in controls regarding such an

applied mathematics trend. A lot of studies and researches in

controls have concentrated on using fractional calculus for

modeling systems or designing controllers. Fractional-order

systems (i.e. systems containing fractional derivatives and/or

integrals) have been studied by many authors in engineering

sciences from an application point of view (see [1], [2] and

references therein). Many systems can be described with the

help of fractional derivatives. These systems are known to

display fractional-order dynamics : electromagnetic systems

[3], dielectric polarization [4], viscoelastic systems [5].

The anomalous diffusion phenomena in inhomogeneous

media can be explained by non-integer derivative based

equations of diffusion [6]. Another example for an element

with fractional-order model is the fractance. The fractance

is an electrical circuit with non-integer order impedance

[7]. This element has properties lie between resistance and

capacitance. The resistance-capacitance-inductance (RLC)

interconnect model of a transmission line is a fractional-

order model [8]. Heat conduction can be more adequately

modeled by fractional-order models than by their integer
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order counterparts [9]. In biology, it has been shown that the

membranes of cells of biological organism have a fractional-

order electrical conductance [10]. In economics, it is known

that some finance systems can display fractional order

dynamics [11]. More recently, a lot of chaotic behaviors

have been shown to be fractional-order systems [12], [13].

Then, controlling fractional-order systems becomes one of

an active fields, especially controlling nonlinear fractional-

order systems. Also, fractional-order controller was used in

[14] for flexible spacecraft attitude control.

The design of state estimators is one of the essential points

in control theory whose solution, in the linear case, is the

well known Luenberger’s observer. Many contributions to the

extension of the Luenberger observer for nonlinear systems

has been proposed in the literature (see [15], [16], [17], [18]

and references therein). The observer-based control is usually

applied when we do not have access to all the states of a

system. The notion of detectability which has been extended

to nonlinear systems in [19], [20] allows to design nonlinear

observer-based control using the separation principle.

In recent years chaos synchronization and chaotic se-

cure communication have received ever increasing attention.

Synchronization of chaotic systems has attracted noticeable

interests and has been well studied for their potential appli-

cations in engineering sections, such as image processing,

chemical and biological systems, information science, and

secure communication [21], [22], [23], [24], [25].

The fractional-order derivative αi imposes direct effect on

the chaotic behavior of the nonlinear dynamical systems.

Hence, it may also affect the synchronization (or control)

performance of fractional-order systems. Some researchers

have reported certain interesting results about the influence

of fractional-order derivative αi on the synchronization pro-

cess. For example, the authors in [26] observed that the

synchronization error decreases as the order αi is increased.

In other words, for larger value of αi the synchronization

starts earlier. A recent article [27] which studies the pinning

control of fractional order complex network states show that

it is much easier to control and synchronize a fractional order

network with lower orders. A similar result is reported in

[28], which indicates that smaller fractional-order can lead

to better synchronization. The authors in [29] reveal that

large coupling strengths and small fractional orders are both

harmful for a successful identification and network topology.

An important application of chaotic synchronization is that

the technique can be applied to secure communication easily.

The secure communication system involves the development
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of a signal that contains the information that is to remain

undetectable by interceptors within a carrier signal. We can

ensure the security of this information by inserting it into a

chaotic signal that is transmitted to a prescribed receiver that

would be able to detect and recover the information from the

chaotic signal.

To the best of our knowledge, [30], [31] are the two refer-

ences that introduced designing observer based controller for

nonlinear fractional-order systems. For the secure communi-

cation, a fractional chaotic communication method using an

extended fractional Kalman filter is presented in [32].

In this paper, that may be seen as a generalization of the

approach performed in [33], [34], we investigate generalized

nonlinear fractional-order observers based approach for both

chaos synchronization and secure communication. Results

are established in the form of LMI, the observer gain

could be found from the LMI formulation in the MATLAB

environment.

The paper is organized as follows. In section II, we provide

some background on the fractional derivative and the stability

conditions for the linear fractional-order systems.

In section III, we give preliminary definitions and we

consider the Lipschitz nonlinear fractional-order systems, the

condition for the existence of the observer design problem

for linear fractional-order systems are formulated.

In section IV, sufficient conditions for the convergence

of the fractional-order state error dynamics are derived in

terms of linear matrix inequalities formulation by using the

fractional Lyapunov direct method.

In section V, we propose a chaotic communication system

using the state observer design method and sufficient condi-

tions for the convergence of the fractional-order state error

dynamics are derived in terms of linear matrix inequalities

formulation by using the fractional Lyapunov direct method.

Finally, an illustrative example is presented to illustrate our

proposed results.

Notations. ‖x‖ =
√
xTx and ‖A‖ =

√
λmax(ATA) are

the Euclidean vector norm and the spectral matrix norm

respectively where λmax(A
TA) is the maximal eigenvalue of

the symmetric matrix ATA. MT is the transpose of M and

Dα represents initialized αth order differintegration. spec(A)
is the set of all eigenvalues of A.

II. PRELIMINARY DEFINITIONS

In this section, we first give the definition of fractional-

order fractional-order differentiation [1]. There are sev-

eral forms of definitions of fractional derivative, such

as Riemann-Liouville fractional derivative, Caputo’s frac-

tional derivative, Grünwald-Letnikov fractional derivative,

and so on.

A. Fractional derivative

Fractional-order differentiation is the generalization of the

integer-order ones. Formulations of noninteger-order deriva-

tives fall into two main classes : the Riemann-Liouville

derivative defined as [1]

RDαf(t)=
1

Γ(n− α)

dn

d tn

∫ t

0

f(τ)

(t− τ)α−n+1
d τ, n−1<α<n

(1)

or the Caputo derivative on the other, defined as [35],

CDαf(t)=
1

Γ(α−n)

∫ t

0

dn f(τ)

d tn

(t−τ)α−n+1
d τ, n− 1 < α < n

(2)

with n ∈ IN and α ∈ IR+, where Γ(�) is the Gamma function

and is defined by the integral

Γ(z) =

∫
∞

0

e−ttz−1 d t.

RDα and CDα are Riemann-Liouville and Caputo fractional

derivatives, respectively. The physical interpretation of the

fractional derivatives and the solution of fractional differen-

tial equations are given in [35]. In this paper, the symbol Dα

is used to denote both the Caputo and Riemann-Liouville

fractional derivative of order α. For numerical simulation

of the fractional-order systems, we can use the Grünwald-

Letnikov method [36], [37] based on the Adams-Bashforth-

Moulton type predictor-corrector scheme [38], [39]. The

method is suitable for Caputo’s derivative because it just

requires the initial conditions and has a clear physical mean-

ing for unknown functions. Due to the space limit, we do not

present the detailed introduction of this numerical algorithm

in this section, and the reader is referred to [38], [1], [36],

[37] for more information.

Property 1: It is well known that Caputo’s definition

of fractional derivative is a modification of the Riemann-

Liouville definition and has the advantage of dealing with

initial value problems in a proper way. Between the two defi-

nitions (Riemann-Liouville and Caputo fractional derivative),

there are following relations [1]

RDαf(t)=CDαf(t)+

n∑

k=0

tk−α

Γ(k − α+ 1)
f (k)(0), n−1<α<n

(3)

RDα

[
f(t)−

n∑

k=0

f (k)(0)
tk

k!

]
= CDαf(t), n− 1<α<n (4)

Let us consider the Riemann-Liouville fractional derivative

of order α, then we have

RDα(a) =
at−α

Γ(1− α)
(5)

where a is a positive constant. �

B. Stability of fractional-order systems

Lemma 1: [40] Let x = 0 be an equilibrium point for the

nonautonomous fractional-order system

Dαx(t) = f(t, x) 0 < α < 1. (6)

Assume that there exists a Lyapunov function V (t, x(t)) and

class-K functions βi(i = 1, 2, 3) satisfying

β1(‖x‖) 6 V (t, x) 6 β2(‖x‖) (7)

and

DαV (t, x) 6 −β3(‖x‖) (8)
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Then the nonlinear fractional-order system (6) is asymptoti-

cally stable. �

To proof the results in the section IV and V, we need the

following lemma.

Lemma 2: [41] Let X and Y be real vectors of the

same dimension. Then, for any scalar ε > 0, the following

inequality holds

XTY + Y TX 6 εXTX + ε−1Y TY. (9)

�

III. PROBLEM FORMULATION

Consider the following nonlinear fractional-order systems{
Dαx(t)=Ax(t)+f(x(t), y(t))+Dd(t)

y(t) = Cx(t)
0<α<1 (10)

where x(t) ∈ IRn is the state vector, y(t) ∈ IRp is the

measured output and d(t) ∈ IRq is the unknown input

vector. A, B and C are known constant real matrices with

appropriate dimensions and f(x(t), y(t)) verify the Lipschitz

condition, i.e., there exists λ > 0 such that

‖f(x, y)− f(x̂, y)‖ 6 λ ‖x− x̂‖ (11)

for all y(t) ∈ IRp and x̂(t) ∈ IRn where λ is a known

Lipschitz constant

The necessary and sufficient conditions for the existence

of the fractional-order observer for the linear case are given

by the following lemma.

Lemma 3: [42], [43] The linear fractional-order system is

detectable if and only

rank

[
σIn −A D

C 0

]
= nwith |arg(σ)| 6 α

π

2
, ∀σ ∈ C.

(12)

Remark 1: For the chaos synchronization, the chaotic

drive system is modeled in (10) and the output y(t) is used

as an input to drive the chaotic response system, which is

derived using the technique of observer design.

IV. CHAOTIC SYNCHRONIZATION VIA AN OBSERVER

DESIGN

In this section, sufficient conditions for the convergence

of the fractional-order state error dynamics are derived in

terms of linear matrix inequalities formulation by using the

fractional Lyapunov direct method.

Consider the following fractional-order observer for sys-

tem (10){
Dαx̂(t)=Ax̂(t)+f(x̂(t), y(t))+Dd(t)+L(y(t)− ŷ(t))

ŷ(t) = Cx̂(t)
(13)

where 0 < α < 1, x̂(t) ∈ IRn is the estimate of x(t) and

ŷ(t) ∈ IRp is the estimate output vector. Matrix L is unknown

matrix of appropriate dimension, which must be determined

such that x̂(t) asymptotically converges to x(t).
Define e(t), the error between x(t) and x̂(t)

e(t) = x(t)− x̂(t) (14)

then its dynamic is given by

Dαe(t) = (A−LC)e(t)+f(x(t), y(t))−f(x̂(t), y(t)) (15)

The asymptotical stability for the nonlinear fractional-

order observer error system (15) where 0 < α < 1 is given

in the following theorem.

Theorem 1: Suppose that lemma 3 is satisfied (i.e. the

pair (C,A) is detectable), then there exists an asymptotically

stable observer of the form (13) where 0 < α < 1, if there

exist matrix L and a positive scalar ρ satisfying the following

LMI

(A− LC)T + (A− LC) + ρI < 0. (16)

where ρ = (ελ2 + 2µ+ ε−1). �

Proof: Consider the following Lyapunov function can-

didate

V (t) = 2eT (t)e(t). (17)

The fractional-order Caputo derivative of (17) is given by

CDαV (t)=RDα

(
2eT (t)e(t)−

[
n∑

k=0

(2eT (t)e(t))(k)(0)
tk

k!

]

k=0

)

(18)
or equivalently
C
D

α
V (t)=(RDα

e
T (t))e(t)+e

T (t)(RDα
e(t))

−R
D

α(2eT (0)e(0))

+ 2

∞∑

k=1

Γ(1 + α)

Γ(1 + k)Γ(1− k + α)
R
D

k
e(t)RDα−k

e(t). (19)

Using equation (5), equation (19) can be written as follows
C
D

α
V (t) = (RDα

e
T (t))e(t) + e

T (t)(RDα
e(t))

− 2
t−α

Γ(1− α)
(eT (0)e(0))

+ 2

∞∑

k=1

Γ(1 + α)

Γ(1 + k)Γ(1− k + α)
R
D

k
e(t)RDα−k

e(t). (20)

Using Caputo fractional derivative we obtain the following
equation

C
D

α
V (t) = (CDα

e
T (t))e(t) + e

T (t)(CDα
e(t))

− 2
t−α

Γ(1− α)
‖e(0)‖2 + 2Υe(t), (21)

where

Υe(t)=

∞∑

k=1

Γ(1 + α)

Γ(1 + k)Γ(1− k + α)
C
D

k

e(t)CD
α−k

e(t) (22)

and we can consider the following boundedness condition

Υe(t) 6 µ ‖e(t)‖2 . (23)

Since 2
t−α

Γ(1− α)
‖e(0)‖2 > 0 and substituting (15) into (21),

one can easily conclude that
CDαV 6 eT (t)((A− LC)T + (A− LC))e(t) + eT (t)δ(t)

+ δT (t)e(t) + 2Υe(t), (24)

where δ(t) = f(x̂(t))− f(x(t)).

By using the relation (9), we obtain the following inequal-

ity

eT (t)δ(t) + δT (t)e(t) 6 εδT (t)δ(t) + ε−1eT (t)e(t) (25)

and from the Liptschitz constraint we have

δT (t)δ(t) 6 λ2 ‖x̂(t)− x(t)‖2 = λ2eT (t)e(t). (26)

Then we obtain
CDαV 6 eT (t)

[
(A− LC)T +(A− LC)+ρI

]
e(t). (27)
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where ρ = (ελ2 + 2µ+ ε−1).

Using the fractional direct Lyapunov method in lemma 1,

the sufficient conditions for asymptotically stability of the

fractional-order state error dynamics e(t) is choosing L and

ρ such that

(A− LC)T + (A− LC) + ρI < 0. (28)

This ends the proof.

Lemma 4: The inequality in (28) is satisfied if the pair

(C,A) is observable [43] and the following condition is

satisfied [18]

min ρmin(A− LC − σI3) > λmax, ∀σ ∈ C. (29)

where ρmin denotes the minimum singular value of a matrix.

If the pair (C,A) is observable, then the gain matrix L can

be selected so that [42]

|arg(spec(A− LC))| > α
π

2
. (30)

Since rank(CD) = rankD = q the condition

rank

[
σIn −A D

C 0

]
=n+q with |arg(σ)| 6 α

π

2
, ∀σ ∈ C

(31)

implies that the pair (C,A) is observable [43]. Then, the

matrix A in (10) should be chosen such that the condition

in (31) is satisfied. �

V. CHAOTIC SECURE COMMUNICATION VIA AN

OBSERVER DESIGN

In this section, we propose a chaotic communication

system using the state observer design method. The proposed

communication system consist of a transmitter and a receiver

at the receiving end of communication. The transmitter is a

chaotic system described by (10) with a slight modification

and represented as follows



Dαx(t) = Ax(t)+f(x(t), y(t)) +Bd(t) + Ls(t)

y(t) = Cx(t) + s(t)

x(0) = x0

(32)

where 0< α < 1, s(t) ∈ IRp is the information signal and

y(t) ∈ IRp is the chaotically transmitted signal which drives

the receiver. Using the state observer design, the receiver is

then constructed as follows



Dαx̂(t)=Ax̂(t)+f(x̂(t), y(t))+Bd(t)+L(y(t)− ŷ(t))

ŷ(t) = Cx̂(t)

x̂(0) = x0

(33)

where 0 < α < 1 and matrix L is unknown matrix of

appropriate dimension, which must be determined such that

x̂(t) asymptotically converges to x(t).

Similarly, define the synchronization error e(t), the error

between x(t) and x̂(t)

e(t) = x(t)− x̂(t) (34)

then its dynamic is given by

Dαe(t) = (A−LC)e(t)+f(x(t), y(t))−f(x̂(t), y(t)) (35)

Moreover, the function f(x(t), y(t)) satisfies the Lipschitz

condition i.e., there exists λ̄ > 0 such that

‖f(x, y)− f(x̂, y)‖ 6 λ̄ ‖x− x̂‖ (36)

for all y(t) ∈ IRp and x̂(t) ∈ IRn where λ̄ is a known

Lipschitz constant

The asymptotical stability for the nonlinear fractional-

order synchronization error system (35) where 0 < α < 1 is

given in the following theorem.

Theorem 2: Assume that lemma 3 is satisfied (i.e. the

pair (C,A) is detectable), then there exists an asymptotically

stable observer of the form (33) where 0 < α 6 1, if there

exist matrix L and a positive scalar ρ̄ satisfying the following

LMI

(A− LC)T + (A− LC) + ρ̄I < 0. (37)

where ρ̄ = (ελ̄2 + 2µ+ ε−1). �

Proof: The proof of this theorem is similarly to the

proof of theorem 1.

The recovered signal is achieved by

sR(t) = y(t)− ŷ(t) (38)

and using the previous results, we have

lim
t→∞

sR(t) = lim
t→∞

(Ce(t) + s(t)) = s(t). (39)

Consequently, the information signal can be asymptotically

recovered at the receiving end of communication.

Remark 2: For secure communications applications, the

transmitted signal is a sum of the information and the output

of the chaotic transmitter. In addition, the transmitted signal

is also injected into the transmitter and, simultaneously,

transmitted to the receiver. By the observer design technique,

a chaotic receiver is then derived to recover the information

signal at the receiving end of the communication. In the

conventional chaotic masking method, the receiver is driven

by the sum of the information signal and the output of the

transmitter, whose dynamics are autonomous. However, in

the communication system proposed herein, the transmitted

signal is also fed back into the transmitter, exactly like that of

[44], [34]. Hence, the dynamics of the transmitter are driven

by a time-varying signal y(t), thereby implying that the

transmitter is a nonautonomous system, which is generally

more complicated.

VI. NUMERICAL EXAMPLE

In this section, we provide an numerical example to

illustrate the chaotic synchronization and secure communi-

cation scheme proposed herein, the chaotic Lorenz system is

considered and the numerical simulation is performed.

Consider the following fractional-order chaotic Lorenz

system where integer-order derivatives are replaced by

fractional-order ones. Mathematical description of the

fractional-order chaotic system is expressed as



Dαx =




−10 10 0

28 −1 0

0 0 − 8
3


x+




0

−x1x3

x1x2




y =
[
1 0 0

]
x

0<α<1

(40)
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where x =
[
x1 x2 x3

]T
.

We find that chaos exists in the fractional-order Lorenz

system (40). The necessary condition to exhibit double-scroll

attractor of system (40) is the eigenvalues λ1,2 = ω1,2±β1,2

remaining in the unstable region [45], [37]. The condition

for commensurate derivatives order is

α >
2

π
arctan

( |βi|
ωi

)
with i = 1, 2. (41)

This condition can be used to determine the minimum order

for which a nonlinear system can generate chaos [46], [37].

The minimal order for which the Lorenz system is chaotic is

given in relation (41). In this case the minimal commensurate

order is α > 0.9941 where α1 = α2 = α3 = α.

Let us set α1 = α2 = α3 = α = 0.995 in our example, the

fractional-order Lorenz’s system (40) has a chaotic attractor

as depicted in Fig. 1 where the initial conditions set to x0 =[
2 2 2

]T
.

The transmitter for chaotic communication is given by



Dαx =




−10 10 0

28 −1 0

0 0 − 8
3


x+




0

−yx3

yx2


+ Ls

y =
[
1 0 0

]
x+ s

(42)

where 0 < α < 1 and s(t) is the information signal. The

receiver based on a state observer is designed as follows



Dαx̂ =




−10 10 0

28 −1 0

0 0 − 8
3


 x̂+




0

−y(t)x̂3

y(t)x̂2


+ L(y − ŷ)

ŷ =
[
1 0 0

]
x̂

(43)

For the numerical simulation, the information signal s(t) is

chosen as a sinusoidal signal i.e., s(t) = 0.05 sin(60π × t).
From the results of section V, a feasible solution of LMI

(37) is as follows

L =
[
−8.1368 38 0

]
.

The linear part of the system described in (40) is detectable

for the fractional-order derivatives α = 0.995. The simu-

lation results are presented in Figs. 2, 3, 4 and 5 with the

fractional-order derivative α = 0.995. The initial conditions

are set to x0 =
[
2 2 2

]T
while the initial values of their

estimates are x̂0 =
[
10 10 10

]T
. From the simulations

results, it can be seen that the zero estimation errors have

been achieved, which implies that the proposed observer in

this paper works effectively.

VII. CONCLUSION

In this paper, a fractional-order observer-based approach

has been presented to resolve the chaotic synchronization

of a class of chaotic systems and its application to secure

communications. Sufficient conditions for the asymptotical

stability of the state error dynamics are derived in terms of

linear matrix inequalities LMIs formulation and fractional-
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Fig. 1. Chaotic attractors in the fractional-order Lorenz chaotic system
with α = 0.995
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Fig. 2. Phase portrait of x1 versus x2 (solid lines) and x̂1 versus x̂2

(dashed lines) with α = 0.995

order direct Lyapunov theorem with fractional-order belong-

ing to 0 < α < 1. Performances of the proposed method

have been shown through the Lorenz chaotic model.
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[42] D. Matignon and B. Andréa-Novel, “Observer-based for fractional
differential systems,” in Proc. IEEE Conf. Decision & Contr., (San
Diego, USA), 1997.

[43] M. Darouach, M. Zasadzinski, and S. Xu, “Full-order observers for
linear systems with unknown inputs,” IEEE Trans. Aut. Contr., vol. 39,
pp. 606–609, 1994.

[44] V. Milanovic and M. E. Zaghloul, “Improved masking algorithm for
chaotic communication systems,” Electron Letters, vol. 32, pp. 11–12,
1996.

[45] S. M. Tavazoei and M. Haeri, “Limitations of frequency domain ap-
proximation for detecting chaos in fractional order systems,” Nonlinear

Analysis, vol. 69, pp. 1299–1320, 2008.
[46] S. M. Tavazoei and M. Haeri, “A necessary condition for double

scroll attractor existence in fractional-order systems,” Physics Letters

A, vol. 367, pp. 102–113, 2007.

4286


