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ABSTRACT
In a navigation-oriented interaction paradigm, such as desk-
top, mixed and augmented virtual reality, recognizing the
user needs is a valuable improvement, provided that the sys-
tem is able to correctly anticipate the user actions. Method-
ologies for adapting both navigation and content allow the
user to interact with a customized version of the 3D world,
lessening the cognitive load needed for accomplishing tasks
such as finding places and objects, and acting on virtual
devices.

This work discusses adaptivity of interaction in 3D en-
vironments, obtained through the coordinated use of three
approaches: structured design of the interaction space, dis-
tinction between a base world layer and an interactive expe-
rience layer, and user monitoring in order to infer interaction
patterns. Identification of such recurring patterns is used
for anticipating users actions in approaching places and ob-
jects of each experience class. An agent based architecture
is proposed, and a simple application related to consumer
e-business is analyzed.

Categories and Subject Descriptors
H.5.1 [Information Interfaces and Presentation]: Mul-
timedia Information Systems—Artificial, augmented, and
virtual realities; H.5.2 [Information Interfaces and
Presentation]: User Interfaces—Evaluation/methodology ;
D.2.2 [Software Engineering]: Design Tools and Tech-
niques—User interfaces

General Terms
Design, Experimentation, Human Factors.

1. INTRODUCTION
Three-dimensional representations of realistic or abstract

worlds and objects are often used as metaphors for repre-
senting information access and interaction paradigms. Sci-
entific visualization, desktop virtual reality, mixed and aug-

mented reality are a sample of fields in which 3D rep-
resentation has been extensively experimented. Applica-
tions related to entertainment, cultural heritage, tourism
and education have been developed according to a mixture
of three-dimensional representation of information environ-
ment, navigation oriented interaction and information dis-
covering paradigms. The computational load needed to gen-
erate and support navigation and interaction in 3D worlds
can be afforded by current hardware and software technol-
ogy, and is well balanced by the effectiveness of such a rep-
resentation in the aforementioned applications.

Interaction in 3D-based interfaces is more complex than
in WIMP bi-dimensional interfaces. WIMP interfaces offer
a synthetic vision of interaction possibilities, progressively
drawn to the user attention through a planned sequence of
windows and panels in a clearly understandable sequence.
The user knows which sequence(s) of actions perform an
expected operation. Equivalent results can be obtained in
different ways involving different interaction styles, but the
number of alternative behaviors is usually small, e.g., menus
selection vs. keyboard shortcuts.

Interaction in three-dimensional environments involves an
explorative approach and requires typical real-world opera-
tions such as moving, turning around objects, changing the
point of view without changing the position, and so on. At
each step there is a large number of possible actions, and
different ways to alternate movement and action upon in-
teraction devices.

Adaptivity has been studied as a possible solution for
overcoming usability problems, and customization of differ-
ent features of the 3D worlds such as geometry and naviga-
tion has been proposed. This work tries to lessen the user
cognitive effort and to augment the interaction speed by
monitoring the user behavior, and exploiting the acquired
knowledge for anticipating the user needs in forthcoming in-
teraction. We propose a design methodology based on three
elements: a way to organize the three-dimensional space
based on the concept of interaction locus; a selection mecha-
nisms able to configure the interaction space with one among
alternative classes of experience; an agent-based approach
where two classes of agents, bound respectively to the user
and to the interaction locus, analyze the user behavior in
order to discover recurring interaction patterns, and main-
tain user- and locus-related contexts. The methodology can
be applied to different domains, such as e-commerce, infor-
mation presentation, virtual communities, cultural heritage,
and so on.

The paper is organized as follows: Section 2 reviews the
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literature related to interaction issues in 3D worlds. Sec-
tion 3 presents the interaction locus concept for interactive
space structuring. Section 4 discusses the design of classes
of experience as a way to give users different interaction
opportunities in the same world. Section 5 introduces an
agent-based approach for tracing and adapting the interac-
tion to recurring user behavior. Section 6 illustrates the
architecture of an adaptive system and a prototype imple-
mentation. Section 7 illustrates a case study, and Section 8
summarizes the results achieved.

2. RELATED WORK
In recent times computer-human interaction research has

analyzed the issues related to interaction in 3D environ-
ments. In particular navigation, that is often the primary
interaction in 3D worlds and the prerequisite for more so-
phisticated activities, has been considered by a remarkable
number of studies. The navigation problem has been con-
sidered in its three fundamental issues: identification of the
scene structure, orientation and navigation itself, which of-
ten depends on the knowledge acquired in the previous ac-
tivities. Different approaches have been proposed for these
issues: enforcement of the scene structure [19, 21], insertion
of landmarks [24] and different navigation paradigms. A re-
cent work emphasized that users can benefit from tools that
guide the user in the scene [14]; constrained navigation, com-
bining guidance with freedom of movement can be in many
cases an helpful compromise that avoid user disorientation
and enhances usability of 3D worlds.

Customization of the interaction often diminishes the cog-
nitive load for the user; we may distinguish between adaptive
and adaptable techniques that are characterized by differ-
ent levels of automatic customization of the user experience.
Adaptive techniques customize the user’s experience accord-
ing to static user data gathered with preliminary question-
naires and to usage data resulting from the analysis of the
user’s activity. The granularity of the approach can vary
from the identification of classes of users to personalization
based on the individual features of the single user. The
adaptable approach avoids automatic customization of the
user experience; the user must explicitly choose, among dif-
ferent opportunities, the interaction paradigm that best fits
his/her needs.

Adaptive approaches [4, 18, 22, 23] are widely used in
designing hypermedia and web portals where users are rec-
ognized through login and password or cookies, and receive
customized versions of the web site. Also adaptable ap-
proaches are considered in the web context, such as in the
Avanti project [11].

Adaptation and personalization of 3D environments is a
less explored issue, even though there are several remark-
able studies. Recent adaptive techniques propose content
customization and allow to generate dynamically personal-
ized 3D worlds [8, 13, 25]. Many proposals offer applica-
tion examples related to 3D virtual stores, whose content is
generated on the basis of user profiles or monitoring their
activities.

Other methodologies focus on adapting user interaction;
in particular an interesting work focuses on adapting the
navigation activity [7]. This work considers a specific us-
ability problem that affects many Web3D worlds, i.e. insuf-
ficient user assistance during world exploration for finding
objects/places of interests. The study proposes automati-

cally generated tours that take advantage of humanoid char-
acters for guiding the visitors through the 3D scene; these
tours can be personalized on the basis of the user interests.
Our approach shares with [7] the interest for adapting user
interaction. However, our methodology considers specifi-
cally also other interactive activities that are adapted on
the basis of initial user profile or usage data.

3. THE INTERACTION LOCUS
The interaction locus (IL) was conceived as a means for

giving a structure to the 3D space [21]. The basic idea was
to mark in an initially unstructured 3D scene the portions
of space that have distinguished morphologic features and
that are characterized by specific interaction modalities. It
is both a help to recognize a part of the scene that has a vi-
sual unity, such as a museum room or a city square, or that
is characterized by homogeneous behaviors. For example, in
a museum interaction consists mostly in moving from room
to room and examining the artworks, while in an industrial
plant there are places where some actions are forbidden for
security reasons. In general, each environment is character-
ized by a set of interaction loci that in most cases can be
organized in classes, corresponding to specific categories of
interaction opportunities.

With the interaction locus concept the designer of an
interactive experience is enabled to superimpose to a raw
scene a set of virtual entities whose task is to inform the user
about the nature of the part of the scene he/she’s entered
and to present and to mediate the possible interactions in-
side the area controlled by it. Each locus contains a number
of interactive objects that can be manipulated by the users.
Also the interactive objects can be categorized in different
classes, whose instances can appear in different interaction
loci of the same world. Several alternative sets of ILs can
be associated to a specific scene, according to different pa-
rameters such as the user profile or other context variables,
in order to offer to different users interaction experiences
tailored to their needs.

The interaction locus is denoted by a number of properties
which are summarized in the following list.

• It is a connected portion of space where the user can
interact with suitable objects and devices. An under-
lying base world is present, real or virtual. In a virtual
environment it is a base geometry describing a realis-
tic, simulated or imaginary world. In a mixed reality
environment it is the part of the world to which expe-
riences are attached. In a real world with embedded
computing devices it is the part of the world in which
the user can interact with the devices. The base world
is independent from the IL, and several ILs can be
superimposed on it, each corresponding to a different
kind of experience the user can live.

• An interaction locus can be hierarchically decomposed
in a set of internal sub-loci; conversely, many inter-
action loci can be aggregated into super-loci. Thus,
interaction loci are hierarchically structured, e.g., a
museum room, a wall of the room, a set of paintings
of a same author, one specific painting. Each level
of the hierarchy refines the interaction which can take
place at the outer hierarchy level, and defines further
specialized interactive behavior. It is therefore a spe-
cialization hierarchy in object oriented terms.
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• Except for the hierarchical inclusion, interaction loci
do not overlap. This requirement is necessary in order
to unambiguously define the interaction opportunities
at each location of a space. However, several IL hier-
archies can be defined on a same base world, and al-
ternatively activated for different users or for the same
user at different times, giving different interaction ex-
periences.

• Each IL has a defined (but possibly invisible) bound-
ary, therefore the interaction management system can
perceive when the user enters and exits it.

Identifiable interaction devices populate the IL, which sup-
port the exchange of information between the user and the
world. They are of three basic types:

• interactive objects, i.e., objects on which the user op-
erates directly, which change their state or their ap-
pearance as a consequence of the user interaction. An
example of an interactive object in a cultural heritage
context is an artwork revealing information when the
user approaches or touches it, e.g., by animating itself;

• artifacts, i.e., mediators of the interaction between the
user and the world, which make evident to the user in-
teraction opportunities which would otherwise be un-
known. An example of an artifact is a metaphoric
object acting as a button for activating a task;

• dynamic information objects, which modify their state
or appearance, e.g., show up or hide, as a consequence
of the user interaction on other devices in the environ-
ment. An example of information object is a text panel
showing information about the place user is visiting.

4. CLASSES OF EXPERIENCE
Interaction that goes beyond the limits of a bi-dimensional

screen is denoted as a post-wimp human computer inter-
action [9]. Several paradigms have been proposed, among
which interaction in 3D worlds is distinguished by being a
Positional Interaction Paradigm (PIP). In a PIP humans
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Figure 1: Classes of experience in interactive worlds

participate to the interaction with their real or virtual body;
the human position inside the environment is tracked by
some input device and considered as one of the main data
for interaction. The subjective presence of the humans and
their interaction with objects inside the three-dimensional
world (that have a physical/virtual location too) is a key
feature that distinguishes them from other paradigms where
interaction doesn’t take into account the location of the user,
or where the interactive entities and objects are placed in
an abstract workspace [1].

If we compare PIPs to the common-sense notion of expe-
rience, we can notice a number of similarities: experiences
are characterized by the direct involvement of humans in
the world, and are often the cumulative results of different
active phases performed in different places and at different
times. But human experiences are richer due to the knowl-
edge enhancement as a result of the experience, and to the
possibility of using the new knowledge acquired during the
experience as a guide for future experiences.

We have proposed in [6] to enhance interactions allowed by
PIPs, trying to emulate the positive features of the human
experience; therefore we refer to such enhanced interaction
activities, in terms of quality and quantity of interaction,
as Experiential Interaction Paradigm (EIP). In EIPs the
experience of a user interacting with a system becomes an
important source of knowledge for the designer.

A fundamental element of the methodology is the concept
of class of experience. It denotes a typology of interactive
experiences general enough to be used as a reference tem-
plate which can be adapted to specific 3D worlds and users.
For example, the class shopping in a mall may be specialized
to different malls with particular paths among the shops of
interest, showing different goods, still with the same basic
mechanisms and interaction opportunities.

Each class of experience defines a general scenario for
structuring a space in different interaction loci; the scenario
is not related to a specific 3D world, but defines a set of
rules and behaviors that characterize the same experience
typology in different environments. As shown in Figure 1,
a class generator is used for defining the features of the
specific class of experience and for storing the results in a
class repository. An experience generator shifts from the
abstraction level that characterizes the experience class to
the specialized definition for a given 3D world. In Figure 1
it is used for defining experiences of three different worlds.
Referring to the mall example, three different sets of loca-
tions for the interaction loci and the associated interactive
objects are to be defined for three different malls; the ac-
tivities that can be performed in the interaction loci of the
different environments have a common definition in the ab-
stract classes that are accessed by the experience generator
for specializing the experience. Additional references about
the authoring methodology may be found in [6, 20].

The result of the authoring process is a set of experiences
that are used by the run-time system (described in Section 6)
for generating 3D interactive worlds. The interaction spaces
are made of two components:

• a base world, the underlying real world in an aug-
mented reality environment and the 3D static part of
the simulation and all the dynamic parts that do not
participate to the interactive experience in a virtual
environment;
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• an experience layer, composed by the definition of the
interaction loci that populate the environment and the
interactive objects contained in them.

The experience layers are superimposed to the base worlds,
and are available at different times; i.e., the interaction lo-
cus component, which defines the interactive experience, can
be changed without affecting the base world. The differ-
ent experience layers are available in a repository associated
to each different 3D environment that can be accessed by
the run-time system. Users approach a specific experience
among the ones that are available for their profile as the re-
sult of an adaptation process performed by the interaction
management system. Shifts between different experiences
are performed by the interaction adaptive system according
to the user profile and to the current context.

In Figure 1 the naming schema Xm/n is adopted for de-
noting classes of experience (X), interactive worlds (m) and
user classes, or user profiles (n). In the interactive world 1
repository four different experiences, each generated from a
different class, are available for users having profile 1. In
world 2 three different experiences (C2/1, C2/2 and C2/3)
are generated from the same class of experience for three
different user profiles. For example, they could be referred
to the same 3D environment, but emphasizing the needs of
three different customer ages, such as teenagers, adults and
seniors. An additional experience (D2/1) generated from a
different class is available for profile 1 users who have there-
fore two different experience opportunities.

5. OBSERVING PATTERNS OF INTERAC-
TION

In order to observe and adapt user interaction, the in-
teraction process itself must be described formally. 2D in-
terfaces have been extensively investigated; we assume as a
starting point of our methodology the PCL model of human-
computer interaction [3], targeted to solve usability issues in
interactive systems design. According to this approach, in-
teraction is a cyclic process where users interpret images
on the screen (called characteristic structures) and recog-
nize in them perceptive units with meanings and functional
roles. The result of such interpretation consists in issuing
commands that the machine interprets and executes, mate-
rializing the result as a modification of the screen image, i.e.,
of the characteristic structures on it. Therefore, users and
computers communicate by interpreting the other’s mes-
sages and materializing their own. Each step transforms the
visible interface, which takes the correct state to respond to
user’s interaction.

The PCL model formalizes the interaction process and
describes how to map this interactive process on a control
finite-state machine (CFSM). A complete description would
be beyond the scope and size of this work, therefore the
reader is referred to [3] for details. In summary, the interac-
tive process is described as a set of pairs 〈s(t), a(t)〉 where
s is the state of the CFSM and a is the activity the user is
performing at time t. A sequence of such pairs for consecu-
tive times tk, . . . , tm is called Pattern of Interaction (POI )
and describes the activities the user has done in that spe-
cific interaction period. Informally, POI s are “sequences of
activities which the user performs in some specific situation
during the interactive execution of a task” [2].

The patterns and the reasons of their repetition are inter-
esting since they can reveal preferential uses of the system,
and can give designers the opportunity to modify it, for
example by introducing of new functionalities. Patterns of
interaction can be observed and expressed in a form suitable
for subsequent automatic analysis. Assuming the knowledge
of the Control Finite State Machine of a class of equivalent
ILs, during the interaction it is easy to observe the activity
a(t) performed by the user at time step t and relate it to the
current state s(t) of the CFSM, and then derive the state
s(t + 1) which is reached as a consequence of activity a(t).

Following the POI approach, Arondi et al. [2] have used a
set of specialized agents [15, 12] for analyzing the user activ-
ity. The approach was then extended to 3D worlds [5]. The
methodology discussed here uses two types of agent for mon-
itoring the user activity and for adapting interaction on the
basis of recurring patterns. Extending the definition of pat-
tern of interaction to the 3D world is not trivial, due to the
almost unlimited possibilities the user has to move around
without really interacting with the world. While each in-
put event can be traced, it is almost useless to consider
user movement unless it produces an effect on the world.
Therefore we consider only interactions captured by explicit
sensors such as proximity sensors, triggers, and so on, and
of course all the interaction with the objects and artifacts
of the world.

The agents are named according to a metaphor inspired
by the ancient Roman religion: a numen, a kind of guardian
angel, is associated to the user, knows his/her profile and
maintains knowledge about his/her previous interactions. A
genius loci is associated to each interaction locus, knows its
topology and the interaction opportunities in it, including
those of the interactive objects associated to it. In terms
of the PCL model, it knows the CFSM of the locus, and is
therefore able to identify paths among its states.

The communication protocol between a user numen and
a genius loci is activated when the user enters an interaction
locus, and continues according to the following steps:

1. the genius loci gets from the numen the user profile,
which is a static collection of properties and data about
the user, and a user history, which is a set of data col-
lected during navigation and interaction in the world;

2. the numen gives the genius loci the information re-
quested, and the genius possibly modifies the interac-
tion properties of that locus;

3. the user then interacts in a more effective way, while
the genius keeps on in analyzing the user behavior,
possibly discovering repeating patterns of interaction
according to the information received from the numen.
If such patterns are discovered, the genius loci modifies
the interaction behavior;

4. on exiting the interaction locus, the genius loci returns
to the numen the result of its analysis. The numen
looks for repeated patterns of interaction compatible
with the profile, updating the dynamic user history.

When entering a new interaction locus, the dialog is re-
peated. The modification of user interaction can take place
in two ways: (1) the numen drives the user in the inter-
action locus corresponding to the selected experience layer
among the ones provided for that world, and (2) the genius

278                                                          



multimodal
user I/O

experience selector
& integrator

script

genius

user profile

environment data
repository

usage data
repository (history)

experience
handler

numen

environment
data

interaction
objects

input
devices

output
devices enhanced 3D world

sensors

sends
usage
data

sends
user and

base
world

experience
repository

generates
enhanced
3D worldinteractive

obj. info

filter

Figure 2: System architecture

loci changes the behavior of the CSFM of the locus. These
two ways are detailed in the next two sections.

6. SYSTEM ARCHITECTURE
Figure 2 describes the implementation architecture for an

adaptive interaction system designed according to the con-
cepts described so far. The architecture refers to the mixed
reality domain [16] and therefore can be used both for vir-
tual worlds where the user avatar wanders through a mod-
elled 3D scene, and for augmented reality situations where
the user moves with his/her own body in a real scene. A
specific component (filter) may be needed in the latter situ-
ation for managing the input of the user location, that may
be affected by errors related to the specific device used for
monitoring it (e.g., GPS, IR sensors, etc.).

Users interact with a 3D scene composed by the base world
and the experience layer. The second part is the active part
of the 3D scene, containing the definition of the interaction
loci, a variety of sensors that capture the user input, the in-
teractive objects, artifacts and dynamic information objects
associated to the IL, and the genius loci.

As discussed in Section 4, there may be one or more al-
ternative experience layers, therefore one of more sets of
ILs superimposed to the same 3D base worlds. As already
shown in Figure 1, the experience layers are kept in a sep-
arate database (experience repository) that can be accessed
by the experience selector and integrator (Figure 2); this
component adaptively builds the enhanced 3D world asso-
ciating the experience layer to the 3D base world on the
basis of the user profile and the available experience layers,
according to the mapping defined in the authoring phase
[20].

Data coming from the user can be separated into two dif-
ferent categories: the ones collected before interaction and
stored in the user profile and the ones generated during in-
teraction. Concerning the latter category, only a part of
them (possibly filtered by the filter component) are caught
by the sensors associated to the ILs and embedded in the
3D scene. The sensors pass such data (i.e., the patterns of
interaction) to the script component that implements the
genius loci entity. There is a separate script component for
each IL, running a separate computation process.

The script component has three main functionalities: it
logs data received by the sensors, compares them with recur-
ring interaction patterns received by the experience handler
for possibly adapting user interaction with the interactive
objects, and eventually sends the usage data to the experi-
ence handler for further processing.

The last component, external to the 3D world, implements
the numen entity. The experience handler receives the us-
age data from the script components and identifies the re-
curring patterns. The experience handler accesses also the
user profile, that may influence adaptivity related to the dif-
ferent classes of objects and ILs. A third category of data,
the environment data, can be meaningful for the interaction
and therefore may be monitored by the system and accessed
by the experience handler. The accumulated knowledge is
passed to the script components that use it for adapting
interaction.

In order to test the system functionalities we have built a
demonstration prototype in VRML. Cortona SDK1 and Mi-
crosoft Visual Studio were used for implementing the com-
ponents external to the 3D world: the experience handler
and the different accessory components for storing user, us-
age and environmental data. Communication and control of
the VRML scene are also handled by components external
to the 3D world.

7. CASE STUDY: A VIRTUAL FAIR
The case study concerns a 3D simulation representing an

interactive experience in a virtual fair. Users can wander
through the stands, ask information about the products,
consult brochure and have live demonstrations of objects
on exhibition. This experience can be formulated in the
following terms: “A shopping experience in a virtual fair
must allow a user to explore the fair in an organized way
according to his/her needs, expressed by setting a user profile
or by recalling data collected in a previous analysis phase.
The exploration has the goal of obtaining information related
to the products available and easily finding the products of
interest”.

The pavillion contains 18 stands belong to 4 different
classes: hardware products, software, entertainment and hi-
fi, visually identified by a different color for the floor and a
specific sound track the user can hear upon entering a stand.
The interactive objects are categorized in 6 classes: hostess,
showcase, brochure, product, TV screen and test bench. Each
stand of the fair is associated with an interaction locus. Also
interactive objects whose behavior is not trivial have their
own interaction locus.

The sensors associated to the ILs and the interactive ob-
jects embedded in the 3D scene are mapped to a CFSM,
according to the PCL model, in order to log the user inter-
action and adapt the 3D environment to the user’s needs.
The mapping, made using the statechart standard, repre-
sents three different levels of detail: (i) the pavillion level,
(ii) the stand level and (iii) the interactive object level.

The user interacting in the 3D world moves through the
CFSM states. The arcs starting from his/her current state
define the relevant interaction possibilities, and when fol-
lowed specific task are accomplished. The monitoring activ-
ity allows the genius loci to store the interaction patterns
and to compare them with the information received from

1www.parallelgraphics.com/products/cortona
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the numen. Such information is used for possibly driving
the user directly to a state representing the ultimate inter-
action action of the pattern, even if the state is not directly
connected to the current state. In other words, the system
automatically performs a set of actions on behalf of the user.

At system start-up, the 3D world is loaded with the ex-
perience layer associated to the user profile. The experience
handler parses the world description, identifies the interac-
tion loci, the associated interactive objects and creates a
genius loci for each IL. The experience handler creates also
the CFSM of the entire world and initializes it.

A threshold mechanism is used to monitor the user activ-
ity. The system initializes the number of interactions to zero
for each type of interaction locus, i.e., for each class of inter-
active objects and stands, and increments it whenever the
user interacts with the objects located in the various stands.
The thresholds which trigger the proactive behavior are de-
fined in the user profiles. When user interaction with a class
of objects reaches the threshold value, the system modifies
the behavior of all the objects of the same class. Recurring
interaction with the same type of stand marks that stand
category as preferred for personalized guided tours. Updat-
ing the user profile with the cumulative interaction count
enables the user to take advantage of previous experience in
future visits of the world.

7.1 The interface
The implementation belongs to the category of the so-

called desktop virtual reality applications, that renounces to
VR immersion and are characterized by the use of standard
monitors for visual output and keyboard and/or mouse for
input activities. In particular the implementation adopts a
hybrid interface that organizes the visual layout in a set of
functional areas.

While the artifacts that are specific to certain scene lo-
cation are contextualized in the 3D scene, those ones that
need to be always present are visualized outside the 3D ar-
eas as bi-dimensional artifacts. All the textual and iconic
messages for the user are displayed over the top of neutral
backgrounds in areas external to the 3D scene. This con-
tributes to lower the system load for the scene rendering,
reserving more resources for augmenting the visualization
frame rate, and to augment the readability of the messages.

Figure 3 shows the prototype interface, populated by the
3D geometry and related data of the virtual fair. The 3D

Figure 3: The prototype interface

(a) (b) (c) (d)

Figure 4: The icons showing agents activity

visualization area fills most of the screen. Panels and menu
bars show information related to the current state of in-
teraction, hypertext related to the interactive objects and
activate functions for managing the user profile and other
tasks.

Two messages above the 3D visualization identify the IL
the user is currently navigating and its class. Additional
messages dynamically describe the user activity, signaling
the last action monitored by the system.

Icons (an angel for the numen and a snake for the genius
loci) show the agents activity for that particular phase of
interaction (Figure 4):

(a) the user enters the IL; the numen sends information
(if available) to the genius loci associated to the IL for
adapting interaction;

(b) the user exits the IL; the genius loci communicates to
the numen the patterns of interaction;

(c) the user is within the stand; the genius loci tracks the
user and may adapt interaction in case of recurring
patterns of interaction;

(d) the user is out of the stand; the numen elaborates the
information received from the genius loci, identifying
recurring patterns of interaction.

According to well-known usability heuristics [17], inform-
ing the user about the state of the system is an important
means for improving its usability. In interactive systems, in-
forming the users about the state of interaction helps them
to feel in control of it, and contributes to the acceptance
of adaptive interaction. That is the reason why messages
shown by the system in the interface upper area describe
also the actions performed on behalf of the users, such as
the automatic personalization performed by the adaptive
engine.

For testing the system and experimenting several configu-
rations, the interface is provided with a button bar activat-
ing functions for managing and tracking the adaptiveness.
In a real application they should be protected from user
activation and managed by a system administrator.

The functions allow the user to log into the system, to set
up his/her profile, and to enable and disable the adapting
system. As we shall discuss in Section 7.2, recovery from
wrong system assumptions about the user needs is an im-
portant issue; the user must be at any time in control of the
interaction, and if fears to loose control he/she should be
able to switch off the personalization engine for some time,
in order to gradually take confidence with the system.

The prototype doesn’t implement sophisticated naviga-
tion techniques. Users move through the world using the
standard controls of the VR interface. A limited form of
adaptable navigation is supported: among the available nav-
igation paradigms a guided tour through favorite stands al-
lows the user to visit in sequence only the stands of the most
frequently accessed category in previous interaction phases.
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Figure 5: User interaction with a showcase: (a) interface; (b) CFSM

7.2 Adaptive behavior examples
Figure 5a illustrates user interaction with a showcase. The

user interface shows the showcase with other interactive ob-
jects in the stand. Interaction with the showcase is charac-
terized by the following sequence of actions: (i) move near
to the showcase; (ii) find the button; (iii) click on the but-
ton for opening the showcase; (iv) interact with the object
that was concealed by the glass. Showcases can be found in
several stands of the fair, so tuning their response to user
interest can be worth.

Figure 5b shows the CFSM mapping user interaction with
the showcase. The nodes represent the different states of
interaction, while the arcs represent the user actions. Only
the actions relevant for opening the showcase are drawn.

Showcases may have different orientation in the virtual
fair, therefore the visitor may need to turn around the show-
case to find the opening button, and to go forth and back
for taking it on the screen.

A set of proximity sensors surrounding the interactive ob-
jects of a certain class are created by the genius loci when-
ever the threshold associated to that class is exceeded. The
sensors react to the user presence within their spatial limit,
activating the interaction sequence guessed by the person-
alization system. Adaptive interaction automatically opens
the showcase when the user approaches it without additional
interaction, but only if the user has shown interest for such
objects, effectively diminishing the user cognitive load.

From the implementation side, the adaptive system par-
tially modifies the CFSM, splitting state (b) into two differ-
ent states: state (b’), where the showcase is visible but far
from the user location, and state (b”) where the showcase
is visible and close to the user. The distance at which tran-
sition between b’ and b” occurs is defined by the bounding
box of the proximity sensor surrounding the showcase. Go-
ing to state (b”), i.e., triggering the proximity sensor, makes
the system to automatically execute steps (ii) and (iii), as
shown by the dashed arrow of Figure 5b.

In other cases the adaptive system does not modify the
CFSM of the interaction locus. Instead, when recognizing
a recurring behavior, a sequence of steps on the CFSM are
executed on behalf of the user, leading him/her directly to

the final state of the interaction sequence.
Other approaches for supporting users during interaction

are based on suggestions [10] that can be accepted or not by
the user.

While adaptive interaction shares with this category of
approaches the aim to be useful and not to cause problems
when the guess about the user intentions is wrong, it dif-
fers from them because it promotes automatic execution of
certain activities on behalf of the user.

Recovery from unwanted situations is an important heuris-
tic [17] that anyway should be considered in the design of
interactive systems. That is the reason why in the prototype
we avoided strong adaptations that would have prevented
the user from easy recover, such as teleporting to a distant
location. All the personalization proposed allow the user to
recover using standard and fast interaction techniques.

Besides de-activating the adaptation system, undo oper-
ations should also be provided together with messages de-
scribing the performed adaptation. In terms of implemen-
tation such a widget is not difficult to add, since it has to
bring the CFSM back to the previous state, recover the pre-
vious state of the user interface, and temporarily disabling
the adaptive system in order to avoid interaction loops.

8. SUMMARY AND FUTUREWORK
We have discussed a methodology for adapting a navi-

gation oriented interactive environment to the user needs
based on three base concepts: the structuring of the in-
teraction space in a set of interaction loci which help the
user to identify the interaction opportunities; a specializa-
tion of generic classes of interactive experiences according
to the user profile; a dynamic modification of the interac-
tion behavior according to the analysis of user patterns. An
agent-based architecture for augmented/virtual reality envi-
ronment has been discussed. The proposed system is also
a valuable tool for designers. Information about recurring
patterns of interaction shared by several user could help the
designer to effectively improve the design.

Informal tests of the demonstration application with a few
users evidenced a good degree of satisfaction both about
system behavior and about the interactive experience, but
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only a thorough test, planned as a next step, could evaluate
the usability according to standard procedures.

More complex mechanisms beyond the simple threshold
based level implemented in the prototype can be designed.
Our goal was not to define sophisticated technical solutions,
but rather to provide a methodological framework in which
several technical solutions can be experienced.

The communication system of agents is based on a shared
knowledge about the interaction loci: both the numena and
the genii loci know about fairs, stands, hostesses and dis-
plays. Switching to a different 3D world, e.g. a museum,
generally requires references to a different knowledge base.
The difference, hence the need to re-define the knowledge
base for different interactive worlds, is bound to the classes
of experience approach, where different classes require to
set up different knowledge schemas. An important issue to
investigate is the possibility to define a base ontology for de-
scribing common interaction behaviors that can be shared
among different classes of worlds.
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