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Abstract

Benefits of network coding towards enhancing communication quality, both in terms of robustness or data

transmission rates, make it a significant candidate as a future networking technology. Conventionally, network coding

is mostly used in wired infrastructures, where transmission errors between nodes are negligible. Capturing the

provided benefits of network coding via straightforward extension from wired networks to wireless networks is not

trivial. In addition to the challenges introduced through the wireless channel impairments, we can also capture the

spatial diversity gain provided by the broadcast nature of the wireless channels. In this work, we design and

implement a network-coded cooperation (NCC) system that operates in real time through the use of software-defined

radio (SDR) nodes for the first time in the literature. We specifically target wireless networks. Our system is based on

orthogonal frequency division multiple access (OFDMA) that provides a practical means to enable high transmission

rates through the use of narrowband subcarriers. The developed testbed is composed of three source nodes, a relay

node and two destination nodes. The transmission of the proposed NCC-OFDMA system is completed in two phases;

the broadcast and the relaying phases. Multiplexing of source nodes’ signals is achieved through OFDMA technique.

In the broadcast phase, an OFDMA signal is transmitted to relay and destination nodes. In the relaying phase, the relay

node first detects the OFDMA signal, generates network-coded symbols, and then transmits these symbols to

destination nodes. At the end of these two phases, the destination nodes determine the source nodes’ signals by

using network decoders. The destination nodes make use of both the uncoded and network-coded symbols, which

are received in broadcast and relaying phases, respectively. Destination nodes then perform network decoding.

Through real-time bit error rate and error vector magnitude measurements, we show that the NCC-OFDMA system

can significantly improve the communication quality and robustness, while enabling data transmission between

multiple users, as known from theoretical analyses. Some features of this implemented NCC-OFDMA system have the

potential to be included in 5G standards, due to the improved radio resource usage efficiency.

Keywords: Orthogonal frequency division multiple access, Network-coded cooperation, Software-defined radio,

Linear network coding

1 Introduction
Conventional networks operate through intermediate

relay nodes that simply store-and-forward the incoming

packets. However, it has been shown in the seminal paper

of Ahlswede et al. that by intelligently combining the for-

warded packets, the relay nodes can substantially improve

the transmission rates and/or transmission reliability [1].
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This concept of combining packets at the relay nodes

is referred to as network coding. The main idea behind

network coding is somehow contradictory to the inde-

pendent processing of data, where routers mainly process

the packets and then forward them. However, network

coding ensures more efficient usage of limited resources

and has been attracting increasing attention in the recent

years [1–5].

Network coding has the potential to address the

ever increasing number of users and devices in cellular

networks, in particular in 5G or beyond 5G standards.
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However, the majority of the literature on network coding

considers error-free transmission environments [1, 6–9]1.

Assuming error-free transmission in wireless networks

is not reasonable and the extension of network coding

to wireless networks is not straightforward. Specifically,

two issues need to be addressed in wireless environ-

ments; erroneous transmissions due to channel fading and

the spatial diversity provided by the broadcast nature of

the wireless channels. As for the first issue that consti-

tutes the main performance challenge, the transmission

error rates through wireless communication channels are

non-negligible [10]. Hence, transmission errors between

source nodes, relay nodes, and destination nodes need

to be taken into account. Considering the second issue,

as an inherent advantage of the wireless environments,

the broadcast nature of the wireless channel needs to

be considered and possibly utilized in the system design.

In order to benefit from this broadcast nature, cooper-

ative communication protocols have been proposed and

implemented [11–22]. Cooperative communication is a

powerful technique to obstruct the destructive effects of

the fading channels through the use of spatial diversity.

Referred to as network-coded cooperation (NCC), the

combination of network coding and cooperative com-

munication is a powerful idea, merging the advantages

of both concepts. NCC improves the throughput and

robustness of the system by exploiting wireless channel

characteristics [23]. A three-layer NCC system is shown

in Fig. 1. The transmission is completed in a two-phase

protocol; namely the broadcast and the relaying phases.

In the broadcast phase, represented by solid lines, source

nodes transmit their information-bearing signals to des-

tination and relay nodes. Both the relay and destination

nodes receive these signals through the broadcast nature

of the wireless communication channel. Direct links of

S1 S2 SM

R1 R2 RK

D1 D2 DP

Source nodes

Relay

nodes

Destination nodes

Broadcast phase Relaying phase

Fig. 1 Transmission model of the NCC system withM number of

source, K number of relay, and P number of destination nodes

source and destination nodes are available to ensure coop-

erative communication. In the relaying phase, represented

by dashed lines, first, the relay nodes decode the source

signals and perform network coding on the estimated

symbols by using a predetermined coding matrix. Then,

the relay nodes transmit the generated network-coded

symbols. Destination nodes combine the received signals

at the end of both phases to improve transmission relia-

bility. Transmission of multiple nodes can be ensured by

using time division multiple access (TDMA) or frequency

division multiple access (FDM). As an efficient imple-

mentation of FDM, orthogonal division multiple access

(OFDMA) can be used to serve multiple nodes under the

condition of frequency-selective channels [24] thatmay be

encountered in both phases.

In this work, we implemented an OFDMA-based NCC

for the first time in the literature by using software-

defined radio (SDR) nodes. In TDMA networks, NCC

phases are completed in two orthogonal time intervals

[25]. On the other hand, making use of OFDMA, the

system under consideration can transmit in orthogonal

frequency bands, hence, the transmission phases can be

executed using orthogonal subcarriers, reducing the total

transmission time. Furthermore, OFDMA provides fre-

quency diversity by allowing flexible assignment of sub-

carriers to multiple nodes. Both of NCC and OFDMA

techniques improve robustness and reliable communi-

cation against the impairments introduced through the

fading channel. A system combining NCC and OFDMA,

referred to as NCC-OFDMA, is shown to provide a sig-

nificant diversity gain, through the diversity multiplexing

trade-off analysis in a related work [26]. Here, we provide

design and implementation details of the NCC-OFDMA

system using SDR nodes. The implemented system clearly

demonstrates the provided robustness advantage through

the NCC infrastructure.

In our study, a six-node NCC-based uplink OFDMA

system is implemented in real time using LabVIEW soft-

ware, NI Universal Software Radio Peripheral (USRP)

2921 and NI PXI hardware components. The imple-

mented system consists of three source, one relay and

two destination nodes. The system’s synchronization is

provided by the NI PXI-6683 module in correlation with

the LabVIEW programming. System performance is mea-

sured with bit error rate (BER) and error vectormagnitude

(EVM). The destination nodes implement a network

decoder, significantly improving the overall error perfor-

mance of the NCC-OFDMA system. We show through

measurement results that NCC improves communica-

tion quality, especially in the presence of transmission

errors, providing results in line with the current litera-

ture [27]. Through measurement results, it is shown that

the NCC-OFDMA system operates at lower error rates

with respect to point-to-point transmission systems. This
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work provides promising results about the use of NCC

techniques, demonstrating that their usage can alleviate

the resource scarcity problems in wireless networks with

ever-increasing number of users, hence addressing NCC

as candidate for 5G standards and beyond.

2 Related literature
In this section, we provide an overview of the leading liter-

ature on network coding, NCC, and SDR implementations

of orthogonal frequency division multiplexing (OFDM)-

based systems.

2.1 Network-coded systems

There are several research works in the literature that the-

oretically investigate the robustness improvement intro-

duced by using network coding [6, 28–30]. Wang et al.

[31] demonstrates that, by modifying the IEEE 802.11g

frame structure, network coding techniques can improve

the transmission performance of OFDM-based systems.

In [32], the authors show that redundant transmission

schemes and random network coding can improve lossy

networks like H.264/SCV video transmission systems.

In [33], the authors introduced a new approach to wire-

less network coding, referred to as COPE, which amounts

to inserting network coding between internet protocol

(IP) and medium access control (MAC) layers. COPE

is used for performing XOR at relay nodes. According

to measurement results, the throughput of the COPE-

implemented networks can be significantly higher in wire-

less mesh networks. An improved version of the COPE,

aiming to improve the network coding scheme by using

an artificial bee colony algorithm, is proposed in [34] to

improve the energy efficiency. A prototype of multiple

input multiple output (MIMO) network-coded two-way

multi-hop system using time division duplexing/time divi-

sion multiple access (TDD/TDMA) is implemented in

[35]. The authors have shown that MIMO network-coded

system outperforms the one-way multi-hop TDD/TDMA

network in terms of throughput. In [36], the performances

of NCC systems are analyzed. As aforementioned, NCC

provides a flexible transmission method, encouraging us

to reconsider designs of error control coding, modula-

tion, and multi-antenna transmission schemes. Dynamic

NCC approaches address dynamically changing network

topologies that may not directly benefit from a fixed NCC

approach [37–39].

As a different research direction, joint network and

channel coding can also improve system performance

through additional coding gains [40–43]. Techniques such

as multi-antenna coding, combined with NCC, can enable

adjustment of the trade-off between transmission robust-

ness and the data rate [44–46].

Although there are many prominent studies that

demonstrate the apparent advantages of NCC, to the best

of our knowledge, an implementation of an NCC system

is not yet available in the literature.

2.1.1 Physical layer network-coded systems

As a specialized form of network coding, by specifi-

cally making use of the wireless channel characteristics,

physical-layer network coding (PNC) can also increase

the total throughput. There are several implementation

studies of PNC systems. Although these studies have not

implemented network coding over a finite field, here, we

provide an overview of the leading PNC implementations

in order to provide a comprehensive view of the state of

the art.

In [29], the system’s coding gain is investigated numer-

ically by using three transmission schemes; the clas-

sical flow-based scheme, network coding scheme, and

PNC scheme. According to the presented analysis, PNC

scheme improved network capacity considerably. More-

over, robust transmission with minimum delay can be

obtained in the PNC scheme. In [47], Burr and Fang make

use of linear PNC (LPNC). Frame error rate and signal-

to-noise ratio (SNR) variations are investigated through

Monte Carlo simulations. According to the results, LPNC

random access networks achieve better performance than

coordinated multi-point (CoMP) networks in a restricted

backhaul setting. Although this study unrolls the advan-

tages of PNC, experimental results are not included.

A two-way relay network-based frequency domain

PNC system is implemented on USRP platform in [48].

In this implementation, preamble designs of 802.11a/g

OFDM symbols are used. According to their experimen-

tal results, BER performance improvement is observed.

PNC is applied in a heterogeneous cellular network in

[49]. Decoding performance of PNC in the presence of

asymmetrical channels is investigated on a USRP plat-

form. According to the experimental results, it is shown

that in the case of imbalanced received SNRs, the decod-

ing performance can be improved by the use of channel

coding. In [50], the authors proposed the optimal design

of cooperative network-coded communications provid-

ing efficient packet transmission cost over half-duplex

channels and quantified the performance improvement

by using a testbed. In [51], performances of cooperative

communication schemes are evaluated in wireless testbed

environment with using GNU radio on a USRP platform.

Multi-relay cooperation is implemented in this testbed.

According to the experimental results, it is shown that

cooperative communication can increase the transmission

reliability by utilizing spatial and user diversity.

A prototype of a two-way relay network supporting both

four-hop traditional scheduling protocol and the three-

hop network coding is presented in [52]. Signal processing

algorithms associated with transmission and reception

are implemented on USRP devices, and the degrading
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effects of hardware components on the performance are

investigated. GNU radio blocks are designed for using

half-duplex packet switching. In [53], a bidirectional two-

hop relay network using decode-and-forward strategy is

implemented by using GNU radio and USRPs.

2.2 SDR implementation of OFDM/OFDMA-based systems

OFDM technique is widely used in modern telecom-

munication systems because of the way it copes with

frequency-selective channels. Advantages such as the

ability to provide high data rate services using narrow-

band subcarriers and low computational complexities of

receiver structures increase the importance of OFDM.

Multi-user extension of the OFDM technique is provided

by the OFDMA technique. Unlike OFDM that involves

assignment of all the OFDM symbols to a single user,

in OFDMA, distinct users can be assigned to different

subcarrier sets, providing flexible frequency allocation

[54]. In [55], the authors implemented an OFDMA-based

MAC contention using FPGA boards. OFDMA is used

in mobile communication systems like LTE, 3GPP [56],

and wireless metropolitan area networks like 802.16e

WIMAX [57].

OFDM systems are realized by using SDRs in several

works such as [58]. Extension of OFDM systems to

OFDMA is also implemented using SDRs [59] with NI-

USRP 210 model. In [60], the authors implemented

OFDM-based secondary cognitive link by using USRP

N210 platforms. In [61], OFDM is implemented by

using GNU radio on USRP platform, mainly target-

ing WiMAX standard. In [62], the authors imple-

mented an OFDMA-based wireless LAN by using ver-

ilog programming in FPGA. However, due to the

lack of multiple transmitters and possible synchro-

nization issues, a complete OFDMA uplink was not

implemented.

The lack of widespread SDR implementation of uplink

OFDMA in the literature can be explained with difficulty

of the dynamic and multi-user oriented implementation

design, in contrast to the OFDM. Especially in the assign-

ment of subcarriers to distinct users, prevention of the

inter-subcarrier interference through accurate synchro-

nization becomes a significant problem [63].

3 NCC-OFDMA systemmodel
The considered NCC-OFDMA system model is based on

the NCC system shown in Fig. 1. OFDMA-based multi-

plexing structure is integrated in this architecture to avoid

any multi-user interference. There are M source and P

destination nodes. K relay nodes perform network coding

on the received OFDMA signals. The number of subcar-

riers are denoted by N. These subcarriers are assigned to

source and relay nodes at broadcast and relaying phases,

respectively, in a non-overlapping fashion to avoid any

multiple access interference in the two-phase transmis-

sion protocol. HSiDj [n] and HSiRk [n] denotes the channel

gains between ith source and jth destination nodes and ith

source and kth relay nodes, respectively (i = 1, 2, . . . ,M,

j = 1, 2, . . . ,P, k = 1, 2, . . . ,K , and n = 0, 1, . . . ,N − 1).

The subcarrier index is denoted by n. Si[n] represents

the transmitted symbol of ith user on the nth subcarrier.

Its modulated version is denoted by Xi[n], hence, Xi[n]=
MOD[ Si[n]]. Here, MOD[·] function defines the modula-

tion operation2. The received OFDMA signals at the jth

destination transmitted from the ith source node by using

nth subcarrier can be modeled as

YSiDj [n]=
√

ρiHSiDj [n]Xi[n]+WSiDj [n] , n ∈ Fi, (1)

where ρi andWSiDj [ n] represent themean transmit power

of the each subcarrier at ith source and additive white

Gaussian noise (AWGN) component at the jth destina-

tion, respectively. Fi represents the set of assigned subcar-

riers of ith source, the cardinality of Fi is set as |Fi| ≤
⌊

N
M

⌋

,

where ⌊·⌋ represents the floor function.
Similarly, the received OFDMA signal at the kth relay

node can be modeled as

YSiRk [n] = √
ρiHSiRk [n]Xi[n]+WSiRk [n] , n ∈ Fi,

whereWSiRk [ n] represents the AWGN component at the

kth relay. The relay calculates the network-coded symbols

according to the selected network code. In our scheme,

we use linear network coding at relay nodes. The network

coding matrix can be represented as [26]

⎛

⎜

⎜

⎜

⎝

α1,1 α2,1 · · · αK ,1

α1,2 α2,2 · · · αK ,2

...
...

. . .
...

α1,M α2,M · · · αK ,M

⎞

⎟

⎟

⎟

⎠

T

M×K

, (2)

where αk,i represents the coding coefficient of the ith user

at the kth relay.

After the reception of YSiRk [n] at the kth relay node

during the broadcast phase, X̃k
i [n] is estimated. This esti-

mate of the transmitted symbol from ith source, obtained

by demodulating X̃k
i [n], can be represented by S̃ki [n]. The

network-coded symbol X
′
k
[n] can be obtained at the kth

relay node according to the coding matrix and estimated

source symbols. The transmitted network-coded signal at

the kth relay in the relaying phase can be calculated as

X′
k[n]= MOD[Tk[n]] , (3)

where Tk[n]=
M
∑

i=1

(

αk,iS̃i[Fi(n)]
)

. Here, Fi(n) is the nth

element of Fi andTk[n]∈ GF(q). The received signal at the
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jth destination node from the kth relay node can be given

as

YRkDj [n]=
√

ρkHRkDj [n]X
′
k[n]+WRkDj [n] , n ∈ Gk

(4)

where ρk and WRkDj [n] represent the mean transmit

power of each subcarrier at kth relay and the AWGN com-

ponent at the jth destination node. Gk represents the set

of assigned subcarriers to the kth relay. Hence, the global

coding matrix of the system is obtained as

Z =

⎛

⎜

⎜

⎜

⎝

1 0 · · · 0 α1,1 · · · αK ,1

0 1 · · · 0 α1,2 · · · αK ,2

...
...
. . .

...
...

. . .
...

0 0 · · · 1 α1,M · · · αK ,M

⎞

⎟

⎟

⎟

⎠

T

M×(M+K)

, (5)

where the first M rows of Z denote the direct links

between the source and destination nodes obtained

through cooperative diversity.

3.1 Detector design

Here, we detail the detector design at the destination

nodes, after the completion of the two-phase transmission

protocol. The frequency indices are omitted for notational

simplicity. The ML detection rule at the jth destination

node can be defined as

X̂ = {X̃j
1, ..., X̃

j
M} = arg max

X∈XM
Pr
{

Y
j
B,Y

j
R|X
}

, (6)

where, Y
j
B = {YS1Dj ,YS2Dj , . . . ,YSMDj}, Y

j
R = {YR1Dj ,

YR2Dj , . . . ,YRKDj}, andX = {X1,X2, . . . ,XM}.X represents

the set of constellation points of the selected modulation.

ForM points, we need to consider the setXM. We assume

that the event of error in broadcast and relaying phases are

independent. X̃
j
i represents the estimation of the Xi at the

jth destination node, for i = 1, . . . ,M. Hence, (6) can be

reduced to

X̂ = arg max
X∈XM

Pr
{

Y
j
B|X
}

Pr
{

Y
j
R|X
}

. (7)

The transmitted signals are independently generated

and the channels encountered during broadcast and relay-

ing phase s are independent. Under these assumptions, the

decision rule at the receiver is reduced to

X̂ = arg max
X∈XM

{

M
∏

i=1

Pr
{

YSiDj |Xi

}

×
K
∏

k=1

Pr
{

YRkDj |X
}

}

.

(8)

The ML detector design will vary according to the

selected network code and the modulation order. In order

to generalize the detection rule, all erroneous transmis-

sions can be omitted at the destination node. Please note

that in some erroneous transmission cases, observing

two consecutive errors at the source-relay and source-

destination links can result in a correct transmission. The

detection rule below omits such cases to enable a practi-

cally feasible implementation. In this case, a decision rule

for an ML-like detector can be obtained as

X̂ ≈ arg max
X∈XM

{

M
∏

i=1

(

1√
2πσ 2

exp

{

−
∣

∣YSiDj − HSiDjXi]
∣

∣

2

2σ 2

})

×
K
∏

k=1

⎛

⎜

⎝

1√
2πσ 2

exp

⎧

⎪

⎨

⎪

⎩

−

∣

∣

∣
Y
j
RkDj

− HRkDjMOD[Vk]
∣

∣

∣

2

2σ 2

⎫

⎪

⎬

⎪

⎭

⎞

⎟

⎠

⎫

⎪

⎬

⎪

⎭

,

(9)

where Vk =
M
∑

i=1

(

αk,iSi
)

, Vk ∈ GF(q), and variances of

all AWGN components are assumed to be σ 2 at all chan-

nels. The decision rule of this ML-like detector can now

be calculated according to

{

X̃
j
1, . . . , X̃

j
M

}

≈ arg min
X1,X2,...,XM

M
∑

i=1

∣

∣YSiDj − HSiDjXi

∣

∣

2

+
K
∑

k=1

∣

∣YRkDj − HRkDjMOD[Vk]
∣

∣

2
. (10)

In this detector, we assume that all channel gains are

available at the destination. Note that this may not be the

case in practical applications.

4 Testbed description
A block diagram of the implemented NCC-OFDMA

testbed is shown in Fig. 2. In this implemented setup,

there are three source nodes (M = 3), two destination

nodes (P = 2) and one relay node (K = 1). N, the num-

ber of subcarriers is selected as 1200. Data symbols are

assigned to 320 of these subcarriers at each source node.

Zero padding is also included in the OFDMA frames.

Detailed frame structure is shown in Table 1 in the follow-

ing subsection. Synchronization is critical in this testbed,

as in OFDMA systems, it is required to avoid intercarrier

interference that may appear due to frequency or phase

offsets [24]. In Fig. 2, the blue lines connecting all nodes

represent the clock signal used for synchronization that

is generated via the clock module in the system, ensur-

ing synchronous transmission and reception. In addition

to this hardware-based synchronization solution, we also

implemented frequency offset tracking algorithm at all

receivers by making use of cyclic prefix (CP), as will later

be detailed.

OFDMAuplink transmission is performed in the broad-

cast phase, where source nodes transmit to the relay

node and destination nodes. In the relaying phase, the

relay node makes use of all data transmitting subcarriers.

The modulation is selected as 4-ary quadrature amplitude
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Fig. 2 Block diagram of the implemented NCC-OFDMA testbed with USRP and PXI nodes

modulation (QAM) at all nodes, in order to transmitXi[ n]

and X′
k
[ n] signals. The global coding matrix shown in (5)

of the total system in GF(4) is selected as

Z =

⎛

⎝

1 0 0 1 0 0

0 1 0 0 1 0

0 0 1 1 1 1

⎞

⎠

T

. (11)

Three linear combinations of the received source sym-

bols are generated at the relay node. Hence, the coding

matrix becomes of dimension 3 × 6, as given in (11).

Please note that although we use a single physical device

as the relay node, we use the same subcarrier set cardi-

nalities for the relaying phase, that is, 320 subcarriers

are used to transmit each row of Z. The first three rows

correspond to the direct transmission of the broadcast

phase. The last three rows contain linear combination of

source data. Each of the 320 subcarriers are used in the

network coding. The three network-coded rows constitute

the OFDMA symbol of the relaying phase. The detection

rule, given in (10), is used at the two destination nodes.

Measurement setup parameters are given in Table 2. The

hardware and software components that are used in this

setup are explained in the following subsections.

4.1 Hardware and software components

NI USRP 2921 nodes of ITU Wireless Communication

Research Laboratory (WCRL) are used as the source and

destination nodes in the OFDMA-based network coding

system’s testbed. USRP nodes are SDR nodes, and their

operating frequency includes 2.4–2.5 and 4.9–5.9 GHz of

Table 1 OFDMA frame structure

Subcarrier index

0–59 60–419 420–599 600 601–780 781–1140 1141–1199

ZP
Info+reference Info+reference DC Info+reference Info+reference

ZP

sequence sequence

S1
60 samples

360 samples
0 sequence

1 sample
0 sequence 0 sequence 59 samples

0 sequence 180 samples 180 samples 360 samples 0 sequence

S2
60 samples 0 sequence

180 samples 1 sample 180 samples
0 sequence 59 samples

0 sequence 360 samples 360 samples 0 sequence

S3
60 samples 0 sequence 0 sequence

1 sample
0 sequence

360 samples
59 samples

0 sequence 360 samples 180 samples 180 samples 0 sequence
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Table 2 Measurement setup parameters

Carrier frequency 2.45 GHz

I/Q data rate 1 MS/sec

Bandwidth 1 MHz

Number of bits used in one frame 2080 bits

Number of 4-QAM symbols 1040 samples

Total number of subcarriers of the one user data portion 320 samples

Number of reference subcarriers 40 samples

Number of source nodes 3

Number of relay nodes 1

Number of destination nodes 2

Zero padding length 120 samples

DFT length (N) 1200 samples

CP length 300 samples

Distances of nodes 75 cm/90 cm

frequency bands. Each USRP node’s instantaneous band-

width can be programmed to be up to 20 MHz, and it can

receive 100 million samples per second in the destination

channel. As the relay node, NI PXIe-5644R vector signal

transceiver (VST) expressmodule is used on theNI-PXIe-

1082 hardware. This module has a frequency range from

65 MHz to 6 GHz and can provide up to 80-MHz instan-

taneous bandwidth. LabVIEW, a visual programming lan-

guage, is used as the software component. The software

for the setup is designed by using virtual instruments

(VIs).

One of the major issues that needs to be carefully

addressed during the design of the considered NCC-

OFDMA system is the synchronization between nodes.

We solved this problem by taking multiple precautions

through both hardware and software configurations. As

for the hardware perspective, we used the NI PXI-6683

timing and synchronization module, as the clock signal

source. This module can provide 10-MHz synchroniza-

tion clock source from a GPS receiver that is captured as

the main clock signal. Three external 10-MHz signals are

transmitted through cables to two source nodes and one

destination node. Other source and destination nodes that

are not directly connected to the clock signal are synchro-

nized through the use of MIMO cables that are used as a

means to distribute the clock signal. Thus, three-channel

physical multiplexing is achieved from a single clock mod-

ule. The hardware components that are used in the testbed

are shown in Fig. 3.

4.2 Data processing steps

The NCC-OFDMA system is implemented in SDR nodes

by using LabVIEW. Our code consists of the source, relay,

and destination sub-virtual instruments (SubVIs) arising

from decomposing of a VI as well as the network cod-

ing and decoding SubVI, which are all combined in the

timed flat sequence structure. We designed with SubVI

since SubVI provides flexible usage and can be controlled

from main VI.

For synchronization, in addition to the clockmodule, we

used a joint timing and frequency offset estimator imple-

mented in software to cancel the residual rotations cor-

responding to carrier frequency offset (CFO) and delay,

based on the algorithm given in [64]. The ML estimation

of CFO is implemented based on the CP portion of the

OFDMA frame. By using the CP, channel delay and fre-

quency offset are estimated jointly. In order to increase

the SNR at the receiver side, the CFO VI was prepared by

modifying [65]. Thus, the synchronization of the complete

measurement setup is provided by the joint configuration

of the software and hardware components. Pilot subcar-

riers are used for channel estimation at the receivers. A

comb-type pilot structure is used in the OFDMA frames.

One in every 8 subcarriers are assigned as the pilot symbol

by using pseudo-noise (PN) sequences. On the receiver,

channel estimation is performed by the use of these pilot

subcarriers. The channel gains for data subcarriers are

then estimated by using one-dimensional linear interpo-

lation method which exploits the channel information at

pilot subcarriers. These channel estimates are used in

the equalizer block of the receiver. Zero forcing equal-

ization, which is appropriate for practical applications,

is implemented and estimation is performed [66]. Please

note that the channel estimates in this setup may con-

tain estimation errors, contributing to the overall system

performance.

The functionalities of the source, relay, and destination

nodes are detailed below. An overview of the measure-

ment setup parameters is given in Table 2.

4.2.1 Source nodes

At the source nodes, we first added necessary USRP VI for

hardware coordination. These VIs are responsible for the

start or the end of sessions, the configuration of the USRP

parameters, and the configuration of the transmitted sig-

nals’ properties. The overview of the block diagram of the

transceiver structure of source nodes is shown in Fig. 4.

After finalizing the transmitter configuration, PN data bits

are generated as the information bits. Then, these bits are

modulated by mapping onto a 4-QAM constellation, by

making use of bit loading and inphase/quadrature (I/Q)

conversion features. Array functions are used for the sub-

carrier assignment and frame structure constitution tasks.

Reference pilot symbols that are also known at the receiver

nodes for the complete transmission are interleaved with

data symbols, using comb structure for pilot assignment.

One pilot symbol is used per eight data symbols bymaking

use of the interleaving process of the Array VI.
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Fig. 3 Hardware components used in the testbed

The serial data is converted into parallel streams by

the serial-to-parallel (S/P) conversion block. The selected

subcarrier set of the ith source node, Fi, composed of

320 subcarriers, is used for the data symbol assignment.

Zero padding (ZP) is also implemented, and sequences

of the zero subcarriers are included in the transmit-

ted OFDMA frames. Inverse discrete Fourier transform

(IDFT) is implemented by using IDFT VI. The output

array is again converted to serial by using the parallel-to-

serial (P/S) conversion block. Then, the CP is added to the

beginning of the frame by copying 25 % of the end por-

tion of the frame by using Array VI. The overall OFDMA

frame structure is shown in Table 1. The SubVI of the

source nodes is created, as shown in the block diagram

given in Fig. 4. The signals are then transmitted through

the antenna by using the RF front ends of the USRP mod-

ules, controlled through the USRP VI from the USRP TX

Library.

4.2.2 Relay node

As the relay performs reception during the broadcast

phase and transmission during the relaying phase, we

implemented both transmitter and receiver functionali-

ties at the relay node. Due to its significant processing

advantages, we used NI PXIe-5644R VST express mod-

ule as the relay node. We used RFSG and RFSA VI to

provide the signal generation and acquisition, respec-

tively. In the relay’s OFDMA receiver part, similar to

the source node SubVI’s USRP VI, RFSA VIs are used.

These VIs are responsible for the start and end of the

session and parameter configuration of the reception

process.

An overview of the relay node’s functional blocks are

shown in Fig. 5. First, the estimated CFO is compen-

sated and the CP is removed. Then, DFT is implemented.

Then, zero-padded subcarriers are removed and source

data is reconstructed by decomposing the information

and reference subcarriers. The channel coefficients are

equalized by the channel estimation and equalization VI,

completing the receiver SubVI at the relay node. Following

this receiver implementation, the network coding block is

implemented. The network coding matrix given in (11) is

implemented by using combinations of the source nodes’

data symbols in GF(4). Then, the coded symbols are used

User’s Data S/PI/Q

Bit Loading/ Zero 

Padding

IDFT

Subcarrier Distribution

P/S
CP

Addition
D/A

Source Node

Fig. 4 A simplified block diagram of the OFDMA transmitter. Source node’s data is passed over I/Q block via bit loading block. S/P conversion block

is used in order to implement serial-parallel conversion. IDFT is applied to the output of the subcarrier distribution block. Then, P/S conversion is

implemented for data transmission. CP is added to ensure circular convolution. Finally, serial digital data is converted to analog data by using D/A

block
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Data coming from S1, 

S2 and S3

OFDMA 

Receiver

Network 

Coding

OFDMA 

Transmitter

Network coded data 

receiving to D1 and D2

nodes

Relay (R)

Operations

Fig. 5 An overview of the relay’s transceiver structure. The relay first receives three sources’ data. Then, network coding is implemented. Finally, the

network-coded data is modulated and transmitted

in the frame generation in the relay’s OFDMA transmit-

ter. Transmitter SubVI of the relay is implemented in a

similar way as the source nodes’ SubVI. The main differ-

ence is the fact that the RFSG VI are used in the place of

USRP VI. OFDMA frame is again created by using three

network-coded source data combinations. That is, 320

data subcarriers of each source nodes are coded by using

960 subcarriers. Data is interleaved with pilot symbols,

again one per every eight information symbols. Then,

ZP is added and IDFT of this sequence is calculated.

The CP is added. Following this, by using the necessary

RFSG VI for session process and transmission parameter

configurations, relay node SubVIs are created.

4.2.3 Destination nodes

At the destination nodes, the implementation is com-

pleted similar to the relay’s receiver SubVI, for both broad-

cast and relaying phases. Instead of RFSA VI, USRP VIs

are used for the session process and the parameter con-

figuration. Then, CFO is estimated and compensated. CP

removal and DFT blocks are implemented. Then, ZP is

removed and data portions are decomposed. Information

symbols are separated from pilot symbols for every data

symbol. After implementation of the channel estimation

and the equalization block, network-coded information

portions are obtained and thus destination node’s SubVI

is completed. An overview of these functions are shown

in the block diagram given in Fig. 6. At the end of the

timed flat sequence structure, ML-like estimation and

network decoding block are designed. By using this block,

network decoding is implemented for the network-coded

portions as given in (10). As will be detailed in the fol-

lowing section, the source nodes’ data bits are obtained

at the destination nodes. BER and EVM measurements

are implemented at all receiver modules with the purpose

of monitoring the link performances of the implemented

NCC-OFDMA network.

5 Measurement results
In this section, real-time averaged BER and EVM mea-

surements that are performed to analyze and monitor

the NCC-OFDMA performance are detailed. System per-

formance of the NCC-OFDMA is obtained for two dif-

ferent distance configurations between nodes. Also, the

impact of different transmitter gain configurations are

investigated by using a subset of the software-configurable

parameters. BER and EVM values are measured for all

transmission links. Network decoder’s BER values are also

monitored.

In addition to the well-known performancemetric, BER,

EVM measurements are investigated to demonstrate the

performance of the SDRs. EVM is a measure of the

modulation quality and error performance for the com-

munication systems. It plays an important role on the

quantification of the phase and amplitude distortions and

on the determination of the circuit’s performance. EVM

A/D S/P
CP 

Removal

Synchronization 

DFT P/S Equalizer

Network 
Decoder/

ML 
Estimator

I/Q 
Seperation

Channel 
Estimate

Estimated 
Bits

Destination Node

Fig. 6 A simplified block diagram of the destination nodes. Analog data that are coming from source and relay nodes are converted to digital data.

Next, CP removal process is handled in accordance with data coming from source nodes. Then, serial-parallel conversion is implemented for the

DFT block. Channel estimation and equalization are applied to DFT block’s output, in order to obtain bit sequences coming from all sources. Finally,

network decoding is implemented and bit estimates are obtained
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quantifies the demodulator’s performance, by comparing

the ideal symbol vector’s and real measurement vector’s

difference by using phasors in the I-Q plane. In our system

model, let Î[n] (Q̂[n] ) denote the real (imaginary) part of

the equalizer output corresponding to a particular link for

one OFDMA symbol. The real (imaginary) component of

the actual modulated symbols is denoted by I[n] (Q[n] ).

The EVM of the ith source for single OFDMA frame can

be calculated as

EVMi =

√

1
|Fi|
∑

n∈Fi

[

(

I[ n]−Î[ n]
)2

+
(

Q[ n]−Q̂[ n]
)2
]

|vmax|
,

(12)

where |vmax| is the maximum absolute value of the

received ideal symbol, and Fi represents the subcarrier set,

with the cardinality given as |Fi| = 320 for i ∈ {1, 2, 3}.
Link performances are measured to quantify the per-

formance improvement introduced by the NCC. In the

measurements, we consider broadcast and relaying phases

individually. We monitor the performance in terms of

average EVM and BER values in real time. We also mon-

itor the average BER values at the output of the network

decoders at each destination node. The measurements

are repeated with different transmit gains at both the

source and relay nodes. Two different positioning of

nodes are considered to investigate the impact of the

channel attenuation. As aforementioned, the transmis-

sion qualities of the USRP modules and the VST module

are different due to their front-end structures. Hence, the

relay-to-destination links are subject to a more robust

transmission, when compared to the direct transmission

links, e.g., links between source nodes and relay, and the

links between source nodes and destination nodes. In

order to illustrate the difference, received 4-QAM constel-

lations are investigated. Exemplary 4-QAM constellation

diagrams for the S3-D1 and the R-D1 links are shown in

Fig. 7, respectively. The relay node acts as a more reliable

transmitter and provides a more compact received con-

stellation with a lower EVM value, as can be observed

from the received signal constellation.

BER and EVM measurements of broadcast phase and

relaying phase with respect to different transmission gain

values are given in Tables 3 and 4, respectively. To inves-

tigate the effect of channel attenuation, the distances

between source and destination nodes are set as 75 and

90 cm. An average of 800 OFDMA symbols are transmit-

ted at each test, and tests are repeated 100 times. BERs

at the destinations after the network decoder are given in

Table 5. First, let us consider the communication perfor-

mances of the direct links between source and destination

nodes through BER measurements. According to results

obtained at different transmit gain values, the observed

BER decreases with higher transmit gains, as expected.

Note that there are BER differences for two destination

nodes due to their hardware performances. For example,

considering D1 at 75 cm, BER of S1 is 6×10−3 at 1-dB gain,

This value decreases to 2×10−3 at 4-dB gain. EVM values

are also consistent. BER of S2 is 2 × 10−2, which is higher

than BER of S1, 6 × 10−3, again due to the front-end per-

formance differences. As expected, the EVM value of S2
is 42. This is higher than that of S1, 37.23. Similar obser-

vations are also valid for 90-cm configuration with higher

BER and EVM values due to increased channel attenua-

tion. At D1, BER of S1 at 1-dB gain is 1.99 × 10−2. This

BER measurement decreases to 1.2 × 10−2 at 4-dB trans-

mitter gain. EVM results are also consistent. Please note

that zero error cases do not correspond to an error-free

link, as erroneous cases are expected to be observed with

increasing number of OFDMA symbols.

Secondly, the transmission performances between

source and relay nodes are considered. Results show that

link performances can again significantly vary based on

the hardware properties. For example, at 75-cm distance,

S2’s BER at relay with 1-dB gain is 3.1 × 10−5. This is

much lower than 2 × 10−2 for D2 in the direct link.

Similarly, EVM measurements are lower than those of

1,19314

-1,19314
-1

-0,5

0

0,5

1

1,20449-1,18433 0

U3

(a)

1,19314

-1,19314
-1

-0,5

0

0,5

1

1,20449-1,18433 0

U3_NCC

(b)

Fig. 7 Constellation diagrams at D1 (a) received signal from S3 (b) received signal from R
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Table 3 Performance of the broadcast phase with different gain levels

75 cm 90 cm 75 cm 90 cm

Destination Source gain Source BER EVM BER EVM Source gain Source BER EVM BER EVM

S1 6 × 10−3 37.23 1.99 × 10−2 44.78 S1 2 × 10−3 28.61 1.2 × 10−2 44.6

D1 S2 2 × 10−2 42 3.7 × 10−2 51.18 S2 1 × 10−2 37.69 2.9 × 10−2 51

S3 2.9 × 10−2 45.04 4.5 × 10−2 55.26 S3 1 × 10−2 40.6 2.3 × 10−2 50.1

S1 2.4 × 10−2 51.6 2.5 × 10−2 52.28 S1 1.1 × 10−2 37.12 1.4 × 10−2 46.54

D2 1 dB S2 2 × 10−2 50.38 3.7 × 10−2 55.73 4 dB S2 8 × 10−3 36.1 1.7 × 10−2 48.1

S3 3 × 10−2 52.69 3.9 × 10−2 56.33 S3 1.34 × 10−2 39.26 2.5 × 10−2 49.4

S1 0 8.49 0 8.63 S1 0 6.72 0 6.94

R S2 3.1 × 10−5 14.5 2.4 × 10−5 13.26 S2 0 10.93 0 9.91

S3 0 18.21 3 × 10−5 19 S3 0 12.28 0 16.01

direct links, as can be seen in Table 3. Results at 90-

cm distance demonstrate similar performances. S2 has

a BER of 2.4 × 10−5 for relay, much lower than BER

3.7 × 10−2 for D2 in the direct link. Similar to pre-

vious results, EVM measurement of 55.73 decreases to

13.26.

Thirdly, the link between relay and destination nodes

is considered. In both distance configurations, the relay-

destination link performances are higher for both D1

and D2, due to hardware advantages of the VST mod-

ule. Also note that sources’ transmit gains also affect the

relay-destination link’s quality as can be observed by the

variations of EVM and BER measurements.

Lastly, the performance of the overall NCC-OFDMA is

observed with different source and relay gain levels. Mea-

surement results are given in Table 5. From these results,

it is clear that network coding plays a vital role in improv-

ing the resilience of the OFDMA system. Right hardware

choices also have an impact on the performances.

The effect of the relaying phase on the performance

can also be observed from BER values. For instance, at 90

cm, BER of S2 at D2 is 1.7 × 10−2 at 4-dB gain. This is

Table 4 Performance of the relaying phase with different gain levels

Gain 75 cm 90 cm Gain 75 cm 90 cm

Destination Source Relay Source BER EVM BER EVM Source Relay Source BER EVM BER EVM

S1 2.8 × 10−4 29.62 1.3 × 10−3 36.05 S1 8.02 × 10−5 27.7 1 × 10−3 33.44

D1 S2 3 × 10−4 30.32 1.3 × 10−3 35.96 S2 8.02 × 10−5 28.18 1.1 × 10−3 34.8

−23 dBm S3 2.1 × 10−4 29.99 1.7 × 10−3 36.76 −23 dBm S3 8.02 × 10−5 28.19 8.5 × 10−4 33.16

S1 1.8 × 10−3 36.14 3 × 10−2 56.32 S1 1.6 × 10−3 35.77 2.9 × 10−2 55.12

D2 S2 2.6 × 10−3 34.82 2.8 × 10−2 55.26 S2 1.8 × 10−3 35.7 2.8 × 10−2 54.79

S3 1.8 × 10−3 35.94 3.54 × 10−2 56.45 S3 1.1 × 10−3 35.44 3.4 × 10−2 55.2

S1 2.64 × 10−5 21.7 7.45 × 10−5 25.59 S1 0 20.32 0 24.5

D1 S2 2.64 × 10−5 21.29 4.97 × 10−5 24.71 S2 0 20.36 2.48 × 10−5 24.58

1 dB −20 dBm S3 0 20.94 4.97 × 10−5 25.12 4 dB −20 dBm S3 0 20.28 0 24.52

S1 1.9 × 10−4 27.06 7 × 10−3 43.85 S1 4.28 × 10−5 25.91 6.7 × 10−3 43.63

D2 S2 2.1 × 10−4 26.95 6.48 × 10−3 43.8 S2 4.28 × 10−5 25.75 6.4 × 10−3 43

S3 1.6 × 10−4 26.92 8.4 × 10−3 44.1 S3 4.28 × 10−5 25.82 6.9 × 10−3 43.96

S1 2.29 × 10−5 12.28 2.88 × 10−5 12.28 S1 0 12 0 12.1

D1 S2 2.29 × 10−5 12.17 2.88 × 10−5 12.23 S2 0 11.88 0 11.97

−15 dBm S3 0 12.05 0 12.17 −15 dBm S3 0 12 0 12.1

S1 2.88 × 10−5 14.3 5.61 × 10−5 19.46 S1 0 14.14 0 14.48

D2 S2 8.64 × 10−5 14.36 8.64 × 10−5 19.7 S2 0 14.26 0 14.65

S3 0 14.3 0 19.42 S3 0 14 0 14.39
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Table 5 Performance of the network decoder with different gain levels

Gain Gain

Destination Source Relay Source 75 cm-BER 90 cm-BER Source Relay Source 75 cm-BER 90 cm-BER

S1 8 × 10−4 6 × 10−3 S1 3 × 10−4 2.9 × 10−3

D1 S2 2.5 × 10−3 3.24 × 10−2 S2 2.2 × 10−3 7 × 10−3

−23 dBm S3 3 × 10−3 3.7 × 10−2 −23 dBm S3 2.9 × 10−3 7 × 10−3

S1 6.7 × 10−3 9.8 × 10−3 S1 4.3 × 10−3 7.7 × 10−3

D2 S2 3.5 × 10−3 1.37 × 10−2 S2 1.7 × 10−3 2.7 × 10−3

S3 8 × 10−3 1.4 × 10−2 S3 8 × 10−3 8 × 10−3

S1 2.4 × 10−4 3 × 10−4 S1 1.7 × 10−4 2.5 × 10−4

D1 S2 2 × 10−3 2.2 × 10−2 S2 1.9 × 10−3 6.7 × 10−3

1 dB −20 dBm S3 2.1 × 10−3 2.3 × 10−2 4 dB −20 dBm S3 1.9 × 10−3 6.7 × 10−3

S1 3 × 10−3 6 × 10−3 S1 1.4 × 10−3 1.8 × 10−3

D2 S2 1.3 × 10−3 1 × 10−2 S2 6 × 10−4 2 × 10−3

S3 7.4 × 10−3 1.1 × 10−2 S3 3.5 × 10−3 7 × 10−3

S1 0 0 S1 0 0

D1 S2 6.5 × 10−4 1.2 × 10−2 S2 6 × 10−4 5.5 × 10−3

−15 dBm S3 6.9 × 10−4 1.2 × 10−2 −15 dBm S3 6 × 10−4 5.5 × 10−3

S1 1 × 10−4 1 × 10−4 S1 0 0

D2 S2 1 × 10−4 1 × 10−4 S2 0 0

S3 2 × 10−4 2.5 × 10−4 S3 0 0

higher than BER of S1, 1.4× 10−2. However, this relation-

ship is inverted with NCC as BER of S1 at the output of

the network decoder is 7.7 × 10−3, higher than the BER

of S2, 2.7 × 10−3 at −23-dBm relay gain, due to impact

of the the relaying phase. When compared to direct link

transmission, through the use of network coding, BER

measurements are lower and network-coded links give

better results than direct links. These results clearly show

that network coding is effective in improving the error

performance.

To provide a visual perspective, performances of the

broadcast phase andNCC protocol are compared in terms

of BER measurements in Fig. 8. At 90 cm, BER measure-

ments of S3 at D1 at the end of broadcast and NCC phases

are compared at 4-dB source and −23-dBm relay gains.

From Fig. 8, it is clear that the error performance of the

broadcast phase is worse than NCC, as the majority of the

error measurements of the broadcast phase are generally

higher than 1.5 × 10−2. This is not the case for NCC.

The variation of NCC’s BER measurements of S2 at D2

with time at a relay gain of −23 dBm is compared with

respect to source-destination distances. Although error

variations are observed at both 75 and 90 cm, the aver-

age performance of the 90-cm configuration is worse, as

indicated in Fig. 9.

Finally, in Fig. 10, error performances of NCC with

respect to instantaneous SNR’s are plotted for 90-cm case.

The SNR estimates are obtained with the methodology

proposed in [67]. BER measurements of S2 at D1 with 4-

dB gain are compared with respect to SNR values with

relay gains of −20 and −15 dBm. As can be observed

from Fig. 10, the error performance of the −20-dBm

configuration is worse than that of −15 dBm.

As an overview, we can observe that the front-end prop-

erties of the transmitting nodes, along with the selected

transmission gain levels, significantly affect the robustness

of the system. Relative locations of nodes also generate

observable performance differences. Another noteworthy

observation is the impact of error propagation at the relay

nodes. When source-relay links are subject to high error

rates, (10), the network decoder generates a symbol error

resulting on higher BERmeasurements. The highly robust

transmission at the PXI module generates an error prop-

agation effect. This effect at the relay nodes should def-

initely be taken into consideration when designing NCC

systems for wireless links.

5.1 BER visualization

We also implemented real-time BER visualization using

a graphical user interface. Bit sequences, which are pro-

duced from user symbols at the output of the network

decoding block, are compared with the PN sequences that

are used in the source SubVI. LED indicators in the Lab-

VIEW are turned on or off according to the error status.

If no errors are observed, LEDs are turned on. As an

example, S3 is monitored as shown in Fig. 11. Through
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Fig. 8 Link performance comparison for S3 data at 4-dB gain. The relay gain is −23 dBm
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Fig. 9 Comparison of NCC BER values of the S2 data for D2 with different distances. Source gain is 1 dB, relay gain is −23 dBm
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Fig. 10 Comparison of BER values of the S2 data for D1 with different relay gains with respect to SNR values at 90 cm. Source gain is 4 dB
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(a)
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Fig. 11 Interfaces of the real-time BER measurements. a Erroneous

transmission with −25-dBm relay gain. b Error-free transmission with

−16-dBm relay gain

this interface, we can visually observe the bit errors of

the NCC-OFDMA system. Measurements are performed

with two distinct relay gain levels; −25 and −16 dBm. It

is clear that transmission is implemented without any bit

errors at −16 dBm for that particular test, but bit errors

are observed at the −25-dBm relay gain.

6 Conclusions
Network coding is a promising feature for communication

networks due to its potential to provide more efficient

usage of limited network resources. It is considered to be

included in 5G standards to alleviate the problem of allo-

cating network resources to the ever increasing number

of users and devices. Current network coding studies in

the literature generally focus on wired network infrastruc-

tures with error-free channel models, frequently making

use of time division multiplexing. However, error-free

channel models are not realistic for practical applications

over wireless channels. In this study, we implemented

an NCC-OFDMA system using SDR nodes, for the first

time in the literature, by making use of the wireless envi-

ronments’ broadcast nature through cooperative commu-

nication. According to the BER and EVM measurement

results, the implemented system operates successfully in

real time, outperforming point-to-point communication

links.

Endnotes
1In our discussion, we concentrate on classical network

coding, excluding physical layer network coding

approaches and concentrating on symbol level network

coding that includes straightforward extensions to

generalized network topologies. An overview of physical

layer network coding literature that performs network

coding over complex fields is also provided in Section 2

for completeness.

2We use a generalized modulation function with the

goal of accommodating higher order modulations than

binary phase shift keying.
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