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Abstract. A hidden Markov model (HMM) for recognition of handwrit-
ten Devanagari words is proposed. The HMM has the property that its
states are not defined a priori, but are determined automatically based on
a database of handwritten word images. A handwritten word is assumed
to be a string of several stroke primitives. These are in fact the states of
the proposed HMM and are found using certain mixture distributions.
One HMM is constructed for each word. To classify an unknown word
image, its class conditional probability for each HMM is computed. The
classification scheme has been tested on a small handwritten Devanagari
word database developed recently. The classification accuracy is 87.71%
and 82.89% for training and test sets respectively.
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1 Introduction

Handwriting recognition is one of the challenging problems in Pattern Recog-
nition. The problem has been studied for several decades and many reports
on handwriting recognition in the scripts of developed nations are available in
the literature. However, only a few works on handwriting recognition in Indian
scripts have been reported ([1]-[3]). The present paper deals with recognition of
offline handwritten Devanagari words. Works on recognition of handwritten De-
vanagari characters/numerals exist ([4],[5]). However, no work on handwritten
Devanagari word recognition has been reported.

According to literature review there are two approaches for handwritten word
recognition: local or analytical approach held at the character level [6] and global
approach held at the word level [7]. The first approach deals with the segmen-
tation problem i.e., the words are first segmented into characters or pseudo-
characters, then the character model is used for recognition. Since word segmen-
tation is itself a challenging problem, the success of recognition module depends
much on segmentation performance. The second approach treats the word it-
self as a single entity and it goes for recognition without doing segmentation
explicitly. However this approach is restricted to applications with small lexicon.
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In our present work for word recognition we have applied the second approach
because of two reasons: (a) to avoid the overhead of segmentation and (b) due to
lack of standard benchmark database for training the classifier. Since a standard
benchmark database was not availabe for Indian script so we created a word
database for Devanagari to test the performance of our system. In the present
report, training and test results of the proposed approach are presented on the
basis of this database.

We have used a hidden Markovmodel (HMM) in the proposed scheme for recog-
nition of handwritten Devanagari words. An HMM is capable of making use of
both the statistical and structural information present in handwritten images.
This is why HMMs have been used in several handwritten character recognition
tasks in recent years [8]. In such HMMs, the states are usually defined as pre-
determined entities. However, in the present HMM a data-driven or adaptive ap-
proach is taken to define the states. The proposed method is robust in the sense
that it is independent of several aspects of input such as thickness, size etc.

The next section describes the Devanagari word database followed by Pre-
processing and feature extraction in Section 3. Section 4 proposes a HMM clas-
sifier. Experimental results are illustrated in Section 5 with conclusions drawn
in the last section.

(a) (b)

Fig. 1. (a) Class number and the Devanagari words forming the 50 classes in our
database, (b) Several handwritten samples of the same town name “Tribeni”, printed
form shown in (a) for class number 8, having lots of variation in writing style

2 Handwritten Devanagari Word Database

Handwritten English benchmark word database exist for the research community
and CEDAR word database [9] is one of them. But, there does not exist any
benchmark word database for any Indic script. Here, we have attempted to
create such a database for handwritten Devanagari words. For data collection,
we have designed a special kind of form to collect the data. The form contains
50 boxes within which a writer is to write.

The writers were from different classes of society. They were school/college
students, business men, housewives, professionals etc. Each writer was asked to
fill a form where the word corresponding to each town name is written once.
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No restrictions were imposed on the writing style and no handwritten models
were provided in order to obtain a heterogeneous database. These handwritten
documents were then scanned at 300 dots-per-inch resolution, in 256 levels of
gray. For our experiments, we have considered 50 different names of Indian towns,
i.e., the number of word classes is 50. Then the whole database of handwritten
words is randomly split into two data sets: a training set with 7000 word images,
i.e. 140 word images per class and a test set with 3000 words, i.e. 60 words per
class.

A few samples from the same town name of this database written by different
classes of people are shown in Fig. 1(b), illustrating variation in handwriting
style.

3 Pre-processing and Feature Extraction

Variation in handwriting style makes the handwriting recognition problem quite
difficult. So to minimize the effect of writing variability related to different writ-
ing styles, we take some preprocessing steps. Feature extraction part exploits
the global approach for extracting features without explicitly going for word
segmentation.

3.1 Preprocessing

Generally for handwriting recognition, the preprocessing stage includes image
smoothing, skew and slant correction, image height and pen stroke width cor-
rection. For smoothing, the input gray level image is first median filtered and
then binarized by Otsu’s [10] thresholding method. The binarized image is then
smoothed using median filtering. No skew and slant correction is done here.
However, our feature extraction method is insensitive to skew/slant within +/-5
degrees. No image height and pen stroke width correction is done since the ex-
tracted features are invariant under image height and the extracted strokes are
always one-pixel thick irrespective of the stroke width.

(a) (b) (c) (d)

Fig. 2. (a) An input word image for the word Ooty, (b) Image obtained after thresh-
olding and smoothing, Dark and gray pixels indicate (c) E and A images respectively,
(d) S and A images respectively

A sample image from the present database and the same after thresholding
and smoothing are shown respectively in Figs. 2(a) and 2(b).
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3.2 Extraction of Strokes

Let A be the binarized image. We now describe the process of extraction of
vertical and horizontal strokes that are present in A. Let E be a binary image
consisting of object pixels in A whose right or east neighbour is in the back-
ground. That is, the object pixels of A that are visible from the east Fig. 2(c)
form E. Similarly, S is defined as the binary image consisting of object pixels in
A whose bottom or south neighbour is in the background Fig. 2(d).

The connected components in E represent strokes that are vertical while the
connected components in S represent strokes that are horizontal. Each horizontal
or vertical stroke is a digital curve. Shapes of these strokes are analyzed for
extraction of features. Very short curves are not considered.

(a) (b) (c) (d)

Fig. 3. (a) E image consisting of vertical strokes obtained from the image in Fig. 2(b),
(b) S image consisting of horizontal strokes obtained from the image in Fig. 2(b), (c)
Final E image after removal of smaller vertical strokes from the image in (a), (d) Final
S image after removal of smaller horizontal strokes from the image in (b)

3.3 Extraction of Features

One of the major factors for the success of any handwritten recognition module
is its feature extraction part. The feature should be selected in such a way that
it should reduce the intra-class variability and increase the inter-class discrim-
inability in the feature space. From each stroke in E and S, 8 scalar features
are extracted. These features indicate the shape, size and position of a digital
curve with respect to the word image. A curve C in E is traced from bottom
upward. Suppose the bottom most and the top most pixel positions in C are
P0 and P5. The four points P1, ... , P4 on C are found such that the curve
distances between Pi−1 and Pi (i=1,..., 5 ) are equal [11]. Let αi, i =1,..., 5 be
the angles that the lines −−−−→

Pi−1Pi make with the x-axis. Since the stroke here is
vertical, 450 ≤ αi ≤ 1350. αi’s are features that are invariant under scaling
and represent only the shape. The position features of C are given by X ,Y
which are the x and y-coordinates of the centre of gravity of the pixel positions
in C. X is also useful in arranging the strokes present in an image from left
to right. Let L be the length of the stroke C. The 3 features X, Y and L are
normalized with respect to the image height. Thus, the feature vector becomes
(α1, α2, α3, α4, α5, X, Y , L).

The features extracted from a horizontal stroke C in S are similar. Here C is
traced from west to east. The feature vector of a horizontal stroke C is defined
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as (β1, β2, β3,β4, β5, X, Y , L) where −450 ≤ βi ≤ 450, X, Y and L are defined
in the same way as before [11].

4 Proposed HMM Classifier

An HMM with the state space S = s1, ... , sN and observation sequence Q = q1,
... , qT is defined as γ =(π, A, B) where the initial state distribution is given by
π ={πi}, πi = Prob (q1 = si) , the state transition probability distribution by A
={aij(t)} where aij(t) = Prob (qt+1 = sj/qt = si) and the observation symbol
probability distributions by B = {bi} where bi(Ot) is the distribution for state
i and Ot is the observation at instant t. The HMM here is non-homogeneous.

Here the problem is how to efficiently compute P (O/γ), the probability of
the observation sequence, given an observation sequence O = O1, ... , OT and a
model γ =(π,A,B). For a classifier of m classes of patterns, we denote m different
HMMs by γj , j = 1, ..., m. Let an input pattern X of an unknown class have a
sequence O. The probability P (O/γj) is computed for each model γj and X is
assigned to class c whose model shows the highest probability. That is,

c = arg max
1≤ j≤ m

P (O/γj) (1)

For a given γ, P (O/γ) is computed using the well known forward and back-
ward algorithms [12] . Note that the observation sequence O = O1, ... , OT in our
problem is the sequence of feature vectors of the strokes (arranged from left to
right) that are present in a handwritten word image. T is the number of strokes
in the image. The states here are certain feature primitives (or more specifically,
individual 8-dimensional Gaussian distributions in the feature space) that are
found below using EM algorithm.

4.1 HMM Parameters

A feature vector θ = (θ1, θ2, θ3, θ4, θ5, X, Y , L) can come either from a vertical
or a horizontal stroke. It is assumed that the features follow a multivariate
Gaussian mixture distribution. In other words, θ = (θ1, θ2, θ3, θ4, θ5, X, Y , L) has
a distribution f(θ) which is a mixture of K 8-dimensional Gaussian distributions,
namely,

f(θ) =
K∑

k=1

Pkfk(θ) (2)

where

fk(θ) = exp{−0.5(θ − μk)T Σ−1
k (θ − μk)}/{(2π)8/2|Σk|1/2} (3)

and Pk is the prior probability of the k -th component. The unknown parameters
of the mixture distribution, namely, Pk, μk, Σk, (k = 1, ..., K) are estimated using
the EM (Expectation Maximization) algorithm ([13],[14]) that maximizes the log
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likelihood of the training vectors {θi, i = 1, ..., n} coming from the distribution
given by f(θ).

The state space of the proposed HMM consists of states which are character-
ized by the probability density functions fk(θ) (k = 1, ..., K). It is assumed that
the vertical and horizontal strokes in the word image database are distributed
around K different prototype strokes. These are called stroke primitives corre-
sponding to the mean shape vectors μ1, μ2, ..., μk. These K stroke primitives
constitute the state space. Thus, the states here are not defined a priori but are
determined adaptively on the basis of the training set of word images.

To determine the optimum values of K, we use the Bayesian information cri-
terion (BIC) which is defined as BIC(K) = −2LL + mlog(n), for a Gaussian
mixture model with K components, LL is the log likelihood value, m is the
number of independent parameters to be estimated, n is the number of obser-
vations. For several K values, the BIC(K) values are computed. The first local
minimum indicates the optimum K value.

4.2 Estimation of HMM Parameters

In our implementation, N = K and observation symbol probability distribution
bi(Ot) is, in fact, the Gaussian distribution fi(θ) = N(μi, Σi). Thus

bi(Ot) = exp{−0.5(Ot − μi)T Σ−1
i (Ot − μi)}/{(2π)8/2|Σi|1/2} (4)

The parameters produced by EM algorithm are P1, P2, ..., PN , μ1, μ2, ..., μN ,
Σ1, Σ2, ..., ΣN . Let, in a word image, the strokes be arranged from left to right
on the basis of X to generate the observation sequence O1, O2,... , OT . For each
Ot , compute

hi(Ot) = pibi(Ot)/{
N∑

j=1

pjbj(Ot)} (5)

and Ot is assigned to state k where

k = arg max
1≤ i≤ N

hi(Ot). (6)

(a) (b)

Fig. 4. Stroke primitives for (a) vertical and (b) horizontal strokes for Devanagari word
Ooty
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This assignment to respective states is done for all L observation sequences (L
is the number of training images). From these L state sequences, the estimates
of the initial probabilities are computed as (1 ≤ i ≤ N) πi = (number of
occurrences of {q1 ∈ si})/(total number of occurrences of q1 ).

The transition probability estimates ai,j(t) are computed as (1 ≤ i ≤ N, 1 ≤
j ≤ N, 1 ≤ t ≤ T − 1) (number of occurrences of {qt ∈ si&qt+1 ∈ sj}) / (total
number of occurrences of {qt ∈ si}). The above HMM parameter estimates are
fine-tuned using re-estimation by Baum-Welch forward-backward algorithm.

5 Experimental Results

The proposed scheme has been tested on the recently developed database of
handwritten Devanagari word images. The results of our study are reported
below. To the best of our knowledge, there does not exist any other standard
database of handwritten Devanagari word images. The training and test datasets
here consist of 7000 and 3000 handwritten word images respectively. From these
word images, 156906 horizontal and 137250 vertical strokes have been extracted
from the training set whereas 67245 horizontal and 58821 vertical strokes have
been extracted from the test set. The parameters of an HMM for each of the 50
word classes are determined using the method described in Section 4.

For example, for word class Ooty, the K value is found to be 18. The curves
corresponding to the 18 mean vectors μk are shown in Fig. 4. These represent
the 18 HMM states for Ooty. For the image shown in Figs. 3(c) & 3(d), the
strokes are shown in Fig. 5. The strokes arranged in terms of X from left to right
are e1, e2, e3, ..., e26. The most likely states of these 26 strokes individually are
s15, s4, s13, s17, s7, s15, s17, s6, s4, s16, s17, s15, s3, s15, s2, s14, s15, s4, s1, s14,
s16, s3, s18, s6, s16 and s3 respectively. The probability P (O/γj) is computed

Fig. 5. e1 to e26 represent the strokes arranged from left to right along X-axis

for j = 1, ..., 50 and the image is classified as class c where

c = arg max
1≤ j≤ 50

P (O/γj) (7)

We have achieved 82.89% correct recognition rate on the test set and 87.71%
on the training set.
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6 Conclusion

In this paper we have proposed a HMM based approach to recognition of hand-
written Devanagari words. The results of our approach are promising for a small
Lexicon size. It indicates that it is possible to scale our system to large vocab-
ularies. Our system is based on Global approach, which extracts global features
thus reducing the overhead of segmentation. Our future work will be to combine
both these local and global approaches resulting in a hybrid approach for more
efficiency.
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