
 

Abstract—In this work a new offline signature recognition system

based on Radon Transform, Fractal Dimension (FD) and Support

Vector Machine (SVM) is presented. In the first step, projections of

original signatures along four specified directions have been

performed using radon transform. Then, FDs of four obtained

vectors are calculated to construct a feature vector for each

signature. These vectors are then fed into SVM classifier for

recognition of signatures. In order to evaluate the effectiveness of

the system several experiments are carried out. Offline signature

database from signature verification competition (SVC) 2004 is used

during all of the tests. Experimental result indicates that the

proposed method achieved high accuracy rate in signature

recognition.

Keywords—Fractal Dimension, Offline Signature Recognition,

Radon Transform, Support Vector Machine

I. INTRODUCTION

IGNATURE of a person is an important biometric

attribute of a human being and is used for authorization

purpose for decades [1-3]. While financial institutions and

other commercial organizations primarily focus on the

visual appearance of our signature for verification

purposes, Signature Recognition examines behavioral

aspects that manifest themselves when we sign our name.

Many documents such as forms and bank checks

necessitate the signing of a signature. Therefore it is essential

to recognize the signatures, with high accuracy and no time

consuming processes. A signature recognition system can be

characterized by two factors: (1) representation, which refers

to the internal description that the system extracts from each

signature of the database and (2) match scheme, which

includes the method that is used to select the best match from

the set of identities of the signature database [4]. During the

last few years, researchers have made great efforts on off-line

signature recognition. In [5], the authors used hierarchical

scheme of signature descriptors to identify a test signature. In

[6] the authors considered a set of geometric and topologic

features to map a signature image into two strings of finite

symbols. In [7], the application of active deformable models

for approximating the external shape of a signature has been

proposed.
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The authors in [8] compared different statistical methods,

using a feature extraction preprocessing, to carry out

the recognition of signatures. In another paper [9], the

performance of a signature recognition system based on

support vector machines (SVM) has been compared with a

traditional classification technique, multi-layer perceptrons

(MLP).

In this paper new offline signature recognition is presented.

In the first step, radon transform is initially applied on the

signature image with angles 0°, 45°, 90° and 135°. Then

fractal dimension of the obtained vectors is calculates and the

results are fed into SVM classifier. The simulated results

indicate that the proposed method has a high accuracy in

signature recognition.

This paper is organized as follows: Section 2 presents the

theoretical foundation of radon transform, fractal dimension

and SVM classifier. The proposed signature recognition

algorithm is explained in Sections 3. The performance

evaluation of the proposed method are provided in Section 4.

Section 5 summarizes our conclusions.

II.BACKGROUNDKNOWLEDGE FOR THEPROPOSED METHOD

Since this research is based on radon transform, fractal

dimension and SVM, they are briefly reviewed here.

A. Radon Transform

The radon transform is projections of an image matrix along

specified directions [10]. The Radon Transformation is a

fundamental tool which is used in various applications such as

radar imaging, geophysical imaging, nondestructive testing

and medical imaging [11].A projection of a two-dimensional

function f(x,y) is a set of line integrals [10]. The radon

transform computes the line integrals from multiple sources

along parallel paths, or beams, in a certain direction. The

beams are spaced 1 pixel unit apart. To represent an image, the

radon transform takes multiple, parallel-beam projections of

the image from different angles by rotating the source around

the center of the image. Projections can be computed along

any angle. In general, the Radon transform of f(x,y) is the line

integral of f parallel to the y´-axis.
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B. Fractal Dimension

Fractal dimension values indicate the complexity of a

pattern, or the quantity of information embedded in a pattern

[12]. Applications of fractal dimension have been found in

different signal processing fields. [13-17]. Several algorithms

have been proposed to compute the fractal dimension of

waveforms such as Higuchi [14], Petrosian [15] and Katz [16]

methods. Selection of FD algorithm depends on the

application [17]. Higuchi’s method presents the most accurate

estimation of the FD; but it is slower than Katz’s method.

Petrosian’s method has less accuracy in calculating FD of a

signal compared to Katz’s approach. Katz’s method is

relatively insensitive to noise [16]. In this paper, we have used

Katz’s algorithm to calculate the FD of a time series. In the

Katz’s algorithm, the FD is obtained directly from the time

series and can be defined as [16, 17]:

(3)
)/log(

)/log(

ad

aL
FD =

where L is the length of the time series, d is the distance

(Euclidean) between the first point in the time series and the

point that provides the furthest distance with respect to the

first point and a is the average distance between the two

successive data points.

C.Support Vector Machine:

The SVM is a classifier derived from statistical learning

theory initially presented in [18]. It is based on the structural

risk minimization principle (SRM). The main advantages of

SVM when used for image classification problems are: (1)

ability to work with high-dimensional data and (2) high

generalization performance without the need to add a-priori

knowledge, even when the dimension of the input space is

very high [19, 20]. The problem that SVMs try to solve is to

find an optimal hyperplane that correctly classifies data points

by separating the points of two classes as much as possible.

Fig. 1 is an example of the previous situation.

Fig. 1 An example of optimal hyperpalne.

The SVM's linearly learned decision function f(x) is described

by weight vector w, a threshold b and input patterns x.

(4)).()( bxwsignxf +=

Given a set of training vectors
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l
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belonging to two separate classes, A+ (yi = +1) and A- (yi =-

1), the SVM finds the hyperplane with maximum Euclidian

distance from the training set. According to the SRM

principle, there will be just one optimal hyperplane with the

maximal margin d, defined as the sum of distances from the

hyperplane to the closest points of the classes. This linear

classifier threshold is the optimal separating

hyperplane.Graphically the support vectors are the set of

points that mark the border of the class. This approach is valid

whenever the set of points of the two classes are linearly

separable. Nevertheless in real data this is usually not the case.

In order to work with non-linear decision boundaries the key

idea is to transform xi to a higher dimension space using a

transformation function φ , so that in this new space the

samples can be linearly divided. SVM solve these problems

using kernels. The relationship between the kernels function K

and φ is:

(5))()(),( jiji xxxxk φφ=

Intuitively, ),( yxk represents the desired notion of

similarity between data x and y. ),( yxk needs to satisfy a

technical condition (Mercer condition) in order for φ to exist.

An example of a kernel function is the Gaussian kernel, which

is defined as

(6)
22
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When working with a Gaussian kernel, σ represents the

standard deviation, and ideally should represent the minimum

distance between any two elements of two different classes.

As it can be seen when constructing a SVM based on a

Gaussian kernel, the only value that needs to be defined is σ .

When working with kernels, in general it would not be

possible to obtain w. Nevertheless SVM can be still be used.

NS being the number of support vectors of the training set, the

decision function can be expressed as

(7)
1 1
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two classes, SVM can be generalized to a set of C classes. In

this case each one of the classes will be trained against the rest

C–1 classes, reducing the problem to a 2-class classification

problem.

III. PROPOSED SIGNATURE RECOGNITION METHOD

The proposed signature recognition method consists of

three steps described below:

Step1: In the first step, the 2D Radon transformation is

applied on the signature image in order to projection of the

image intensity along a radial line oriented at a specific angle.

The projection of the 2D function ),( yxf has been

performed in =α 0°, 45°, 90° and 135° directions according

to equation (1). By using this transformation four vectors are

obtained from the original image.

Step 2: Feature extraction is often one of the most important

parts of any automated recognition system. If the qualities of
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extracted from this stage are poor, then the remaining stages of

the system cannot perform to their full potential. In this stage,

the fractal dimensions of the obtained vectors are calculated in

a sliding window using equation (3). This technique has been

used as a powerful tool for monitoring structure variations

along the signal as the change in the signal characteristics are

reflected on the fractal dimension of the signal. The calculated

fractal dimensions are used as a feature for signature

recognition.

Step 3:  As it mentioned before, the SVM is a new

classification technique in the field of statistical learning

theory which has been applied with success in pattern

recognition applications. In this step, a SVM classifier has

been used for signature recognition system. The calculated

fractal dimensions are fed into the SVM classifier.

IV. PERFORMANCE EVALUATION

Algorithms of the proposed method were implemented

using MATLAB from Math Works, Inc. The performance of

these techniques was evaluated using the database can be

found in [21]. Each database has 40 sets of signature data. For

each set, there are 20 genuine signatures from one signature

contributor. 12 signatures from each set, which make a total of

480 signatures, have been used for training the signature

recognition system. Five original signatures per user, which

make a total of 40 signatures, constitute the testing set.

Besides, we test the SVM classification performances with

different kernels. 

The sample signatures of five people have been shown in

Fig. 2. In the proposed method, the 2D Radon transformation

is initially applied on the signature image shown in Fig. 2.a in

=α 0°, 45°, 90° and 135° directions according to equation

(1) and the results are shown in Fig. 3. In feature extraction

stage, the fractal dimensions of the obtained vectors are

calculated in a sliding window with the length of 40 samples

using Katz method.  Fig. 4 demonstrates the computed fractal

dimension. Since the dimension of a plane is equal to 2 and

the dimension of a line is equal to 1, we can expect that the

calculated FD will always be between 1 and 2.

a) the first class

b) the second class

c) the third class

d) the fourth class

e) the fifth class

Fig. 2 The sample signatures of five people
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Fig. 4 The Computed Fractal Dimension of the signal shown in

                                                Fig. 3

are used as defined below [22]:

      ,
N

N
TPR t=                 ,

N

N
FPR

f
= (8)

where Nt, Nf and N represent number of true, falsely  detected

method using different kernels. 

method has a better accuracy when order 4 polynomial 

TABLE I

CLASSIFICATION RESULT USING LINEAR KERNEL

Class 1 Class 2 Class 3 Class 4 Class5

TPR

(%)
90 82.5 67.5 92.5 87.5

FPR

(%)
12.5 12.5 20 7.5 15

TABLE II

CLASSIFICATION RESULT USING POLYNOMIAL KERNEL

Class 1 Class 2 Class 3 Class 4 Class5

TPR (%) 97.5 95 95 78.5 92.5

FPR (%) 5 7.5 5 17.5 10

TABLE III

CLASSIFICATION RESULT USING RADIAL BASIS FUNCTION KERNEL

Class 1 Class 2 Class 3 Class 4 Class5

TPR

(%)
52.5 65 62.5 75 57.5

FPR

(%)
35 25 32.5 22.5 35

V.CONCLUSIONS AND FUTURE WORK

Signature recognition is a difficult pattern recognition

problem. In this paper a new signature recognition system

based on Radon Transform, Fractal Dimension (FD) and

Support Vector Machine (SVM) has been introduced. The

performance of the proposed method was evaluated using

SVC database. Simulation results indicated proposed method

is promising in signature recognition. In addition, the SVM

classification performances have been evaluated with different

kernels. By the fact that the approach shown in this paper

seems to be effective, it could be validated on a large signature

database where several types of signatures can be taken into

account.

Further perspectives and attractive challenges for future

research lie in two aspects: how to extract more effective

features and how to combine SVM-based classifier with other

signature recognition methods.
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