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ABSTRACT

We gathered more than 1130 high-resolution optical spectra for more than 250 Galactic classical Cepheids. The spectra were collected with
the optical spectrographs UVES at VLT, HARPS at 3.6 m, FEROS at 2.2 m MPG/ESO, and STELLA. To improve the effective temperature
estimates, we present more than 150 new line depth ratio (LDR) calibrations that together with similar calibrations already available in the
literature allowed us to cover a broad range in wavelength (5348 ≤ λ ≤ 8427 Å) and in effective temperature (3500 ≤ Teff ≤ 7700 K). This gives us
the unique opportunity to cover both the hottest and coolest phases along the Cepheid pulsation cycle and to limit the intrinsic error on individual
measurements at the level of ∼100 K. As a consequence of the high signal-to-noise ratio of individual spectra, we identified and measured hundreds
of neutral and ionized lines of heavy elements, and in turn, have the opportunity to trace the variation of both surface gravity and microturbulent
velocity along the pulsation cycle. The accuracy of the physical parameters and the number of Fe i (more than one hundred) and Fe ii (more than
ten) lines measured allowed us to estimate mean iron abundances with a precision better than 0.1 dex. We focus on 14 calibrating Cepheids for
which the current spectra cover either the entire or a significant portion of the pulsation cycle. The current estimates of the variation of the physical
parameters along the pulsation cycle and of the iron abundances agree very well with similar estimates available in the literature. Independent
homogeneous estimates of both physical parameters and metal abundances based on different approaches that can constrain possible systematics
are highly encouraged.
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1. Introduction

Radially variable stars played a crucial role in the transition from
qualitative to quantitative astrophysics. The reasons are mani-
fold. They are simultaneously excellent primary distance indi-
cators and very robust stellar tracers. The most popular of these
stars are (i) RR Lyrae: old (t > 10 Gyr), low-mass stars; (ii)
Mira: intermediate-age (from a few hundred Myr to several Gyr)
stars; and (iii) classical Cepheids: young (from tens of Myr to a
few hundred Myr) stars. Pulsation and evolutionary observables
have been adopted for more than one century to constrain Galac-
tic stellar populations (Baade 1958) and, in particular, to improve
our knowledge of the physical mechanisms driving their pulsa-
tion properties and evolution (Kraft 1957; Preston 1964; Preston
et al. 1965; Wallerstein 1972, 1979).

⋆ Partly based on observations made with ESO Telescopes at the La
Silla/Paranal Observatories under program IDs: 072.D-0419, 073.D-
0136 and 190.D-0237 for HARPS spectra; 084.B-0029, 087.A-9013,
074.D-0008, 075.D-0676 and 60.A-9120 for FEROS spectra; 081.D-
0928, 082.D-0901, 089.D-0767 and 093.D-0816 for UVES spectra.
⋆⋆Partly based on data obtained with the STELLA Robotic Observa-

tory in Tenerife, an AIP facility jointly operated by AIP and IAC.
⋆⋆⋆Tables 3–5 are only available at the CDS via anony-

mous ftp to cdsarc.u-strasbg.fr (130.79.128.5) or via
http://cdsarc.u-strasbg.fr/viz-bin/qcat?J/A+A/616/A82

In this context, classical Cepheids (CCs) have been the cross-
road of a paramount theoretical effort (Bono et al. 1999a,b;
Fiorentino et al. 2007; Marconi et al. 2005; Anderson et al. 2016)
and observational (Riess et al. 2016; Freedman & Madore 2010;
Gieren et al. 2013; Pietrzyński et al. 2013; Soszyński et al. 2017).
These stars are the most popular primary distance indicators used
to calibrate secondary indicators and to estimate the Hubble con-
stant. Classical Cepheids are bright (−2 ≤ MV ≤ −7 mag) and
recent photometric investigations based on ground-based and/or
space facilities provide accurate mean magnitudes for Cepheids
located in external galaxies in the Local Group and in the Local
Volume (Bono et al. 2010; Macri et al. 2015; Hoffmann et al.
2016, and references therein).

However, the spectroscopic investigations are lagging, and
indeed they have been mainly focused on Galactic Cepheids
(Luck et al. 2011; Luck & Lambert 2011; Wallerstein et al.
2015; Genovali et al. 2014, 2015; Lemasle et al. 2013; da Silva
et al. 2016, and references therein) and on a few nearby
stellar systems such as the Magellanic Clouds (Luck et al. 1998,
Romaniello et al. 2008; Lemasle et al. 2017). Classical Cepheids
are also excellent physics laboratories, and indeed they have
been used to investigate their dynamical properties along the
pulsation cycle. They have been investigated both in the opti-
cal (Struve 1944; Kraft 1956) and near-infrared (NIR) regime
(Sasselov et al. 1989; Sasselov & Lester 1990b). More recently,
they have also been studied by Nardetto et al. (2009) to constrain
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the variation of the projection factor in a very exhaustive paper
by Wallerstein et al. (2015) and in the validation of the quasi-
static approximation by Vasilyev et al. (2017, 2018).

The elemental abundances are in a positive status since
we are approaching an almost complete spectroscopic census
of the currently known Galactic Cepheids (∼450) based on
high-resolution and high signal-to-noise (S/N) optical spectra
(Bono et al., in prep.). Our group has been involved in a long-
term project (DYONISOS) aimed at providing a homogeneous
metallicity scale for field and cluster Galactic and Magellanic
Cepheids. The current analyses mainly rely on the classical
quasi-static approximation, in which the spectra of a CC, ran-
domly collected along the pulsation cycle, are approximated
with the physical properties of a static star with similar effective
temperature, surface gravity, and microturbulent velocity.

One of the key problems in dealing with spectroscopy of
variable stars in the Cepheid instability strip is that the effec-
tive temperature, when moving from minimum to maximum
light, changes by roughly 1000 K. At the same time, the surface
gravity also changes by up to 0.8–0.9 dex. These variations are
correlated with the luminosity amplitude. The quasi-static ap-
proximation becomes more severe in dealing with spectra col-
lected across pulsation phases affected by nonlinear phenomena
(formation and propagation of shocks), i.e., the phases along the
rising branch or just before maximum compression. Bono et al.
(2000b) provide a detailed discussion concerning these phenom-
ena and their interplay with the Hertzsprung progression.

The effective temperature of CCs can be estimated using
color-temperature relations, but this approach requires very ac-
curate optical and NIR photometry. Moreover, this approach is
prone to possible systematics introduced by reddening uncer-
tainties and/or metallicity dependence. A very promising inde-
pendent approach has been recently provided by Kervella et al.
(2004) and Mérand et al. (2015) using optical and NIR inter-
ferometric measurements of the diameter of nearby CCs. The
same applies to the infrared surface brightness (IRSB) method
by Storm et al. (2011a, b) and by Groenewegen (2008) using op-
tical and NIR photometry and radial velocities to constrain the
angular diameter variations. In this context, a temperature di-
agnostic that appears very robust is the line depth ratio (LDR).
It relies on plain physical assumptions: the depth ratio of sev-
eral pairs of absorption lines is strongly correlated with the
effective temperature. To minimize the dependence of the abun-
dance on the surface gravity and possible uncertainties in the con-
tinuum location, the lines forming these pairs should come from
the same (or a similar) element, have similar wavelengths, be
weak, nonsaturated, and come from neutral species (Gray 2005).

The use of the LDR method to estimate the effective
temperature of CCs was pioneered by several authors, i.e.,
Sasselov & Lester (1990a), Krockenberger et al. (1998),
Kovtyukh & Gorlova (2000; hereinafter KG00), and by
Kovtyukh et al. (2003b; hereinafter K03). In particular, KG00
provided a set of calibrations based on 32 pairs of lines. The
K03 work provided 105 new LDR calibrations using more
than 180 FGK main sequence stars covering ∼1 dex in iron
abundance (−0.5 ≤ [Fe/H] ≤ 0.5) and for which high-resolution
(R∼ 42 000), high S/N spectra were available together with
accurate trigonometric parallaxes from HIPPARCOS and effective
temperature estimates with an accuracy on the order of 1%.
Subsequently, Kovtyukh (2007; hereinafter K07) obtained a set
of 131 LDR calibrations using 161 FGK supergiants, increasing
the valid range in temperature to about 3600–7800 K (F0 I-
K5 I). The equivalent width (EW) measurements of each pair
provide an independent estimate of the effective temperature.

These LDRs have been very successful and have been used
in many recent spectroscopic investigations of CCs (e.g.,
Andrievsky et al. 2002a, b; Lemasle et al. 2007, 2008; Genovali
et al. 2013, 2014) with a typical precision on the order of 150 K.

The main aim of this investigation is to provide new and
homogeneous estimates of the intrinsic parameters (effective
temperature, surface gravity, and microturbulent velocity) for
CCs and to constrain their impact on the iron abundance.
The key advantage of the current investigation when compared
with similar analyses available in the literature is that we are
dealing with 14 calibrating CCs covering a broad range in pul-
sation period (0.53 ≤ log P ≤ 1.62) and in metal abundance
(−0.11 ≤ [Fe/H] ≤ 0.35 dex). The current sample was defined as
calibrating CCs, since the optical high-resolution spectra cover
the pulsation cycle either fully or for the most part. Indeed, the
number of spectra per object range from five (XX Sgr) to more
than one hundred (ζ Gem).

The structure of the paper is the following. In Sect. 2 we
present the entire spectroscopic dataset and we discuss the S/N
and wavelength range covered by the spectra. In Sect. 3 we
discuss the strategies adopted to pre-reduce and calibrate the
spectra. Section 3 deals with the adopted line lists and the ap-
proach adopted to measure the EWs. In Sect. 4 we discuss the
determination of the atmospheric parameters and radial veloci-
ties, including the LDR calibrations used to derive the effective
temperature and their validity range. The determination of the
iron abundances is presented in Sect. 5, and the variations along
the pulsation cycle are discussed in Sect. 6. The summary of the
results and future perspective of this project are given in Sect. 7.

2. Spectroscopic datasets

The spectroscopic datasets partly analyzed in the current paper,
and that will be used for a new series of papers, are spectra
collected at three different telescopes of the European Southern
Observatory (ESO): the Ultraviolet and Visual Echelle Spectro-
graph (UVES; Dekker et al. 2000) at the Very Large Telescope,
the High Accuracy Radial velocity Planet Searcher (HARPS;
Mayor et al. 2003) at the 3.6 m, and the Fiber-fed Extended
Range Optical Spectrograph (FEROS; Kaufer et al. 1999) at the
2.2 m MPG/ESO. A list of CCs was defined for the three spectro-
graphs and the related spectra were downloaded from the ESO
archive, forming the datasets UVES TS (for this study, 32 spec-
tra, 3 targets), HARPS (199 spectra, 9 targets), and FEROS TS
(486 spectra, 169 targets).

The quoted spectra were complemented with spectra col-
lected by Inno et al. (ID: 093.D-0816, dataset UVES IN, 154
spectra, 46 targets), Kovtyukh et al. (2016, dataset UVES KO, 9
spectra, 1 target, and dataset FEROS KO, 2 spectra, 2 targets),
Genovali et al. (2015, dataset UVES GE, 120 spectra, 73 tar-
gets). We also included 134 high-resolution spectra for 5 tar-
gets collected with the STELLA Echelle Spectrograph (SES;
Strassmeier et al. 2004, 2010). As a whole, we ended up with
1136 high-resolution spectra for 251 Cepheids, explicitly ac-
counting for the multiplicity of objects among the different
spectrographs.

The spectral resolution of the quoted spectrographs for the
instrument settings used are R ∼ 40 000 (UVES), R ∼ 115 000
(HARPS), R ∼ 48 000 (FEROS), and R ∼ 55 000 (STELLA).
The corresponding wavelength ranges for our sample are
(i) UVES: ∼3050–3870 Å; ∼3760–4985 Å, ∼5684–7520 Å,
∼7663–9458 Å; ∼4786–5750 Å, ∼5833–6806 Å; ∼4980–
5952 Å, ∼6035–7002 Å; ∼6700–8523 Å, ∼8659–10 422 Å;
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(ii) HARPS: ∼3781–5304 Å, ∼5337–6912 Å; (iii) FEROS:
∼4000–9216 Å; and (iv) STELLA: ∼3872–8813 Å.

The current spectroscopic dataset can be divided into three
different subgroups:
(1) Calibrating Cepheids:

(a) Phase dependence – For 14 targets in our sample the
spectra cover either a significant part or the entire pulsa-
tion cycle. This is the subsample of CCs that we analyze
in the present paper and that we adopt to constrain the ac-
curacy of the intrinsic parameters and, in particular, their
impact on the iron abundance. We note that the bulk of
CCs are strictly periodic on long evolutionary timescales.
This means that we take advantage of the strict periodic-
ity in cyclic variations.

(b) Cluster Cepheids – Our sample includes 14 CCs that are
candidate cluster variables. The number of spectra per
target ranges from 1 to more than 100. These targets will
be adopted to link field and cluster CCs on the same
metallicity scale.

(2) Cepheids with new iron abundances: This subgroup includes
roughly 50 Cepheids for which we secured high-resolution
UVES spectra and for which no metallicity estimate is avail-
able in the literature. The number of spectra per target ranges
from 1 to more than 50.

(3) Cepheids with homogeneous iron abundances: We derive ho-
mogeneous iron abundances based on high-resolution spec-
tra for 216 CCs. The number of spectra per target ranges
from 1 to almost 50.

In the current investigation we focus on the 14 calibrating
CCs with multi-epoch spectroscopic measurements. Details on
the number of spectra are given in Table 1. The spectra of
EV Sct and X Sgr were initially included in our analysis,
but excluded afterward. In a detailed spectroscopic investiga-
tion based on high-resolution spectra, Kovtyukh & Andrievsky
(1999) found that EV Sct shows strong line asymmetries and
even split lines. They suggested that this object might be a bi-
nary system with two short period Cepheids in spite of the
observed phase coherence. Concerning X Sgr, Mathias et al.
(2006), on the basis of both optical and NIR high-resolution
spectroscopy, found strong dynamical variations in the outer-
most layers. Moreover, optical and NIR interferometric data
(Li Causi et al. 2013; Gallenne et al. 2014) showed evi-
dence of a possible companion, which is also suggested by
the orbital velocity curve determined by Feast et al. (2008).
Szabados (1990, 2003), Evans (1992), and Groenewegen (2008)
provide a more detailed discussion. These two CCs were also
included in the list of candidate nonradial pulsators by Kovtyukh
et al. (2003a).

3. Data reduction and analysis

The spectra have to be prepared for the later analysis by doing
an initial pre-reduction (up to the wavelength calibration step).
The spectra from UVES and HARPS (Phase 3) were already pre-
reduced by their own pipeline. The FEROS spectra were reduced
with a modified version of the FEROS Data Reduction System
(DRS) pipeline developed by one of us (J. Pritchard). Several
FEROS spectra taken before 2004 could not be reduced because
of a change in the detector software architecture from the Bror-
felde Image Acquisition System (BIAS) controller to the Fast
Imager Electronic Readout Assemby (FIERA) and therefore a
different file structure. The current FEROS sample includes 355
spectra; the remaining 133 are not yet included in the analysis.

The next step, the continuum normalization, was required
for UVES (except UVES GE, already continuum normalized),
HARPS, and FEROS. Before the normalization, UVES and
HARPS spectra were split into blue and red spectral parts owing
to the big central gap present therein. The continuum normal-
ization was performed using the Image Reduction and Analysis
Facility (IRAF1) by fitting cubic spline functions‘ to a set of con-
tinuum windows visually selected in the spectra. For UVES and
HARPS spectra we normally used first order functions, but for
FEROS spectra high-order (20–50) cubic spline functions were
required given their large wavelength range.

The radial velocity of the objects was determined using
IRAF by cross-correlating the target spectrum with an ob-
served solar template spectrum in the rest frame (Solar Flux
Atlas; Kurucz et al. 1984) degraded to the UVES resolution. The
UVES GE spectra were already in the rest frame and served as
templates. For FEROS spectra, because of possible contamina-
tion due to bleeding during the wavelength calibration (François
et al. 2006), we preferred to adopt the radial velocities derived by
the routine used to measure the EWs (see Sect. 3). For STELLA
spectra, the radial velocities come directly from the STELLA re-
duction pipeline (Weber et al. 2012), which is based on IRAF.
It performs the standard data reduction steps including scattered
light removal and continuum normalization. The radial veloc-
ities are based on cross-correlation with a synthetic template
spectrum. In the case of Cepheids a G-type star template was
used. The resulting radial velocities have estimated uncertainties
of about 0.2 km s−1.

The spectra were examined for EW measurements by check-
ing the S/N in various continuum regions in the spectra. From the
preliminary S/N estimates derived from these blocks in combina-
tion with a visual check, the spectra were classified as low, inter-
mediate, or high-quality exposures, and the usability for further
analysis, especially the metallicity determination, was evaluated.
The UVES GE sample has already been marked with sufficient
S/N by the original authors. The UVES KO and UVES IN S/Ns
could be taken directly from the ESO archive. For FEROS the
S/Ns range from 25 to 475, for HARPS they are between 145
and 400, and for UVES TS they cover a range between 235 and
480. We noticed that many of the FEROS spectra have been clas-
sified as low-quality exposures, and have thus not been included
in the metallicity and effective temperature determination. Ex-
amples of HARPS, UVES, FEROS, and STELLA spectra of dif-
ferent metallicities and with different S/N estimates (measured
around 6000 Å) are depicted in Fig. 1.

The EWs were measured using the Automatic Routine for
line Equivalent widths in stellar Spectra (ARES; Sousa et al.
2007, 2015). First, a global set of common input parameters was
used, and then the parameters were individually adjusted, giving
better fits of the spectral line profiles. As mentioned in Sect. 3,
ARES also performs an automatic estimate of the radial velocity,
whose values were used in the case of FEROS spectra.

Three line lists were created:
(a) one built by combining four individual line lists received

from Kovtyukh and used to derive the effective temperature
(Teff) of the objects (153 lines);

(b) one from Genovali et al. (2013), complemented with
the Gaia-ESO Survey (GES, Gilmore et al. 2012; Randich
et al. 2013), and cross-checked with the Vienna Atomic Line
Database (VALD3, Ryabchikova et al. 2015), containing iron
features (615 lines);

1 Distributed by the National Optical Astronomy Observatories
(NOAO), USA.
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Table 1. Calibrating Cepheids for which high-resolution spectra cover either a substantial fraction or the entire pulsation cycle.

Name Ra
G ± σ (pc) αICRS δICRS Periodb (days) T b

0 − 2 400 000 (days) [Fe/H]a
lit ± σ NF NH NU NS Ntot

V340 Ara 4657 ± 427 16:45:19.112 −51:20:33.393 20.80876 44 881.2740 0.33 ± 0.09 26 ... 6 ... 32
η Aql 7750 ± 452 19:52:28.368 +01:00:20.370 7.17679 43 368.8611 0.14 ± 0.02 ... ... ... 11 11
S Cru 7593 ± 451 12:54:21.998 −58:25:50.214 4.68973 44 301.5560 0.08 ± 0.10 1 12 ... ... 13
β Dor 7936 ± 451 05:33:37.517 −62:29:23.369 9.84308 47 913.0970 −0.06 ± 0.10 ... 46 ... ... 46
ζ Gem 8273 ± 452 07:04:06.531 +20:34:13.074 10.15072 50 139.4010 −0.11 ± 0.10 ... 47 ... 81 128
Y Oph 7141 ± 452 17:52:38.702 −06:08:36.870 17.12415 44 083.4490 0.12 ± 0.04 ... 8 ... ... 8
RS Pup 8585 ± 444 08:13:04.216 −34:34:42.696 41.44002 53 014.2808 0.21 ± 0.10 ... 15 ... ... 15
UZ Sct 5309 ± 448 18:31:22.368 −12:55:43.350 14.7482 45 496.3631 0.33 ± 0.08 28 ... 6 ... 34
AV Sgr 5980 ± 454 18:04:48.780 −22:43:56.600 15.41153 53 109.1989 0.35 ± 0.17 28 ... 5 ... 33
VY Sgr 5862 ± 453 18:12:04.568 −20:42:14.580 13.55845 50 891.6007 0.33 ± 0.12 30 ... 4 ... 34
XX Sgr 6706 ± 453 18:24:44.501 −16:47:49.816 6.42414 44 822.6740 −0.01 ± 0.06 ... ... 5 ... 5
Y Sgr 7483 ± 452 18:21:22.986 −18:51:36.002 5.77335 40 762.4310 0.11 ± 0.03 ... 20 ... 3 23
R TrA 7519 ± 451 15:19:45.713 −66:29:45.742 3.38924 52 365.1127 0.16 ± 0.11 1 14 ... ... 15
RZ Vel 8249 ± 445 08:37:01.303 −44:06:52.848 20.39689 45 003.4620 0.19 ± 0.10 1 11 ... ... 12

Notes. From left to right the columns give the name, galactocentric distance, right ascension, declination, pulsation period, and zero-phase reference
epoch of maximum light in the V band. Column 7 lists the iron abundance available in the literature. Columns 8–11 show the number of optical
spectra used for each spectrograph: NF, FEROS; NH, HARPS; NU, UVES; NS, STELLA. The last column lists the total number of spectra per
target.
References. (a)Genovali et al. (2014); (b)this investigation.

(c) one from Genovali et al. (2015) and da Silva et al. (2016)
including lines belonging to other elements (113 lines, α, s,
and r elements).

The atomic lines used for effective temperature determination
are listed in Table 3. The line list of the other elements will be
discussed in a forthcoming paper.

4. Atmospheric parameters

4.1. New and old LDR calibrations

Although being widely used, the LDRs by KG00 are based on
polynomial relations hampered by a limited range in effective
temperature (4700–6700 K) and in wavelength (5670–6850 Å).
The former limitation affects the accuracy when dealing with
spectra collected across the hottest pulsation phases; the latter
affects the accuracy when dealing with spectra that have higher
S/N in redder wavelengths (λ > 6500 Å). For this reason, K07
extended the number of calibrations to a total of 131 pairs of
lines located in the wavelength range between 5348 and 6768 Å.
The key advantage of the new LDRs is that they allow effective
temperature estimates up to 7800 K.

To further improve the range in wavelength covered by the
LDR calibrations, one of us (V. Kovtyukh) identified 151 new
pairs of lines. Here we publish these new calibrations, which
are based on effective temperatures estimated by K07. These au-
thors fixed the temperature scale using nonvariable supergiants
for which the effective temperature was already available in the
literature using independent approaches. Subsequently, they ap-
plied the new temperature scale to classical Cepheids and they
only retained the LDRs for which the standard deviation was
smaller than 110 K.

In case the same pair appears in different calibrations, we
always selected the most recent. All in all we ended up with 257
pairs of lines ranging from 5348 to 8427 Å and covering the
temperature range from 3500 to 7700 K. To our knowledge this
is the most complete list of LDRs ever compiled for F-K spectral
type stars. Moreover, as shown in Fig. 2, the standard deviations
of the effective temperature determinations are clearly reduced

with the increasing number of calibrations. The figure shows the
results for the HARPS sample, but it is also valid for the other
samples.

We are dealing therefore with three different sets of LDR
calibrations:
(a) KG00: 32 calibrations;
(b) K07: 131 calibrations (the analytical functions are shown in

the present work for the first time);
(c) K18 (this investigation): 151 new calibrations.
From the 257 calibrations (multiplicity removed), based on 153
lines, 257 independent estimates of the effective temperature
could be obtained. Table 3 contains an excerpt of the list of the
analytical relations for the LDRs used in this investigation. The
complete table is available in electronic form at the CDS.

4.2. Effective temperature estimation

Several calibrations were removed since they provide effective
temperatures that are significantly different from the bulk of
the LDRs. Such outliers in the temperature distribution may be
caused either by blends in the specific pair or by limited S/N.
Each calibration also has a certain range of validity where the
LDR can be used. For many of our sample stars we did not have
a previous estimate of their effective temperature, therefore, we
performed an iterative process. In each iteration, the calibrations
had to pass a sigma clipping and were then accepted only if a
defined interval around the median temperature was overlapping
with the temperature range of the calibration. The clippings were
stopped when no more calibrations were cut.

Once the clippings were finished, the mean and median tem-
perature was computed from the remaining values. The num-
ber of calibrations that survived the sigma clipping was typically
high (∼100) such that a solid statistical basis was present and the
standard deviations were relatively low (<100 K) for most of the
spectra.

We performed a number of numerical simulations assuming
no sigma clipping and we found that the mean/median values
are minimally affected, while the standard deviation increases
to ∼150 K. The approach we adopted to estimate the effective
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Fig. 1. Examples of high-resolution spectra for various calibrating classical Cepheids collected with the spectrographs HARPS, UVES, FEROS,
and STELLA. The vertical lines indicate the position either of iron lines only used for the metallicity determination (dashed) or of lines also
adopted in the LDR method (solid). The name of the Cepheid, its mean metallicity, phase, and S/N of these example spectra around 6000 Å are
also labeled.

temperature for the individual spectra can be summarized as
follows:
(a) Take all available LDR calibrations and calculate individual

effective temperatures.
(b) Calculate the effective temperature mean/median/σ.
(c) If the effective temperature of a given LDR calibration is out

of 2σ from the median and σ > 100 K, discard the LDR; if
no LDR calibration is discarded go to (d), otherwise go back
to (b).

(d) Check if the median value is within the validity range of
the calibrations; discard all the LDR calibrations that do not
cover the derived median; if no LDR calibration is discarded
go to (e), otherwise go back to (b).

(e) Calculate the final mean/median/σ.
Table 4 contains an excerpt of the median values of effec-
tive temperatures and standard deviations, together with other
parameters, derived for individual spectra of the calibrating
Cepheids. Table 5 contains an excerpt of the list of spectra
for which the effective temperature could not be estimated,
as explained in Sect. 3. The complete tables are available in
electronic form at the CDS.

In order to validate the effective temperature estimates based
on the new sets of LDRs, we performed a detailed comparison
with similar estimates available in the literature. The top panel

of Fig. 3 shows the comparison between the current effective
temperature amplitude (∆Teff = Teff

max − Teff
min) and similar es-

timates for 60 Galactic Cepheids for which Storm et al. (2011a;
hereinafter S11) applied the IRSB method to estimate individual
distances and intrinsic parameters. We estimated the ∆Teff by fit-
ting the effective temperature curves with sinusoidal functions.
Cepheids for which the phase coverage is not optimal (Y Oph,
UZ Sct, AV Sgr, and XX Sgr) are indicated with black crosses.
The vertical error bars show the standard deviations on the fitted
functions. Typical error bars on the ∆Teff values from S11 are
smaller than the symbol size. Data plotted in this panel show the
typical V-shape distribution (Bono et al. 2000a), i.e., pulsation
amplitudes display a well-defined minimum across the so-called
Hertzsprung progression (log P ∼ 1.0, Bono et al. 2000b). The
agreement between the two data sets is very good in the period
range in common.

We also compared the current ∆Teff estimates with similar
evaluations provided by Pel (1978) using multiband Walraven
photometry (bottom panel of Fig. 3). We note that CCs identi-
fied by the author as having known or suspected companions, or
having other peculiarities, were not included in the figure. The
agreement is once again good over the entire period range in
common. We note that this approach is only based on photomet-
ric measurements.
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Fig. 2. Standard deviations of the effective temperature estimates for the
199 HARPS spectra. Top panel: entire set of 257 LDR calibrations used
in the current investigation (KG00 ∩ K07 ∩ K18) is compared with the
32 calibrations provided by KG00. Bottom panel: same as in top panel,
but the comparison is between this study and the calibrations provided
by KG00 ∩ K07.

4.3. Surface gravity and microturbulent velocity

The surface gravity (log g) was derived through the ionization
equilibrium between Fe i and Fe ii lines and the microturbulent
velocity (υt) was derived by minimizing the slope in the [Fe i/h]
versus EW plot. This means that the log g value is changed un-
til the Fe i and Fe ii lines provide the same abundance, within
the errors, while the υt value is changed until the dependence of
the derived abundances on the EWs is removed. Indeed, weak
and strong lines are supposed to provide the same elemental
abundance. In the iterative procedure, the Teff values (derived
as described in Sect. 4.2) are kept fixed, and the log g and
υt values are changed until the aforementioned conditions are
satisfied.

For the determination of these parameters, we used the
MOOG LTE radiative code (Sneden 2002) applied to model
atmospheres derived by interpolation in the grid of Castelli &
Kurucz (2004). We did not perform a specific test to constrain
the difference when using different grids of atmosphere mod-
els. However, recent detailed results available in the literature
(Heiter & Eriksson 2006; Gustafsson et al. 2008) support a very
good agreement in the spectral range (F-K) typical of classical
Cepheids. The standard solar abundances adopted by the MOOG
code (version of July 2014) come from Asplund et al. (2009). Al-
though they have been recently revised by Grevesse et al. (2015)
and by Scott et al. (2015a, b), we decided to use the abundances
from Asplund et al. (2009) for consistency with our previous
spectroscopic analyses.

Table 2 lists the weighted mean of the surface gravity and mi-
croturbulent velocity computed for the 14 calibrating Cepheids
using the multiple values listed in Table 4. In that table, the un-
certainties on the individual estimates of log g and υt are not
listed, but they are expected to be on the order of ∼0.3 dex and
∼0.5 km s−1, respectively (see Genovali et al. 2014). In Table 2,
the uncertainty on the weighted mean is shown.

In the top panel of Fig. 4 we show the comparison among the
current surface gravity amplitudes (∆log g) and similar estimates
by Pel (1978) and by S11. As in Fig. 3, stars from Pel (1978) with
known or suspected companions, or having other peculiarities,

were not included. The three different datasets agree very well
within the errors. We note that the two Cepheids with larger sur-
face gravity amplitudes (UZ Sct and AV Sgr) are among those
for which the phase coverage is not optimal. The bottom panel
of the same figure shows the comparison between the current mi-
croturbulent velocity amplitudes and similar estimates provided
by Luck & Lambert (2011; hereinafter LL11) for Cepheids with
multiple measurements. The two datasets agree very well once
we take account of the fact that several targets in the LL11 sam-
ple only have a few spectra. The same applies for the targets for
which we do not have an optimal phase coverage. The surface
gravity and microturbulent velocity amplitudes will be discussed
in more detail in a forthcoming paper (Urbaneja et al., in prep.)
using an independent spectroscopic approach.

4.4. Radial velocity estimates

Radial velocity measurements were performed for the entire
spectroscopic dataset, i.e., we also included the spectra for which
the S/N was not good enough for the spectroscopic analysis.
The radial velocity curves as a function of the pulsation phase
are shown in Fig. 5. Typical radial velocity errors are around
0.1 km s−1, and normally smaller than 0.5 km s−1, which is often
smaller than the symbol size in the figure. The pulsation phase
corresponding to each observed spectrum has been computed
on the basis of the pulsation period and the photometric data
(V band) available in the literature (Groenewegen 2008; Storm
et al. 2011a). However, in most cases the time span between
the photometric and spectroscopic observation is larger than 30
years. On such long timescales, Cepheids change their period
owing to evolutionary effects, and by using an outdated period
we would introduce a scatter in the folded curves. In order to
avoid this effect, we combined the photometric and spectro-
scopic data to compute a more accurate period by using a gen-
eralized Lomb-Scargle algorithm. The new periods are listed in
Table 1, together with the zero-phase reference epoch (T0) cor-
responding to maximum light in the V band.

To validate the radial velocity amplitudes estimated for the
calibrating Cepheids, Fig. 6 shows the comparison between the
current values and those provided by S11 for IRSB Galactic
Cepheids. We note that only two stars (Y Oph and XX Sgr) are
indicated with black crosses because the phase coverage is bet-
ter in the RV plots. The two datasets agree very well over the
entire period range and display the expected V-shape across the
Hertzsprung progression (log P ∼ 1.0). In this context, we would
like to draw the attention to a small sample of Cepheids with
periods ranging from log P ∼ 1.1 to log P ∼ 1.6 that, at fixed
period, display radial velocity amplitudes that are on average a
factor of two smaller than the bulk of Cepheids. One possible
culprit could be the metallicity, since there is preliminary evi-
dence that the amplitudes might decrease when moving into the
more metal-poor regime (see Fig. 11 in Genovali et al. 2014).
The quality and homogeneity of the spectra we are collecting
will allow us, on a timescale of a few years, to provide more
quantitative constraints on this working hypothesis.

5. Iron abundance determinations

The output file of the MOOG code provides the iron abun-
dance for each one of the Fe i and Fe ii lines passed as
input. The current estimates, when compared with similar es-
timates available in the literature, present several advantages:
(i) Our sample has between 5 and more than 100 spectra per
star. This is the reason why the current mean iron abundances
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Table 2. Mean parameters derived for the calibrating Cepheids.

Name 〈Teff〉 ± σ (K) 〈log g〉 ± σ 〈υt〉 ± σ (km s−1) [Fe i/H] ± σ [Fe ii/H] ± σ [Fe/H] ± σ (std) Nspec

V340 Ara 5293 ± 42 1.14 ± 0.11 4.77 ± 0.19 0.24 ± 0.07 0.22 ± 0.05 0.23 ± 0.04 (0.07) 7
η Aql 5479 ± 39 1.11 ± 0.09 3.43 ± 0.15 0.26 ± 0.05 0.23 ± 0.03 0.24 ± 0.03 (0.09) 11
S Cru 6014 ± 21 1.64 ± 0.08 3.08 ± 0.14 0.09 ± 0.03 0.08 ± 0.04 0.09 ± 0.03 (0.04) 13
β Dor 5557 ± 13 1.35 ± 0.04 3.78 ± 0.07 −0.04 ± 0.02 −0.02 ± 0.02 −0.03 ± 0.01 (0.05) 46
ζ Gem 5494 ± 7 1.12 ± 0.03 3.22 ± 0.04 0.15 ± 0.01 0.17 ± 0.01 0.16 ± 0.01 (0.05) 128
Y Oph 5612 ± 33 0.99 ± 0.11 3.22 ± 0.18 0.06 ± 0.05 0.09 ± 0.06 0.08 ± 0.04 (0.05) 8
RS Pup 5381 ± 27 0.84 ± 0.08 4.66 ± 0.13 0.13 ± 0.04 0.15 ± 0.03 0.14 ± 0.02 (0.07) 14
UZ Sct 5038 ± 36 1.24 ± 0.11 4.86 ± 0.18 0.13 ± 0.07 0.07 ± 0.09 0.11 ± 0.05 (0.09) 8
AV Sgr 5228 ± 38 1.18 ± 0.11 4.86 ± 0.18 0.25 ± 0.07 0.32 ± 0.03 0.31 ± 0.02 (0.08) 8
VY Sgr 5340 ± 35 0.98 ± 0.09 4.59 ± 0.16 0.21 ± 0.06 0.27 ± 0.04 0.25 ± 0.03 (0.08) 10
XX Sgr 5843 ± 41 1.30 ± 0.13 2.98 ± 0.22 0.09 ± 0.06 0.03 ± 0.06 0.06 ± 0.04 (0.02) 5
Y Sgr 5924 ± 26 1.75 ± 0.06 4.11 ± 0.11 0.07 ± 0.03 −0.02 ± 0.02 0.00 ± 0.01 (0.06) 22
R TrA 6039 ± 25 1.97 ± 0.08 4.01 ± 0.13 0.02 ± 0.03 −0.04 ± 0.03 −0.01 ± 0.02 (0.03) 15
RZ Vel 5479 ± 29 1.23 ± 0.09 4.62 ± 0.14 0.09 ± 0.04 0.08 ± 0.04 0.08 ± 0.03 (0.06) 12

Notes. From left to right the columns give the name, effective temperature, surface gravity, microturbulent velocity, iron abundances, and number
of spectra used to compute the mean values. These are the weighted mean and its uncertainty computed from the values in Table 4. The standard
deviation of the mean computed using individual abundances of both Fe i and Fe ii is also shown.

Table 3. Excerpt from the list of new and old LDRs adopted for effective temperature estimates.

λ1 [Å] Ion λ2 [Å] Ion ∆Teff[K] a b c d e f Function Ref.

5348.30 Cr i 5554.89 Fe i 7200–7700 8120 −919.996 ... ... ... ... a + br 2
5348.30 Cr i 5565.71 Fe i 7200–7700 7940 −646.94 ... ... ... ... a + br 2
... ... ... ... ... ... ... ... ... ... ... ... ...
7912.87 Fe i 7710.37 Fe i 5300–6800 7433.4687 −3131.7646 1119.1743 ... ... ... a + br + cr2 3
8426.51 Ti i 7680.27 Si i 5300–6400 6963.6582 −2717.0084 967.28678 ... ... ... a + br + cr2 3

Notes. From left to right, the first four columns give the wavelength of the line pairs adopted for the LDR, while Col. 5 gives the range in effective
temperature in which the individual LDRs were calibrated. Columns 6–11 list the coefficients of the analytical relation adopted for the calibration,
while Col. 12 gives the analytical formula. The last column gives the reference for the calibration of the LDR. The complete table is available at
the CDS.
References. (1)Kovtyukh & Gorlova (2000, KG00); (2)Kovtyukh (2007, K07); (3)K18: this investigation.

Table 4. Excerpt from the list of atmospheric parameters, Fe abundances, and radial velocities for the spectra of the 14 calibrating CCs.

Name Dataset MJD (d) Teff ± σ (K) log g υt (km s−1) Fe i ± σ NFe i Fe ii ± σ NFe ii [Fe/H] ± σ RV ± σ (km s−1)

V340 Ara FEROS 53 620.0609687 5921 ± 154 2.0 4.9 0.29 ± 0.22 85 0.05 ± 0.13 4 0.11 ± 0.11 −76.9 ± 5.3
V340 Ara UVES 54 708.0671613 5181 ± 99 0.9 4.3 0.27 ± 0.20 86 0.24 ± 0.26 7 0.26 ± 0.16 −95.69 ± 0.03
... ... ... ... ... ... ... ... ... ... ... ...
RZ Vel FEROS 55 280.0861358 5199 ± 99 1.2 4.9 −0.05 ± 0.28 93 0.08 ± 0.17 6 0.04 ± 0.15 49.1 ± 2.3
RZ Vel HARPS 56 606.1850289 5308 ± 110 1.6 4.9 0.18 ± 0.20 54 0.16 ± 0.27 5 0.18 ± 0.16 47.9 ± 2.6

Notes. The first three columns give the name of the target, spectroscopic dataset, and Modified Julian Date at which the spectrum was collected.
Columns 4–6 give the effective temperature and its standard deviation, surface gravity, and microturbulent velocity. Cols. 7–8 and 9–10 list both
Fe i and Fe ii abundances and their standard deviations together with the number of lines adopted for the measurements. Column 11 gives the
weighted mean of Fe i and Fe ii abundances (weighted by 1/σ2) with its intrinsic error, while the last column gives the radial velocity measurement
and the respective uncertainty. The complete table is available at the CDS.

have intrinsic errors smaller than 0.1 dex. Before the present
work, there were only a few classical Cepheids for which multi-
ple measurements were available (see, e.g., Luck & Andrievsky
2004; Luck et al. 2008; Romaniello et al. 2008; Genovali et al.
2014); (ii) The current high-resolution spectra cover both the
rising and decreasing branch. This means that they cover the
pulsation phases during which Cepheids experience the largest
variations in effective temperature, surface gravity, and micro-
turbulent velocity; (iii) The current calibrating Cepheids roughly

cover the period range typical of Galactic classical Cepheids,
i.e., from ∼3 to more than 40 days. This means that the current
sample in the Bailey diagram (luminosity amplitude versus loga-
rithmic period) covers both the low and large amplitude regime.
Moreover, we are also sampling the region of Bump Cepheids.
Classical Cepheids with periods ranging from ∼7 to ∼10 days
display a well-defined bump either along the rising (shorter
periods) or along the decreasing (longer periods) branch.
This is the so-called Hertzsprung progression. The physical
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Table 5. Excerpt from the list of high-resolution spectra only adopted
for radial velocity measurements.

Name Dataset MJD (d) RV ± σ (km s−1)

V340 Ara FEROS 53 520.2213553 −99.7 ± 7.5
V340 Ara FEROS 53 521.2126174 −96.7 ± 5.8
... ... ... ...
VY Sgr FEROS 53 620.1598186 3.1 ± 0.9
Y Sgr HARPS 56 553.1423824 −13.4 ± 1.0

Notes. From left to right the columns give the name of the target, spec-
troscopic dataset, modified Julian Date, and radial velocity measure-
ments together with their standard deviations. The complete table is
available at the CDS.

Fig. 3. Effective temperature amplitude (∆Teff = Teff
max − Teff

min) as a
function of the logarithmic period. The black crosses indicate stars for
which the available spectra do not properly cover the maximum and
minimum of the pulsation cycle.

Fig. 4. Same as in Fig. 3, but showing the surface gravity amplitude
(top panel) and the microturbulent velocity amplitude (bottom panel).

mechanisms driving the occurrence of this phenomenon are not
fully understood yet, but there is mounting evidence that it is
driven by nonlinear phenomena (shocks) across the entire enve-
lope (Bono et al. 2000b).

The individual Fe i and Fe ii abundances and their uncertain-
ties, together with the number of lines used are listed in Table 4.
The number of lines measured for Fe i lines ranges from a few
tens to more than 100, while for Fe ii it ranges from a few to
almost two dozen. These are smaller than the total number of
lines available (570 for Fe i and 45 for Fe ii) because the num-
ber of lines measured in each spectrum is limited, e.g., by the
wavelength range covered by the instruments, the intensity of
the lines for a given spectral type, their quality, and the level of
blending. Moreover, for each spectrum, we performed a clean-
ing to remove lines that systematically provided abundances that
are too high or too low (outside 2σ) when compared with the
average abundance.

The mean Fe i and Fe ii abundances together with the mean
intrinsic parameters are listed in Table 2. A glance at the data
given in this table indicates that mean abundances based either
on neutral or on ionized iron have similar errors.

The comparison between current mean iron abundances and
similar estimates available in the literature (see Table 1) in-
dicates that they agree very well within the errors. The iron
abundances and their errors listed in Table 1 come from Genovali
et al. (2014), in which they derived spectroscopic abundances for
the entire sample of CCs based on high-resolution optical spec-
tra. For the measurements for which the original authors did not
provide an estimate of the error, Genovali et al. assumed a typi-
cal error of 0.1 dex. This means that the difference between the
current mean iron abundances and similar estimates available in
the literature is, on average, smaller than 1σ. There is only one
exception, ζ Gem, for which the difference is on the order of 3σ.
The reason for this difference is not clear. ζ Gem is the object
with the highest precision, since we analyzed 128 spectra and
they cover the entire pulsation cycle. Moreover, the variation of
the physical parameters (see Fig. 8) is smooth during both rising
and decreasing branch, and both Fe i and Fe ii estimates display
minimal variations along the entire pulsation cycle of this ob-
ject (see Fig. 9). Nevertheless, we should notice that ζ Gem is a
peculiar Cepheid that has been investigated by Szabados (1983)
and classified as a variable star having secular period changes.
Indeed, its radial velocity clearly changes with the epoch, as can
be seen in Fig. 5, not just owing to a velocity offset but real phase
shifts seem to be observed, possibly caused by an unseen com-
panion.

To further quantify the difference between the current iron
abundances and similar abundances available in the literature,
Fig. 7 displays the comparison with the metallicity gradient of
Galactic Cepheids provided by Genovali et al. (2014). Data plot-
ted in this figure show some interesting results: (a) The current
sample follows very well the global metallicity gradient and the
new homogeneous mean abundances display a smaller disper-
sion compared with the literature values (0.10 vs. 0.12 dex).
(b) The new mean abundances of the four innermost disk ob-
jects (V340 Ara, UZ Sct, VY Sgr, AV Sgr) are systemati-
cally more metal poor than literature estimates. This means that
the determination of the metallicity gradient in the transition
zone between the inner disk and the Bulge (Bono et al. 2013;
Genovali et al. 2014) will strongly benefit from more ho-
mogeneous and accurate mean iron abundances (Inno et al.,
in prep.).

6. Phase dependence

In the determination of the effective temperature, high standard
deviations are not automatically linked to problems in the line-
depth measurements. Spectra of stars in the rising phase of their
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Fig. 5. Radial velocities as a function of the pulsation phase. Measurements based on different spectrographs are indicated with different
colors and symbols. The error bars in some cases are smaller than the symbol size.

Fig. 6. Same as in Fig. 3, but showing the radial velocity amplitude.

pulsation cycle (i.e., when their effective temperature is increas-
ing) present themselves with intrinsically higher dispersions due
to the variable nature of the star; the spectra are thus fixed by the
physical structure. This could be checked only for the spectra
with multiple measurements.

The dependence of the effective temperature on the pulsa-
tion phase is shown in Fig. 8. The same figure also shows the
variation of the surface gravity and microturbulent velocity with
the pulsation phase, but the dependence is very weak given the
uncertainties. It is worth mentioning that the microturbulent ve-
locity peaks around the pulsation phases in which the Cepheid
attains its lowest effective temperatures and soon after, i.e., the
phases between ∼0.5 and ∼0.7/0.8 (see in Fig. 8: S Cru, β Dor,

Fig. 7. Iron abundances as a function of Galactocentric distances for the
calibrating Cepheids. Values derived in the present work (Table 2) are
compared with those from the literature (Table 1). The error bars on our
metallicity estimates are the largest value between the uncertainty on
the weighted mean and the standard deviation. The metallicity gradient
derived by Genovali et al. (2014) is also shown.

ζ Gem, R TrA). This evidence supports earlier findings by Luck
& Andrievsky (2004), Kovtyukh et al. (2005), Andrievsky et al.
(2005), and Luck et al. (2008) suggesting that the microturbulent
velocity peaks around phases 0.6–0.8. A more quantitative com-
parison is hampered by the difference in the targets and phase
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Fig. 8. Atmospheric parameters as a function of the pulsation phase. Measurements from different spectrographs are indicated with different colors
and symbols. To help with the comparison, the panels are plotted with same y-axis range: 2000 K for Teff , 3 dex for log g, and 6 km s−1 for υt.
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Fig. 9. Abundances from Fe i and Fe ii lines as a function of the pulsation phase. The color coding of the various points is the same as in Fig. 8.
To help with the comparison, the panels are plotted with same y-axis range: 1.5 dex for both Fe i and Fe ii panels. The light gray shaded regions
indicate the ±1σ uncertainty around the weighted mean (from columns 5 and 6 of Table 2).

coverage. We still lack detailed empirical constraints on the vari-
ation of the microturbulent velocity as a function of the pulsa-
tion period, and in particular, across the Hertzsprung progres-
sion. Homogeneous spectra covering the entire pulsation cycle
and a broad period range are highly desired. The same outcome
applies to the different approaches suggested to trace the varia-
tion of convective motions (Gillet et al. 1999).

Finally, we note that data plotted in Fig. 9 clearly show that
Fe i and Fe ii abundances agree very well within the errors. More-
over and even more importantly, they are independent of the pul-
sation phase.

7. Summary and final remarks

The quoted results bring forward a few relevant issues that are
worthy to discuss in more detail.

High-resolution, high S/N optical spectra of variable stars al-
low us to provide precise estimates of both physical parameters

and abundances along the pulsation cycle. This means that spec-
tra collected at random phases can provide solid estimates of
Cepheid elemental abundances. This argument applies for rela-
tive measurements. Solid constraints on the possible occurrence
of systematics in the zero-point of physical parameters and in
elemental abundances do require independent spectroscopic ap-
proach based either on spectral synthesis and/or on an NLTE
analysis.

The observational scenario concerning the LDRs in the NIR
regime is lagging compared with the optical scenario, after the
seminal investigations by Sasselov et al. (1989) and Sasselov
& Lester (1990a,b) have been hampered by the lack of effi-
cient echelle NIR spectrographs. Fortunately, recent investiga-
tions are paving the way for an extension of the LDR into
the NIR regime. Fukue et al. (2015) collected H-band spectra
with a Subaru high-resolution camera and spectrograph
(Kobayashi et al. 2000) for several G and K-type giants and su-
pergiants. Interestingly enough, these authors found that they can
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provide effective temperatures with an accuracy on the order of
60 K in spite of the limited range in wavelengths (1.4–1.8 µm)
covered by their spectra and the limited number of pairs (nine)
they used. Taniguchi et al. (2018), using high-resolution spec-
tra collected with WINERED (Ikeda et al. 2016) in the Y and J
bands (0.9–1.35 µm) for ten early G and M-type giants, found
81 LDR-Teff relations, achieving a precision of 10 K in the best
cases. These findings appear as a very promising opportunity for
future developments of NIR spectrographs, such as WINERED
(see also D’Orazi et al. 2018), CRIRES+ (Follert et al. 2014),
and GIANO (Origlia et al. 2016).

The new calibrations of the LDRs presented in this paper, to-
gether with similar calibrations available in the literature cover,
for the first time, the same range in effective temperature cov-
ered by CCs along their pulsation cycles. However, the range in
metallicity covered by the current Cepheids is roughly half a dex
around solar metallicity. New extensions into the more metal-
poor and metal-rich regime are highly encouraged.

The estimate of the surface gravity using the ionization equi-
librium between Fe i and Fe ii lines is very robust, but new ap-
proaches are required for metal-poor objects and/or for NIR spec-
tra in which the number of metallic lines is limited. The next Gaia
release (DR2), by including accurate estimates of geometrical dis-
tances, photometry, and spectroscopy, will constrain the variation
of surface gravity for static and variable stars. This is a unique op-
portunity to constrain possible systematics.

The anti-correlation between microturbulent velocity and
effective temperature is very interesting. Further investigations
to derive analytical relations can pave the way to a better un-
derstanding of the physical mechanisms (convective transport,
nonlinear phenomena) driving the efficiency of microturbulent
velocity along the pulsation cycle. One-dimensional non-LTE
static atmosphere models and 3D dynamical atmosphere models
(Chiavassa et al. 2018) would be highly desirable to investigate
the physical phenomena affecting line formation and abundances
in variable stars.

The current long-term variability surveys are discovering hun-
dreds, or even thousands, of classical Cepheids along the obscured
regions of the Galactic plane (Udalski et al. 2018, priv. comm.).
The new identifications together with fiber multiobject (4MOST,
MOONS, APOGEE-South, WEAVE) and slit NIR spectrographs
(CRIRES+, WINERED, GIANO, CARMENES) will provide a
unique opportunity to investigate the chemical enrichment of
young stellar populations across the Galactic thin disk.
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