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Abstract. In this paper, a nonhomogeneous system of pressureless flow

$$
\rho_{t}+(\rho u)_{x}=0, \quad(\rho u)_{t}+\left(\rho u^{2}\right)_{x}=\rho x
$$

is investigated. It is found that there exists a generalized variational principle from which the weak solution is explicitly constructed by using the initial data; i.e.,

$$
\rho(x, t)=-\frac{\partial^{2}}{\partial x^{2}} \min _{y} F(y ; x, t), \quad \rho(x, t) u(x, t)=\frac{\partial^{2}}{\partial x \partial t} \min _{y} F(y ; x, t)
$$

hold in the sense of distributions, where $F(y ; x, t)$ is a functional depending on the initial data. The weak solution is unique under an Oleinik-type entropy condition when the initial data is of measurable function. It is further shown that the solution $u(x, t)$ converges to $x$ as $t$ tends to infinity. The proofs are based on the generalized variational principle and careful studies on the generalized characteristics introduced by Dafermos [5].

1. Introduction. In this paper, we consider a nonhomogeneous system of pressureless flow

$$
\left\{\begin{array}{l}
\rho_{t}+(\rho u)_{x}=0  \tag{1.1}\\
(\rho u)_{t}+\left(\rho u^{2}\right)_{x}=\rho x
\end{array}\right.
$$

with the initial data

$$
\begin{equation*}
\rho_{0}(x) \in L_{l o c}^{1}(R), \quad u_{0}(x) \in L^{\infty}(R), \quad \rho_{0}(x)>0, \text { a.e. } \tag{1.2}
\end{equation*}
$$

Here $\rho$ and $u$ denote the density of mass and velocity respectively and $\rho x$ should be considered as the external force.

Recently, the problem of pressureless type system has attracted a great deal of attention since $[1,4,9]$. We refer to $[1,3,4,9,11,12,15,16]$ and references therein. The main

[^0]feature of such a system is the formulation of the delta wave, no matter how smooth the initial data are. This poses new challenges to the analysis of the solutions. An interesting phenomena is that a generalized variational principle (GVP) exists for the homogeneous pressureless flow (cf $[9,11,15]$ ). By the procedure of GVP, the measured value solution can be explicitly constructed using the initial data, although the pressureless flow is essentially a coupled system. It is worthwhile to point out that neither the usual Lax nor Oleinik entropy condition is enough to ensure the uniqueness of weak solution under the usual initial condition. An additional initial condition, called the energy condition (see [11]), needs to be imposed, which together with the Oleinik entropy condition, guarantee the well-posedness for the homogeneous pressureless flow.

In this paper we consider a nonhomogeneous system of pressureless flow (1.1) and are interested in whether the GVP still exists so that the weak solution can be exactly constructed by the initial data. We stress the fact that the velocity $u(x, t)$ is unbounded in any strip $[0, \mathrm{~T}]$ due to the effect of the nonhomogeneous term; even the initial velocity $u_{0}(x)$ is uniformly bounded and thus beyond the scope of the investigations by Oleinik [13]. This kind of nonhomogeneous system was also investigated in [7], where the solution to a nonhomogeneous Burger's equation was clearly constructed by using Hopf-Cole transformation. It is shown in [8] that the solution constructed in [7] converges to the weak solution of the corresponding Hopf's equation when the viscosity vanishes. Unlike the scalar equation of $[7]$ and $[8]$, our system (1.1) is a coupled system and its solution has more singularity due to the delta wave. We show in present paper that the GVP indeed exists for the nonhomogeneous system (1.1) and the weak solution is explicitly constructed by a careful study of the generalized characteristics introduced by Dafermos [5]. It is also proved that the weak solution is unique under an Oleinik-type entropy condition when the initial data is of measurable function. Compared with the homogeneous pressureless flow, we need more subtle analysis of generalized characteristics to establish the uniqueness of solution due to the fact that the back generalized characteristic is no longer a straight line. A byproduct of our result is that the solution $u(x, t)$ converges to $x$ as $t$ tends to infinity.

Before formulating our main result, we first give the definition of the entropy solution proposed by Wang, Huang, and Ding [11,15]. If $\rho$ and $u$ are bounded measurable functions, then $m(x, t)=\oint_{(0,0)}^{(x, t)} \rho d x-\rho u d t$ is independent of integral path and satisfies $m_{x}=\rho$ due to the fact that the first equation of (1.1) is conserved. Therefore the system (1.1) becomes, by the new variable $m(x, t)$,

$$
\left\{\begin{array}{l}
m_{t}+u m_{x}=0  \tag{1.3}\\
\left(m_{x} u\right)_{t}+\left(m_{x} u^{2}\right)_{x}=m_{x} x
\end{array}\right.
$$

We focus our attention on the system (1.3) instead of (1.1).
Definition 1. Let $m(x, t)$ be of bounded variation locally in $x$ and $u(x, t)$ be bounded and measurable to $m_{x}$. Assume that the measures $m_{x}$ and $u m_{x}$ are weakly continuous in $t .(\rho, u)=\left(m_{x}, u\right)$ is called a weak solution of $(1.1)$ or $(m, u)$ is called a weak solution
of (1.3), if

$$
\left\{\begin{array}{l}
\iint \varphi_{t} m d x d t-\iint \varphi u d m d t=0  \tag{1.4}\\
\iint \psi_{t} u+\psi_{x} u^{2}+x \psi d m d t=0
\end{array}\right.
$$

holds for all $\varphi, \psi \in C_{0}^{\infty}\left(R_{+}^{2}\right)$. Here $\iint \cdots d m d t$ denotes Lebesgue-Stieltjes integral. The initial value is understood in the following sense: as $t \rightarrow 0+$,

$$
\begin{align*}
m(x, t) & \rightarrow \int_{0}^{x} \rho_{0} d \eta, \quad \text { in } L_{l o c}^{\infty}(R)  \tag{1.5}\\
\int_{0 \pm 0}^{x \pm 0} u d m & \rightarrow \int_{0}^{x} \rho_{0} u_{0} d \eta, \quad \text { in } L_{l o c}^{\infty}(R) . \tag{1.6}
\end{align*}
$$

Definition 2. Let $(\rho, u)$ be a weak solution of (1.1). ( $\rho, u$ ) is called an entropy solution of (1.1) if it satisfies an Oleinik-type entropy condition; i.e., for any $x_{1}<x_{2}$ and almost everywhere $t>0$,

$$
\begin{equation*}
\frac{u\left(x_{2}, t\right)-u\left(x_{1}, t\right)}{x_{2}-x_{1}} \leq \frac{e^{t}+e^{-t}}{e^{t}-e^{-t}} \tag{1.7}
\end{equation*}
$$

Remark 1. The right-hand side of (1.7) is due to the effect of the nonhomogeneous term, while it is exactly $1 / t$ for the homogeneous one. It is noted that the RHS of (1.5) behaves like $1 / t$ as $t \rightarrow 0+$.

Our main result is
Theorem 1 (Existence theorem). Let the initial data $\rho_{0}(x)$ and $u_{0}(x)$ satisfy condition (1.2). Then

$$
\begin{align*}
\rho(x, t) & =\frac{\partial m(x, t)}{\partial x}=-\frac{\partial^{2}}{\partial x^{2}} \min _{y} F(y ; x, t),  \tag{1.8}\\
\rho(x, t) u(x, t) & =\frac{\partial m(x, t)}{\partial x} u(x, t)=\frac{\partial^{2}}{\partial x \partial t} \min _{y} F(y ; x, t) \tag{1.9}
\end{align*}
$$

is the entropy solution of the system (1.1), where the derivatives in (1.8) and (1.9) are understood in the sense of distributions and

$$
\begin{align*}
F(y ; x, t) & =\int_{0}^{y} \rho_{0}(\eta)\left(\eta \operatorname{cht}+u_{0}(\eta) \mathrm{sht}-x\right) d \eta  \tag{1.10}\\
\operatorname{cht} & =\frac{e^{t}+e^{-t}}{2}, \quad \text { sht }=\frac{e^{t}-e^{-t}}{2} \tag{1.11}
\end{align*}
$$

Furthermore, $u(x, t)$ converges to $x$ as $t \rightarrow \infty$.
TheOrem 2 (Uniqueness theorem). Let ( $m_{1}, u_{1}$ ) and ( $m_{2}, u_{2}$ ) be any two entropy solutions of (1.1) with the same initial data $\rho_{0}, u_{0}$ in the sense of Definition 2. Then

$$
\begin{equation*}
m_{1}=m_{2} \quad \text { a.e., } \quad u_{1}=u_{2} \quad \text { a.e } \tag{1.12}
\end{equation*}
$$

with respect to the measure $m_{1 x}=m_{2 x}$.
Remark 2. Our initial condition (1.5-1.6) is stronger than the usual initial condition; i.e., as $t \rightarrow+0$, the measures $\rho$ and $\rho u$ weakly converge to $\rho_{0}, \rho_{0} u_{0}$ respectively. This is
because our initial data is of measurable function, not Radon measure. It is noted that the solution constructed in Theorem 1 satisfies the initial condition (1.5-1.6) and such solution is unique in Theorem 2.

Remark 3. Since the solution of (1.1) is usual a Radon measure, it is natural to study the general case when the initial data is a Radon measure. We conjecture that the solution for the measure initial data can also be constructed by a similar procedure as in Theorem 1. Since the initial data is no longer a measurable function, the initial condition (1.5-1.6) is too strong and the usual initial condition should be introduced instead. Similar to the homogeneous pressureless flow, we guess that the Oleinik-type entropy condition (1.7) and an energy condition introduced by [11] (i.e., the measure $\rho u^{2}$ weakly converges to $\rho_{0} u_{0}^{2}$ as $t \rightarrow 0$ ) are enough to guarantee the uniqueness for the nonhomogeneous system (1.1). This will be investigated in the future.

An outline of this paper is as follows. In Sec. 2, we introduce the GVP and construct an entropy solution using the initial data. In Sec. 3, we prove the solution constructed in Sec. 2 is indeed an entropy solution. In Sec. 4, we establish the uniqueness of the entropy solution.
2. Construction of the entropy solution. We observe that for smooth solution, the system (1.1) is equivalent to

$$
\left\{\begin{array}{l}
\rho_{t}+(\rho u)_{x}=0,  \tag{2.1}\\
u_{t}+u u_{x}=x
\end{array}\right.
$$

Direct computation yields the characteristic for $(2.1)_{2}$ from the point $\left(x_{0}, 0\right)$ is

$$
\begin{equation*}
x\left(x_{0}, t\right)=x_{0} \text { cht }+u_{0}\left(x_{0}\right) \text { sht } \tag{2.2}
\end{equation*}
$$

We expect that the solution $u(x, t)$ of (1.1) has the similar structure as that of the scalar equation (2.1) $)_{2}$. Motivated by this observation, we define for any fixed ( $x, t$ ),

$$
\begin{equation*}
F(y ; x, t)=\int_{0}^{y} \rho_{0}(\eta)\left(\eta \operatorname{cht}+u_{0}(\eta) \operatorname{sht}-x\right) d \eta \tag{2.3}
\end{equation*}
$$

which only depends on the initial data. Motivated by [11,15], we also expect that the entropy solution of (1.1) can be constructed by a procedure of taking the minimum of $F(y ; x, t)$. To achieve this goal, we need careful studies on the functional $F(y ; x, t)$. We first have

Lemma 2.1. For any point $(x, t)$, as a function of $y, F(y ; x, t)$ has a finite low bound and achieves its minimum at some points.

Proof. Let $M=\left\|u_{0}\right\|_{L^{\infty}}$. For any $y_{1}<y_{2} \leq \frac{1}{\operatorname{cht}}(x-M$ sht $)$, or $y_{1}>y_{2} \geq \frac{1}{\operatorname{cht}}(x+$ $M$ sht), we have

$$
\begin{equation*}
F\left(y_{1} ; x, t\right)-F\left(y_{2} ; x, t\right)=\int_{y_{2}}^{y_{1}} \rho_{0}(\eta)\left(\eta \mathrm{cht}+u_{0}(\eta) \text { sht }-x\right) d \eta \geq 0 \tag{2.4}
\end{equation*}
$$

which implies the Lemma.

Let

$$
\begin{align*}
& \nu(x, t)=\min _{y} F(y ; x, t), \quad S(x, t)=\{y ; F(y ; x, t)=\nu(x, t)\}, \\
& y_{*}(x, t)=\min _{y \in S(x, t)}\{y\}, \quad y^{*}(x, t)=\max _{y \in S(x, t)}\{y\} . \tag{2.5}
\end{align*}
$$

It is easy to verify that

$$
\begin{equation*}
\frac{1}{\operatorname{cht}}(x-M \operatorname{sht}) \leq y_{*}(x, t) \leq y^{*}(x, t) \leq \frac{1}{\operatorname{cht}}(x+M \operatorname{sht}) \tag{2.6}
\end{equation*}
$$

Furthermore, we have
Lemma 2.2. $y_{*}, y^{*}$ are increasingly monotonic in $x$. In particular, $y^{*}\left(x_{1}, t\right) \leq y_{*}\left(x_{2}, t\right)$ holds for any $x_{1}<x_{2}$.

Proof. For any $y_{1} \in S\left(x_{1}, t\right), y_{2} \in S\left(x_{2}, t\right)$, we calculate

$$
\begin{equation*}
F\left(y_{2} ; x_{1}, t\right)-F\left(y_{1} ; x_{1}, t\right)=\int_{y_{1}}^{y_{2}} \rho_{0}(\eta)\left(\eta \mathrm{cht}+u_{0}(\eta) \text { sht }-x_{1}\right) d \eta>0 \tag{2.7}
\end{equation*}
$$

and

$$
\begin{equation*}
F\left(y_{1} ; x_{2}, t\right)-F\left(y_{2} ; x_{2}, t\right)=\int_{y_{2}}^{y_{1}} \rho_{0}(\eta)\left(\eta \mathrm{cht}+u_{0}(\eta) \mathrm{sht}-x_{2}\right) d \eta>0 . \tag{2.8}
\end{equation*}
$$

Combining the above two inequalities, we obtain

$$
\begin{equation*}
\left(x_{2}-x_{1}\right) \int_{y_{1}}^{y_{2}} \rho_{0}(\eta) d \eta>0 \tag{2.9}
\end{equation*}
$$

This implies $y_{2} \geq y_{1}$ and then Lemma 2.2 is proved.
Lemma 2.3. As a function of $x$ and $t, y_{*}(x, t)$ and $y^{*}(x, t)$ are lower- and super-semicontinuous, respectively. Furthermore, at the point where $y_{*}(x, t)=y^{*}(x, t)$, both functions are continuous.

Proof. We omit the proof because it is quite similar to that of Lemma 2.2 in [15].
Since for smooth solution, the system (1.1) can be reduced to a decoupled system (2.1), the generalized characteristic method introduced by Dafermos [5] could be applied here. For each point ( $x_{0}, t_{0}$ ), we define the left and right backward generalized characteristics $C_{1}, C_{2}$ as follows:

$$
\begin{align*}
& C_{1}: x=\frac{\operatorname{sh} t}{\operatorname{sh} t_{0}} x_{0}+y_{*}\left(x_{0}, t_{0}\right)\left(\operatorname{ch} t-\frac{\operatorname{sh} t}{\operatorname{sh} t_{0}} \operatorname{ch} t_{0}\right), \quad \text { for } t<t_{0}  \tag{2.10}\\
& C_{2}: x=\frac{\operatorname{sh} t}{\operatorname{sh} t_{0}} x_{0}+y^{*}\left(x_{0}, t_{0}\right)\left(\operatorname{ch} t-\frac{\operatorname{sh} t}{\operatorname{sh} t_{0}} \operatorname{ch} t_{0}\right), \quad \text { for } \quad t<t_{0} \tag{2.11}
\end{align*}
$$

We have the following properties of the backward generalized characteristics.
Lemma 2.4. $y_{*}(x, t)=y^{*}(x, t)$ holds along each backward generalized characteristic. Furthermore $y_{*}(x, t)=y^{*}(x, t)=y_{*}\left(x_{0}, t_{0}\right)$ along $C_{1}$ and $y_{*}(x, t)=y^{*}(x, t)=y^{*}\left(x_{0}, t_{0}\right)$ along $C_{2}$.

Proof. Here we only prove Lemma 2.4 for $C_{1}$ because the proof for $C_{2}$ is the same. Let $y_{0}=y_{*}\left(x_{0}, t_{0}\right)$. For any point $(x, t)$ located at the curve $C_{1}$ and any $y \neq y_{0}$, we
calculate

$$
\begin{align*}
& F(y ; x, t)-F\left(y_{0} ; x, t\right)=\int_{y_{0}}^{y} \rho_{0}(\eta)\left(\eta \operatorname{cht}+u_{0}(\eta) \operatorname{sht}-x\right) d \eta \\
= & \frac{\operatorname{sh} t}{\operatorname{sh} t_{0}} \int_{y_{0}}^{y} \rho_{0}(\eta)\left(\eta \operatorname{ch} t_{0}+u_{0}(\eta) \operatorname{sh} t_{0}-x_{0}\right) d \eta  \tag{2.12}\\
& +\left(\operatorname{ch} t-\frac{\operatorname{sh} t}{\operatorname{sh} t_{0}} \operatorname{ch} t_{0}\right) \int_{y_{0}}^{y} \rho_{0}(\eta)\left(\eta-y_{0}\right) d \eta
\end{align*}
$$

It is noted that the first term on the RHS of (2.12) is non-negative and $\operatorname{ch} t-\frac{\operatorname{sh} t}{\operatorname{sh} t_{0}} \operatorname{ch} t_{0}$ is positive. Hence $F(y ; x, t)-F\left(y_{0} ; x, t\right)>0$ if $y \neq y_{0}$ and $y_{*}(x, t)=y^{*}(x, t)=y_{0}$ holds along the curve $C_{1}$.

In terms of Lemmas 2.2-2.4, for any two backward characteristics, either they disjoin with each other except at the $x$-axis or a backward characteristic is a subset of another one. We note that for each point $\left(x_{0}, t_{0}\right)$, the backward generalized characteristics $C_{1}$, $C_{2}$, and the $X$-axis form a characteristic area. We denote it by $\Delta\left(x_{0}, t_{0}\right)$. See Fig. 2.1. Similarly, we can also show that for any two characteristic areas, either they disjoin with each other except at the $x$-axis or a characteristic area is a subset of another one. Thus, we have the following lemma.


Lemma 2.5. Each point $\left(x_{0}, t_{0}\right)$ at $t_{0}>0$ uniquely determines a Lipschitz continuous curve $x=x(t), x_{0}=x\left(t_{0}\right)$. In particular, at every $t \in\left\{\tau ; \tau \geq t_{0}\right\}$,

$$
\lim _{t_{2}, t_{1} \rightarrow t+0} \frac{x\left(t_{2}\right)-x\left(t_{1}\right)}{t_{2}-t_{1}}= \begin{cases}\frac{1}{\operatorname{sh} t}\left(x(t) \operatorname{ch} t-y_{*}\right), & \text { if } y_{*}=y^{*}  \tag{2.13}\\ \frac{\int_{y_{*}}^{y^{*}} \rho_{0}(\eta)\left(\eta \operatorname{sh} t+u_{0}(\eta) \operatorname{ch} t\right) d \eta}{\int_{y_{*}}^{y^{*}} \rho_{0}(\eta) d \eta}, & \text { if } y_{*} \neq y^{*}\end{cases}
$$

where $y_{*}=y_{*}(x(t), t)$ and $y^{*}=y^{*}(x(t), t)$.
Proof. It is observed that for any line $t=t_{1}>t_{0}$, the characteristic areas belonging to $\left(x, t_{1}\right),-\infty<x<+\infty$ disjoint each other. By this observation, we claim that all these characteristic areas cover the whole strip $0<t<t_{1}$. Indeed, let A be the set of points $x$ such that $\Delta\left(x, t_{1}\right)$ is located at the left side of $\left(x_{0}, t_{0}\right)$ and B the set of points $x$ such that $\Delta\left(x, t_{1}\right)$ is located at the right side of $\left(x_{0}, t_{0}\right)$. Let $x_{m}=\sup _{x \in A}\{x\}$ and $x_{i}=\inf _{x \in B}\{x\}$. Then we trivially have $x_{m}=x_{i}=\bar{x}$. If $\left(x_{0}, t_{0}\right) \in \Delta\left(\bar{x}, t_{1}\right)$, then our
claim is true. If not, without loss of generality, we consider the case that $\Delta\left(\bar{x}, t_{1}\right)$ is located on the left side of $\left(x_{0}, t_{0}\right)$. By (2.10) and (2.11), there is a positive constant $\delta$ such that $y^{*}\left(\bar{x}, t_{1}\right)+\delta<y_{*}\left(y, t_{1}\right)$ holds for any $y \in B$. On the other hand, Lemma 2.3 infers that $\lim _{y \rightarrow \bar{x}} y_{*}\left(y, t_{1}\right)=y^{*}\left(\bar{x}, t_{1}\right)$. This is a contradiction.

In terms of the above argument, there is a unique point $x=x\left(t_{1}\right)$ on the line $t=t_{1}$ such that the point $\left(x_{0}, t_{0}\right) \in \Delta\left(x\left(t_{1}\right), t_{1}\right)$. Since $t_{1}>t_{0}$ is arbitrary, we obtain a curve $x(t)$ with $x_{0}=x\left(t_{0}\right)$ in $t>t_{0}$. See Fig 2.1. Furthermore, $x(t)$ is continuous due to (2.10), (2.11), and Lemmas 2.2 and 2.3. We now establish (2.13).

Let $x^{\prime}=x\left(t^{\prime}\right), x^{\prime \prime}=x\left(t^{\prime \prime}\right), t^{\prime \prime}>t^{\prime}>t$ and

$$
\begin{align*}
y_{1}=y_{*}\left(x^{\prime}, t^{\prime}\right), & y^{\prime}=y^{*}\left(x^{\prime}, t^{\prime}\right)  \tag{2.14}\\
y_{\prime \prime}=y_{*}\left(x^{\prime \prime}, t^{\prime \prime}\right), & y^{\prime \prime}=y^{*}\left(x^{\prime \prime}, t^{\prime \prime}\right) \tag{2.15}
\end{align*}
$$

Then Lemmas 2.2 and 2.3 imply

$$
\begin{equation*}
y_{\prime \prime} \leq y_{,} \leq y_{*} \leq y^{*} \leq y^{\prime} \leq y^{\prime \prime} \tag{2.16}
\end{equation*}
$$

and

$$
\begin{equation*}
y_{\prime \prime} \rightarrow y_{*}, \quad y^{\prime \prime} \rightarrow y^{*} \quad \text { as } \quad t^{\prime \prime} \rightarrow t \tag{2.17}
\end{equation*}
$$

We first consider the case $y_{*}=y^{*}$. Let

$$
\begin{equation*}
x_{1}=\frac{\operatorname{sh} t^{\prime}}{\operatorname{sh} t^{\prime \prime}} x^{\prime \prime}+y_{1, \prime}\left(\operatorname{ch} t^{\prime}-\frac{\operatorname{sh} t^{\prime}}{\operatorname{sh} t^{\prime \prime}} \operatorname{ch} t^{\prime \prime}\right) \tag{2.18}
\end{equation*}
$$

Then $\left(x_{1}, t^{\prime}\right)$ is located on the left backward characteristic belonging to $\left(x^{\prime \prime}, t^{\prime \prime}\right)$ and satisfies $x_{1}<x^{\prime}$. We calculate

$$
\begin{align*}
& \frac{x^{\prime \prime}-x^{\prime}}{t^{\prime \prime}-t^{\prime}} \leq \frac{x^{\prime \prime}-x_{1}}{t^{\prime \prime}-t^{\prime}} \\
\leq & \frac{x^{\prime \prime}}{\operatorname{sh} t^{\prime \prime}} \frac{\operatorname{sh} t^{\prime \prime}-\operatorname{sh} t^{\prime}}{t^{\prime \prime}-t^{\prime}}-\frac{y_{\prime \prime}}{\operatorname{sh} t^{\prime \prime}} \frac{\operatorname{sh} t^{\prime \prime} \operatorname{ch} t^{\prime}-\operatorname{sh} t^{\prime} \operatorname{ch} t^{\prime \prime}}{t^{\prime \prime}-t^{\prime}} \tag{2.19}
\end{align*}
$$

Let $t^{\prime \prime}, t^{\prime} \rightarrow t+0$; we get that the RHS of (2.19) converges to $\frac{1}{\operatorname{sh} t}\left(x(t) \operatorname{ch} t-y_{*}\right)$. Similarly we get

$$
\begin{equation*}
\lim _{t^{\prime \prime}, t^{\prime} \rightarrow t+0} \frac{x^{\prime \prime}-x^{\prime}}{t^{\prime \prime}-t^{\prime}} \geq \frac{1}{\operatorname{sh} t}\left(x(t) \operatorname{ch} t-y^{*}\right) \tag{2.20}
\end{equation*}
$$

Hence we prove (2.13) for the case $y_{*}=y^{*}$.
Next we consider the case $y_{*}<y^{*}$. From the definition of $y_{*}$ and $y^{*}$, we have

$$
\begin{equation*}
F\left(y^{\prime \prime} ; x^{\prime \prime}, t^{\prime \prime}\right)-F\left(y, ; x^{\prime \prime}, t^{\prime \prime}\right) \leq F\left(y^{\prime \prime} ; x^{\prime}, t^{\prime}\right)-F\left(y, ; x^{\prime}, t^{\prime}\right) . \tag{2.21}
\end{equation*}
$$

That is

$$
\begin{equation*}
\int_{y_{,}}^{y^{\prime \prime}} \rho_{0}(\eta)\left(\eta \operatorname{ch} t^{\prime \prime}+u_{0}(\eta) \operatorname{sh} t^{\prime \prime}-x^{\prime \prime}\right) d \eta \leq \int_{y_{,}}^{y^{\prime \prime}} \rho_{0}(\eta)\left(\eta \operatorname{ch} t^{\prime}+u_{0}(\eta) \operatorname{sh} t^{\prime}-x^{\prime}\right) d \eta \tag{2.22}
\end{equation*}
$$

which gives

$$
\begin{equation*}
\frac{x^{\prime \prime}-x^{\prime}}{t^{\prime \prime}-t^{\prime}} \int_{y_{,}}^{y^{\prime \prime}} \rho_{0}(\eta) d \eta \geq \int_{y,}^{y^{\prime \prime}} \rho_{0}(\eta)\left(\eta \frac{\operatorname{ch} t^{\prime \prime}-\operatorname{ch} t^{\prime}}{t^{\prime \prime}-t^{\prime}}+u_{0}(\eta) \frac{\operatorname{sh} t^{\prime \prime}-\operatorname{sh} t^{\prime}}{t^{\prime \prime}-t^{\prime}}\right) d \eta . \tag{2.23}
\end{equation*}
$$

Similarly, from the inequality

$$
\begin{equation*}
F\left(y_{\prime \prime} ; x^{\prime \prime}, t^{\prime \prime}\right)-F\left(y^{\prime} ; x^{\prime \prime}, t^{\prime \prime}\right) \leq F\left(y_{\prime \prime} ; x^{\prime}, t^{\prime}\right)-F\left(y^{\prime} ; x^{\prime}, t^{\prime}\right) \tag{2.24}
\end{equation*}
$$

we obtain

$$
\begin{equation*}
\frac{x^{\prime \prime}-x^{\prime}}{t^{\prime \prime}-t^{\prime}} \int_{y_{\prime \prime}}^{y^{\prime}} \rho_{0}(\eta) d \eta \leq \int_{y_{\prime \prime}}^{y^{\prime}} \rho_{0}(\eta)\left(\eta \frac{\operatorname{ch} t^{\prime \prime}-\operatorname{ch} t^{\prime}}{t^{\prime \prime}-t^{\prime}}+u_{0}(\eta) \frac{\operatorname{sh} t^{\prime \prime}-\mathrm{sh} t^{\prime}}{t^{\prime \prime}-t^{\prime}}\right) d \eta \tag{2.25}
\end{equation*}
$$

Let $t^{\prime \prime}, t^{\prime} \rightarrow t+0$ in (2.23) and (2.25); we obtain (2.13) for the case $y_{*}<y^{*}$. Therefore Lemma 2.5 is proved.

We now construct the entropy solution of system (1.1). We define

$$
m(x, t)=\int_{0}^{y_{*}} \rho_{0} d \eta, \quad u(x, t)= \begin{cases}\frac{1}{\operatorname{sh} t}\left(x \operatorname{ch} t-y_{*}\right), & \text { if } y_{*}=y^{*}  \tag{2.26}\\ \frac{\int_{y_{*}}^{y^{*}} \rho_{0}\left(\eta \operatorname{sh} t+u_{0} \operatorname{ch} t\right) d \eta}{\int_{y_{*}}^{y^{*}} \rho_{0} d \eta}, & \text { if } y_{*} \neq y^{*}\end{cases}
$$

By Lemma 2.2 and (2.26), both $m(x, t)$ and $u(x, t)$ are of bounded variation locally in $x$. We expect that ( $m(x, t), u(x, t)$ ) or $\left(\rho(x, t)=m(x, t)_{x}, u(x, t)\right)$ is an entropy solution of the system (1.1) in the sense of Definitions 1 and 2. This will be justified in the next section.
3. Existence of entropy solution. This section is devoted to the existence of the entropy solution. Let $\nu(x, t)$ be the minimum of the functional $F(y ; x, t)$. Then we have the following lemma.

Lemma 3.1.

$$
\begin{gather*}
\int_{x_{1}}^{x_{2}} m(x, t) d x=\nu\left(x_{1}, t\right)-\nu\left(x_{2}, t\right),  \tag{3.1}\\
\int_{t_{1}}^{t_{2}} q(x, t) d t=\nu\left(x, t_{2}\right)-\nu\left(x, t_{1}\right), \tag{3.2}
\end{gather*}
$$

where

$$
\begin{equation*}
q(x, t)=\int_{0}^{y_{*}} \rho_{0}\left(\eta \operatorname{sh} t+u_{0} \operatorname{ch} t\right) d \eta \tag{3.3}
\end{equation*}
$$

Proof. The proof is based on the variational principle. We omit the proof here because it is similar to that of $[11,15]$.

From Lemma 3.1, we know that $\nu_{x}=-m, \nu_{t}=q$ holds in the sense of distributions. In order to establish $(1.4)_{1}$, we need to investigate the relation between $m$ and $q$. We have

Lemma 3.2. $d q=u d m$ holds in the sense of Radon-Nikodym derivatives in $x$.
Proof. Without loss of generality, we assume that $y_{*}$ is not always a constant in any neighborhood of $(x, t)$. Let $x_{1}<x<x_{2}, y_{1}=y_{*}\left(x_{1}, t\right)$, and $y_{2}=y_{*}\left(x_{2}, t\right)$; then $y_{1}<y_{2}$ and

$$
\begin{equation*}
y_{1} \rightarrow y_{*}(x, t), y_{2} \rightarrow y^{*}(x, t) \quad \text { as } \quad x_{1}, x_{2} \rightarrow x . \tag{3.4}
\end{equation*}
$$

To prove Lemma 3.2, we only need to show

$$
\begin{equation*}
\lim _{x_{2}, x_{1} \rightarrow x \pm 0} \frac{q\left(x_{2}, t\right)-q\left(x_{1}, t\right)}{m\left(x_{2}, t\right)-m\left(x_{1}, t\right)}=u(x, t) . \tag{3.5}
\end{equation*}
$$

When $y_{*}<y^{*}$, we calculate by (3.4)

$$
\begin{equation*}
\lim _{x_{2}, x_{1} \rightarrow x \pm 0} \frac{q\left(x_{2}, t\right)-q\left(x_{1}, t\right)}{m\left(x_{2}, t\right)-m\left(x_{1}, t\right)}=\lim _{x_{2}, x_{1} \rightarrow x \pm 0} \frac{\int_{y_{1}}^{y_{2}} \rho_{0}\left(\eta \operatorname{sh} t+u_{0} \operatorname{ch} t\right) d \eta}{\int_{y_{1}}^{y_{2}} \rho_{0} d \eta}=u(x, t) \tag{3.6}
\end{equation*}
$$

Next we consider the case $y_{*}=y^{*}$. From the definition of $y_{*}$, we have

$$
\begin{equation*}
F\left(y_{2} ; x_{2}, t\right) \leq F\left(y_{1} ; x_{2}, t\right) . \tag{3.7}
\end{equation*}
$$

That is

$$
\begin{equation*}
\int_{y_{1}}^{y_{2}} \rho_{0}\left(\operatorname{ch} t u_{0}+\eta \operatorname{sh} t\right) d \eta \leq \int_{y_{1}}^{y_{2}} \rho_{0} \frac{\operatorname{ch} t x_{2}-\eta}{\operatorname{sh} t} d \eta \tag{3.8}
\end{equation*}
$$

Thus

$$
\begin{equation*}
\frac{q\left(x_{2}, t\right)-q\left(x_{1}, t\right)}{m\left(x_{2}, t\right)-m\left(x_{1}, t\right)} \leq \frac{\operatorname{ch} t x_{2}-y_{1}}{\operatorname{sh} t} . \tag{3.9}
\end{equation*}
$$

Let $x_{1} \rightarrow x-0, x_{2} \rightarrow x+0$. We get

$$
\begin{equation*}
\lim _{x_{2}, x_{1} \rightarrow x \pm 0} \frac{q\left(x_{2}, t\right)-q\left(x_{1}, t\right)}{m\left(x_{2}, t\right)-m\left(x_{1}, t\right)} \leq u(x, t) . \tag{3.10}
\end{equation*}
$$

Similarly we have

$$
\begin{equation*}
\lim _{x_{2}, x_{1} \rightarrow x \pm 0} \frac{q\left(x_{2}, t\right)-q\left(x_{1}, t\right)}{m\left(x_{2}, t\right)-m\left(x_{1}, t\right)} \geq u(x, t) . \tag{3.11}
\end{equation*}
$$

Therefore the proof of Lemma 3.2 is completed.
By Lemmas 3.1 and 3.2 , the proof for $(1.4)_{1}$ becomes straightforward and will be postponed later. We now introduce another functional which is crucial to prove (1.4) ${ }_{2}$. By the same method used in Lemma 2.5, there is a Lipschitz curve $x=X(\eta, t)$ for each point ( $\eta, 0$ ) on the $x$-axis except, at most, a countable number of points. The curve satisfies $\eta=X(\eta, 0)$. In terms of Lemma 2.5,

$$
\begin{equation*}
\frac{\partial X(\eta, t)}{\partial t}=u(X(\eta, t), t) \tag{3.12}
\end{equation*}
$$

holds for almost every $\eta$ and $t$. For any constant $k>M$, we define

$$
\begin{gather*}
G(y ; x, t)=\int_{0}^{y} \rho_{0}(\eta)\left(\left(\eta+\eta^{2}+1\right) \operatorname{sh} t+\left(u_{0}(\eta)+k\right) \operatorname{cht}\right)(X(\eta, t)-x) d \eta  \tag{3.13}\\
H(y ; x, t)=\int_{0}^{y} \rho_{0}(\eta)\left(\left(\eta^{2}+1\right) \operatorname{sh} t+k \operatorname{ch} t\right)(X(\eta, t)-x) d \eta \tag{3.14}
\end{gather*}
$$

Since $X(\eta, t)$ is increasing in $\eta$ and $X(\eta, t)=x$ as $y_{*} \leq \eta \leq y^{*}$ and $\eta+\eta^{2}+1$ and $u_{0}(\eta)+k$ are positive, we easily calculate

$$
\begin{align*}
& \mu(x, t) \triangleq \min _{y} G(y ; x, t)=G\left(y_{*} ; x, t\right)  \tag{3.15}\\
& \theta(x, t) \triangleq \min _{y} H(y ; x, t)=H\left(y_{*} ; x, t\right) \tag{1.16}
\end{align*}
$$

Let

$$
\begin{equation*}
E=\int_{0}^{y_{*}} \frac{1}{2} \rho_{0}\left(\eta \operatorname{sh} t+u_{0} \operatorname{ch} t\right) u(X(\eta, t), t) d \eta . \tag{3.17}
\end{equation*}
$$

Similar to Lemma 3.1, we have

$$
\begin{align*}
\mu_{x}=-\int_{0}^{y_{*}} & \rho_{0}(\eta)\left(\left(\eta+\eta^{2}+1\right) \operatorname{sh} t+\left(u_{0}(\eta)+k\right) \operatorname{ch} t\right) d \eta=:-\left(q+q_{1}\right)  \tag{3.18}\\
\mu_{t}= & \int_{0}^{y_{*}} \rho_{0}\left(\left(\eta+\eta^{2}+1\right) \operatorname{sh} t+\left(u_{0}+k\right) \operatorname{ch} t\right) u(X(\eta, t), t) d \eta \\
& +\int_{0}^{y_{*}} \rho_{0}\left(\left(\eta+\eta^{2}+1\right) \operatorname{ch} t+\left(u_{0}+k\right) \operatorname{sh} t\right)(X(\eta, t)-x) d \eta  \tag{3.19}\\
= & 2 E+\int_{0}^{y_{*}} \rho_{0}\left(\eta \operatorname{ch} t+u_{0} \operatorname{sh} t\right)(X(\eta, t)-x) d \eta+q_{2}
\end{align*}
$$

and

$$
\begin{equation*}
\theta_{x}=-q_{1}, \quad \theta_{t}=q_{2} . \tag{3.20}
\end{equation*}
$$

In terms of (3.18)-(3.20), we have

$$
\begin{equation*}
\kappa_{x}=-q, \quad \kappa_{t}=2 E+\int_{0}^{y_{*}} \rho_{0}\left(\eta \operatorname{ch} t+u_{0} \operatorname{sh} t\right)(X(\eta, t)-x) d \eta=: 2 E+\sigma, \tag{3.21}
\end{equation*}
$$

where

$$
\begin{equation*}
\kappa(x, t) \triangleq \int_{0}^{y_{*}} \rho_{0}\left(\eta \operatorname{sh} t+u_{0} \operatorname{ch} t\right)(X(\eta, t)-x) d \eta \tag{3.22}
\end{equation*}
$$

By the same method as in (3.13)-(3.22), we get

$$
\begin{equation*}
\sigma_{x}=-\int_{0}^{y_{*}} \rho_{0}\left(\eta \operatorname{ch} t+u_{0} \operatorname{sh} t\right) d \eta=:-n \tag{3.23}
\end{equation*}
$$

Proof of Theorem 1. From Lemmas 3.1 and 3.2, we know $\nu_{x}=-m(x, t), \nu_{t}=q(x, t)$, and $q_{x}=u m_{x}$. Hence

$$
\begin{align*}
& \iint \varphi_{t} m d x d t-\iint \varphi u d m d t=\iint\left(m \varphi_{t}+q \varphi_{x}\right) d x d t  \tag{3.24}\\
& =\iint\left(\nu_{t} \varphi_{x}-\nu_{x} \varphi_{t}\right) d x d t=0
\end{align*}
$$

holds for all $\varphi \in C_{0}^{\infty}\left(R_{+}^{2}\right)$ and $(1.4)_{1}$ is proved.
On the other hand, (3.21) and (3.23) yield

$$
\begin{equation*}
\iint\left(q \phi_{t}+2 E \phi_{x}+n \phi\right) d x d t=\iint\left(q \phi_{t}+(2 E+\sigma) \phi_{x}\right) d x d t=0 \tag{3.25}
\end{equation*}
$$

for all $\phi \in C_{0}^{\infty}\left(R_{+}^{2}\right)$. In the same way as in Lemma 3.2, we get $E_{x}=\frac{1}{2} u^{2} m_{x}$ and $n_{x}=x m_{x}$ in the sense of Radon-Nikodym derivatives in $x$. Thus (3.25) gives for any $\psi \in C_{0}^{\infty}\left(R_{+}^{2}\right)$,

$$
\begin{align*}
& \iint \psi_{t} u+\psi_{x} u^{2}+x \psi d m d t \\
= & -\iint\left(q \psi_{x t}+2 E \psi_{x x}+n \psi_{x}\right) d x d t=0 . \tag{3.26}
\end{align*}
$$

Thus $(1.4)_{2}$ is established. Since $y_{*}(x, t)$ and $y^{*}(x, t)$ converge to $x$ as $t \rightarrow 0$, the formulas of $m$ and $q$ naturally indicates the initial condition (1.5-1.6). Therefore the functions
( $m(x, t), u(x, t)$ ) constructed in (2.26) is indeed a weak solution of (1.1). By (2.26) and Lemmas 3.1 and 3.2, it is easy to check that

$$
\begin{align*}
\rho(x, t) & =\frac{\partial m(x, t)}{\partial x}=-\frac{\partial^{2}}{\partial x^{2}} \min _{y} F(y ; x, t),  \tag{3.27}\\
\rho(x, t) u(x, t) & =\frac{\partial m(x, t)}{\partial x} u(x, t)=\frac{\partial^{2}}{\partial x \partial t} \min _{y} F(y ; x, t) . \tag{3.28}
\end{align*}
$$

It should be noted here that $\rho(x, t)=m(x, t)_{x}$ is usually a Radon measure.
To show the solution constructed above is an entropy solution, we only need to justify (1.7). In view of the construction of $u(x, t)$, we have

$$
\begin{equation*}
u(x-0, t)=\frac{1}{\operatorname{sh} t}\left(x \operatorname{ch} t-y_{*}\right), \quad u(x+0, t)=\frac{1}{\operatorname{sh} t}\left(x \operatorname{ch} t-y^{*}\right) . \tag{3.29}
\end{equation*}
$$

On the other hand, (2.19) and (2.20) imply

$$
\begin{equation*}
u(x+0, t)<u(x, t)<u(x-0, t) . \tag{3.30}
\end{equation*}
$$

Hence we calculate from (3.29) and (3.30) that

$$
\begin{equation*}
\frac{u\left(x_{2}, t\right)-u\left(x_{1}, t\right)}{x_{2}-x_{1}} \leq \frac{u\left(x_{2}-0, t\right)-u\left(x_{1}+0, t\right)}{x_{2}-x_{1}} \leq \frac{\mathrm{ch} t}{\operatorname{sh} t}, \quad x_{1} \neq x_{2} . \tag{3.31}
\end{equation*}
$$

This shows that ( $\rho(x, t), u(x, t))$ constructed in (3.27) and (3.28) is indeed an entropy solution of the system (1.1). Finally we point out that from (2.6), $\left|y_{*}(x, t)\right|$ and $\left|y^{*}(x, t)\right|$ are uniformly bounded as $t$ tends to infinity. Therefore (3.29) and (3.30) yield that $u(x, t) \rightarrow x$ as $t \rightarrow \infty$. Theorem 1 is proved.
4. Uniqueness of entropy solution. This section is devoted to the uniqueness of entropy solution to the nonhomogeneous system (1.1). We shall follow the idea of $[11,16]$ to establish the uniqueness Theorem 2 . Our strategy is to show that any entropy solution ( $\rho, u$ ) coincides with the standard entropy solution constructed in Theorem 1. This naturally leads to the uniqueness Theorem 2.

Assume that $(\rho, u)$ or $(m, u)$ is any entropy solution in the sense of Definitions 1 and 2. Then we have

$$
\begin{equation*}
m_{t}+u(x, t) m_{x}=0, \quad m_{0}(x)=\int_{0}^{x} \rho(\xi) d \xi \tag{4.1}
\end{equation*}
$$

where $u(x, t)$ satisfies

$$
\begin{equation*}
\frac{u\left(x_{2}, t\right)-u\left(x_{1}, t\right)}{x_{2}-x_{1}} \leq \frac{e^{t}+e^{-t}}{e^{t}-e^{-t}} \tag{4.2}
\end{equation*}
$$

for any $x_{1}<x_{2}$ and almost all $t>0$. Let $M=\left\|u_{0}\right\|_{L^{\infty}}$ and $u_{\varepsilon}=u * j_{\varepsilon}$ with the standard mollifier $j_{\varepsilon}$; then $\left|u^{\varepsilon}\right| \leq M$ and $u_{\varepsilon x} \leq \frac{e^{t}+e^{-t}}{e^{t}-e^{-t}}$. We denote $x=X^{\varepsilon}(\xi, t)$ the characteristic curve of

$$
\left\{\begin{array}{l}
\frac{d x}{d t}=u_{\varepsilon}  \tag{4.3}\\
x(0)=\xi
\end{array}\right.
$$

The characteristics $x=X^{\varepsilon}(\xi, t)$ have already been studied in [16]. We state some properties of them in the following two Lemmas.

Lemma 4.1. (1) There exists a subsequence $X^{\varepsilon_{i}}(\xi, t)$ such that

$$
\begin{equation*}
\lim _{\varepsilon_{i} \rightarrow 0} X^{\varepsilon_{i}}(\xi, t)=X(\xi, t) \tag{4.4}
\end{equation*}
$$

for all $\xi$ and $t$. Furthermore, $X(\xi, t)$ is Lipschitz continuous with respect to $t$ and is increasing with respect to $\xi$.
(2) If $X\left(\xi_{1}, t_{0}\right)=X\left(\xi_{2}, t_{0}\right)$ holds for some $\xi_{1}<\xi_{2}$ and $t_{0}>0$, then $X\left(\xi_{1}, t\right)=X\left(\xi_{2}, t\right)$ for all $t \geq t_{0}$.
(3) Let $U=\{\xi: \exists t>0$, s.t. $X(\xi-0, t) \neq X(\xi+0, t)\}$; then for any $\xi \in R / U$ and almost $t>0$,

$$
\begin{gathered}
X^{\prime}(\xi, t)=u(X(\xi, t), t) \\
u(X(\xi, t)-0, t) \leq u(X(\xi, t), t) \leq u(X(\xi, t)+0, t)
\end{gathered}
$$

where ' denotes the upper derivative with respect to $t$.
(4) Let $\xi(x, t)=\sup \{\xi: X(\xi, t)<x\}, \eta(x, t)=\inf \{\xi: X(\xi, t)>x\}$; then the set $\Gamma=\{(x, t): \xi(x, t) \neq \eta(x, t), t \geq 0\}$ consists of at most countable Lipschitz continuous curves. Furthermore,

$$
\begin{gather*}
\xi(x-0, t)=\xi(x, t), \quad \eta(x, t)=\xi(x+0, t)=\eta(x+0, t)  \tag{4.5}\\
X(\xi(x, t)-0, t) \leq x \leq X(\xi(x, t)+0, t) \tag{4.6}
\end{gather*}
$$

(5) For any point ( $x_{0}, t_{0}$ ), there exists at least one curve $L^{\prime}$ through ( $x_{0}, t_{0}$ ) such that $\xi(x, t)$ keeps constant along the curve.

Lemma 4.2. If the function $u(x, t)$ is given, then the solution of Eq. (4.1) is unique. Furthermore,

$$
\begin{equation*}
m(x, t)=\int_{0}^{\xi(x, t)} \rho_{0}(\xi) d \xi \tag{4.7}
\end{equation*}
$$

Proof of Theorem 2. Fix time $t$; we define

$$
\begin{equation*}
C_{t}=\{x ;(x, t) \in R / \Gamma, X(\xi(x, t)-0, \tau)=X(\xi(x, t)+0, \tau), 0 \leq \tau \leq t\} \tag{4.8}
\end{equation*}
$$

It is easy to verify that for any $0<\tau \leq t, \xi(x(\tau), \tau)$ keeps constant along the curve $x(\tau)=X(\xi(x, t), \tau)$. For any $x_{1}, x_{2} \in C_{t}$ satisfying $x_{1}<x_{2}$, let $\xi\left(x_{1}, t\right)=\xi_{1}$ and $\xi\left(x_{2}, t\right)=\xi_{2}$. Set $x_{1}(\tau)=X\left(\xi_{1}, \tau\right)$ and $x_{2}(\tau)=X\left(\xi_{2}, \tau\right), 0 \leq \tau \leq t$ Let $\phi_{1 \varepsilon}(x), \phi_{2 \varepsilon}(x) \in$ $C^{\infty}(R)$ satisfy

$$
\phi_{1 \varepsilon}(x)=\left\{\begin{array}{ll}
1, & x \leq-\varepsilon,  \tag{4.9}\\
0, & x \geq 0,
\end{array} \quad \phi_{2 \varepsilon}(x)= \begin{cases}1, & x \leq 0 \\
0, & x \geq \varepsilon\end{cases}\right.
$$

For any $\varphi(\tau) \in C_{0}^{\infty}[0, t)$, let $\psi_{\varepsilon}=\bar{\phi}_{\varepsilon}(x, \tau) \varphi(\tau)$ with

$$
\bar{\phi}_{\varepsilon}(x, \tau)=\phi_{2 \varepsilon}\left(x-x_{2}(\tau)\right)-\phi_{1 \varepsilon}\left(x-x_{1}(\tau)\right) .
$$

Then by $(1.4)_{2}$, we have

$$
\begin{equation*}
\iint \psi_{\varepsilon \tau} u+\psi_{\varepsilon x} u^{2}+x \psi_{\varepsilon} d m d t+\int \psi_{\varepsilon}(x, 0) u_{0} \rho_{0} d \eta=0 \tag{4.10}
\end{equation*}
$$

which indicates

$$
\begin{align*}
& \iint \varphi_{\tau} \bar{\phi}_{\varepsilon} u+x \psi_{\varepsilon} d m d \tau+\int \psi_{\varepsilon}(x, 0) u_{0} \rho_{0} d \eta \\
= & -\int_{0}^{t} \int_{x_{1}(\tau)-\varepsilon}^{x_{1}(\tau)} \varphi \phi_{1 \varepsilon}^{\prime}\left(x_{1}^{\prime}(\tau)-u\right) u d m d \tau  \tag{4.11}\\
& +\int_{0}^{t} \int_{x_{2}(\tau)}^{x_{2}(\tau)+\varepsilon} \varphi \phi_{2 \varepsilon}^{\prime}\left(x_{2}^{\prime}(\tau)-u\right) u d m d \tau
\end{align*}
$$

By Lemma 4.1 (3) and the fact that $x_{1}, x_{2} \in C_{t}$, we have for almost every $0<\tau<t$,

$$
u\left(x_{i}(\tau)-0, \tau\right)=x_{i}^{\prime}(\tau)=u\left(x_{i}(\tau)+0, \tau\right), \quad i=1,2
$$

Thus the right-hand side of (4.11) tends to zero when $\varepsilon$ tends to zero. Letting $\varepsilon \rightarrow 0$ in (4.11) gives

$$
\begin{equation*}
\int_{0}^{t} \int_{x_{1}(\tau)-0}^{x_{2}(\tau)+0} \varphi_{\tau} u+x \varphi d m d \tau+\int_{\xi_{1}}^{\xi_{2}} \varphi(0) u_{0} \rho_{0} d \eta=0 \tag{4.12}
\end{equation*}
$$

For any $0 \leq s<t$, we choose $0<\delta<t-s$. Let $\varphi(\tau)=\varphi_{\delta}(\tau)$ satisfy

$$
\varphi_{\delta}(\tau)= \begin{cases}1, & 0 \leq \tau \leq s  \tag{4.13}\\ 0, & \tau \geq s+\delta\end{cases}
$$

Then substituting (4.13) into (4.12) and letting $\delta \rightarrow 0$ yields

$$
\begin{equation*}
\int_{\xi_{1}}^{\xi_{2}} u_{0} \rho_{0} d \eta-\int_{\xi_{1}}^{\xi_{2}} X^{\prime}(\eta, s) \rho_{0}(\eta) d \eta+\int_{0}^{s} \int_{\xi_{1}}^{\xi_{2}} X(\eta, \tau) \rho_{0}(\eta) d \eta d \tau=0 \tag{4.14}
\end{equation*}
$$

where we have used the fact that for any measurable function $f$ with respect to $m(x, s)_{x}$,

$$
\begin{equation*}
\int_{x_{1}(s)-0}^{x_{2}(s)+0} f(x) d m(x, s)=\int_{\xi_{1}}^{\xi_{2}} f(X(\eta, s)) \rho_{0}(\eta) d \eta \tag{4.15}
\end{equation*}
$$

due to Lemma 4.2, $\xi\left(x_{1}(\tau), \tau\right)=\xi_{1}$ and $\xi\left(x_{2}(\tau), \tau\right)=\xi_{2}$ for any $0 \leq \tau \leq t$. Let

$$
\begin{equation*}
h(s)=\int_{0}^{s} \int_{\xi_{1}}^{\xi_{2}} X(\eta, \tau) \rho_{0}(\eta) d \eta d \tau \tag{4.16}
\end{equation*}
$$

Then we have from (4.14)

$$
\begin{equation*}
\int_{\xi_{1}}^{\xi_{2}} u_{0} \rho_{0} d \eta-h^{\prime \prime}(s)+h(s)=0, \quad h(0)=0, \quad h^{\prime}(0)=\int_{\xi_{1}}^{\xi_{2}} \eta \rho_{0}(\eta) d \eta \tag{4.17}
\end{equation*}
$$

Direct computation on (4.17) gives that for any $0 \leq s \leq t$,

$$
\begin{align*}
h^{\prime}(s) & =\int_{\xi_{1}}^{\xi_{2}} \rho_{0}(\eta) X(\eta, s) d \eta=\int_{\xi_{1}}^{\xi_{2}} \rho_{0}(\eta)\left[\eta \operatorname{ch} s+u_{0}(\eta) \operatorname{sh} s\right] d \eta  \tag{4.18}\\
h^{\prime \prime}(s) & =\int_{\xi_{1}}^{\xi_{2}} \rho_{0}(\eta) X^{\prime}(\eta, s) d \eta=\int_{\xi_{1}}^{\xi_{2}} \rho_{0}(\eta)\left[\eta \operatorname{sh} s+u_{0}(\eta) \operatorname{ch} s\right] d \eta \tag{4.19}
\end{align*}
$$

Furthermore, we have

Lemma 4.3. For any $x_{1}<x_{2}$, let $\xi_{1}=\xi\left(x_{1}, t\right)$ and $\xi_{2}=\xi\left(x_{2}, t\right)$; then for any $0 \leq s \leq t$,

$$
\begin{align*}
& \int_{\xi_{1}}^{\xi_{2}} \rho_{0}(\eta) X(\eta, s) d \eta=\int_{\xi_{1}}^{\xi_{2}} \rho_{0}(\eta)\left[\eta \operatorname{ch} s+u_{0}(\eta) \operatorname{sh} s\right] d \eta  \tag{4.20}\\
& \int_{\xi_{1}}^{\xi_{2}} \rho_{0}(\eta) X^{\prime}(\eta, s) d \eta=\int_{\xi_{1}}^{\xi_{2}} \rho_{0}(\eta)\left[\eta \mathrm{sh} s+u_{0}(\eta) \operatorname{ch} s\right] d \eta \tag{4.21}
\end{align*}
$$

Proof. Without loss of generality, we assume that $x_{1} \in R / C_{t}$ and $x_{2} \in C_{t}$. There are two subcases.
i) $x_{1}=X\left(\xi_{1}-0, t\right)$ : Let

$$
\begin{equation*}
V_{t}=\{x ; \exists \xi \text { s.t. } X(\xi-0, t)<x<X(\xi+0, t)\} \tag{4.22}
\end{equation*}
$$

It is easy to see that for any $x \in V(t)$,

$$
\begin{equation*}
\rho(x, t)=m_{x}(x, t)=0 \tag{4.23}
\end{equation*}
$$

due to Lemma 4.2. By the definition of $C_{t}$ and $V_{t}, R /\left(C_{t} \cup V_{t}\right)$ is a zero measure set. Thus in this subcase, there exists a sequence of $x_{1 n} \in C_{t}$ satisfying $x_{1 n}<x_{1}$ and $x_{1 n} \rightarrow x_{1}$ as $n \rightarrow \infty$. Set $\xi_{1 n}=\xi\left(x_{1 n}, t\right)$; then the equality (4.18) yields

$$
\begin{equation*}
\int_{\xi_{1 n}}^{\xi_{2}} \rho_{0}(\eta) X(\eta, s) d \eta=\int_{\xi_{1 n}}^{\xi_{2}} \rho_{0}(\eta)\left[\eta \operatorname{ch} s+u_{0}(\eta) \operatorname{sh} s\right] d \eta \tag{4.24}
\end{equation*}
$$

Let $n \rightarrow \infty$; we obtain (4.20) due to Lemma 4.1 (4). The equality (4.21) can be obtained in the same way.
ii) $X\left(\xi_{1}-0, t\right)<x_{1} \leq X\left(\xi_{1}+0, t\right)$ : Let $\bar{x}_{1}=X\left(\xi_{1}+0, t\right)$. Then we have $\xi\left(\bar{x}_{1}, t\right)=$ $\xi\left(x_{1}, t\right)=\xi_{1}$. Following the same argument as i), we obtain (4.20) and (4.21). Hence Lemma 4.3 is proved.

Now we define

$$
\begin{align*}
& q(x, t)=\int_{0}^{\xi(x, t)} \rho_{0}(\eta)\left[\eta \operatorname{sh} t+u_{0}(\eta) \operatorname{cht} t\right] d \eta  \tag{4.25}\\
& n(x, t)=\int_{0}^{\xi(x, t)} \rho_{0}(\eta)\left[\eta \operatorname{ch} t+u_{0}(\eta) \operatorname{sh} t\right] d \eta \tag{4.26}
\end{align*}
$$

We have
Lemma 4.4. $q_{x}=u(x, t) m_{x}$ and $n_{x}=x m_{x}$ hold in the sense of Radon-Nykodym in $x$.
Proof. Let $\Gamma_{t}=\{x ;(x, t) \in \Gamma\}$ and $A=C_{t} \cup V_{t} \cup \Gamma_{t}$. Then by the definition, $R / A$ consists of at most countable points where $m(x, t)$ is continuous. It is noted that $\rho$ is a vacuum in $V_{t}$. Therefore we only need to show that Lemma 4.4 holds in the set $\Gamma_{t}$ everywhere and the set $C_{t}$ almost everywhere. Let $x \in C_{t}$ satisfy

$$
\lim _{\varepsilon \rightarrow 0} \frac{\int_{\xi-\varepsilon}^{\xi+\varepsilon} \rho_{0} u_{0} d \eta}{\int_{\xi-\varepsilon}^{\xi+\varepsilon} \rho_{0} d \eta}=u_{0}(\xi), \quad \xi=\xi(x, t)
$$

It is easy to check that such points are dense in $C_{t}$. Then there exist two sequences of $x_{1 n}, x_{2 n} \in C_{t}$ satisfying $x \in\left(x_{1 n}, x_{2 n}\right), x_{1 n} \rightarrow x_{1}$ and $x_{2 n} \rightarrow x_{2}$. From Lemma 4.3, we
have

$$
\begin{equation*}
\int_{\xi\left(x_{1 n}, t\right)}^{\xi\left(x_{2 n}, t\right)} \rho_{0}(\eta) X^{\prime}(\eta, s) d \eta=\int_{\xi\left(x_{1 n}, t\right)}^{\xi\left(x_{2 n}, t\right)} \rho_{0}(\eta)\left[\eta \operatorname{sh} s+u_{0}(\eta) \operatorname{ch} s\right] d \eta \tag{4.27}
\end{equation*}
$$

Letting $n \rightarrow \infty$ yields

$$
\begin{equation*}
X^{\prime}(\xi, s)=\xi \operatorname{sh} s+u_{0}(\xi) \operatorname{ch} s, 0 \leq s \leq t \tag{4.28}
\end{equation*}
$$

Let $s=t$. We have

$$
\begin{equation*}
q_{x}=u(x, t) m_{x}, \quad u(x, t)=X^{\prime}(\xi, t)=\xi \operatorname{sh} t+u_{0}(\xi) \operatorname{ch} t . \tag{4.29}
\end{equation*}
$$

Using the same argument, we obtain that for any $x \in \Gamma_{t}$ and $0 \leq s \leq t$,

$$
\begin{equation*}
\int_{\xi(x, t)}^{\eta(x, t)} \rho_{0}(\eta) X^{\prime}(\eta, s) d \eta=\int_{\xi(x, t)}^{\eta(x, t)} \rho_{0}(\eta)\left[\eta \operatorname{sh} s+u_{0}(\eta) \operatorname{ch} s\right] d \eta . \tag{4.30}
\end{equation*}
$$

Let $s=t$. Then $X^{\prime}(\eta, t)=u(x, t)=\int_{\xi(x, t)}^{\eta(x, t)} \rho_{0}\left[\eta \operatorname{sh} t+u_{0} \operatorname{ch} t\right] d \eta$ holds for any $\eta \in$ $(\xi(x, t), \eta(x, t))$ due to Lemma 4.1. Hence we obtain $q_{x}=u(x, t) m_{x}$. The relation $n_{x}=x m_{x}$ can be treated in the same way. Therefore, the proof of Lemma 4.4 is completed.

In terms of Lemma 4.4, Eq. (4.1) yields

$$
\begin{equation*}
m_{t}+q_{x}=0 \tag{4.31}
\end{equation*}
$$

It is noted that Eq. (4.31) is conserved and $m$ and $q$ are left continuous functions. We introduce the following generalized potential $\Phi(x, t)$

$$
\begin{equation*}
\Phi(x, t)=\oint_{(0,0)}^{(x, t)} m(x, t) d x-q(x, t) d t \tag{4.32}
\end{equation*}
$$

Obviously, the potential $\Phi(x, t)$ is independent of the integral path and $\Phi_{x}=m, \Phi_{t}=-q$ hold in the sense of distributions. If we can show

$$
\begin{equation*}
\Phi(x, t)=-\min _{y} F(y ; x, t) \tag{4.33}
\end{equation*}
$$

where $F(y ; x, t)$ is introduced in (1.10), then it is natural to imply the uniqueness Theorem 2 because $F(y ; x, t)$ only depends on the initial data. We shall establish (4.33) by two integral paths.

For any point $\left(x_{0}, t_{0}\right) \in R_{+}^{2}$, there exists at least one curve $L^{\prime}$ through ( $x_{0}, t_{0}$ ) and ( $\left.\xi\left(x_{0}, t_{0}\right), 0\right)$ such that $\xi(x, t)$ keeps constant along $L^{\prime}$ due to Lemma 4.1 (5). The first integral path is chosen from $(0,0)$ to $\left(\xi\left(x_{0}, t_{0}\right), 0\right)$ along the $x$-axis and from $\left(\xi\left(x_{0}, t_{0}\right), 0\right)$ to ( $x_{0}, t_{0}$ ) along the curve $L^{\prime}$. Let $\xi_{0}=\xi\left(x_{0}, t_{0}\right)$. We compute

$$
\begin{align*}
\Phi\left(x_{0}, t_{0}\right)= & \int_{0}^{\xi_{0}} m_{0}(\eta) d \eta+\int_{L^{\prime}} m(x, t) d x-q(x, t) d t \\
= & \int_{0}^{\xi_{0}}\left(\xi_{0}-\eta\right) \rho_{0} d \eta-\int_{0}^{t_{0}} \int_{0}^{\xi_{0}}\left[\eta \operatorname{sh} s+u_{0}(\eta) \operatorname{ch} s\right] \rho_{0} d \eta d s  \tag{4.34}\\
& +\left(x_{0}-\xi_{0}\right) \int_{0}^{\xi_{0}} \rho_{0} d \eta \\
= & \int_{0}^{\xi_{0}} \rho_{0}\left[x_{0}-\left(\eta \operatorname{ch} t_{0}+u_{0} \operatorname{sh} t_{0}\right)\right] d \eta
\end{align*}
$$

On the other hand, we choose another integral path which is from $(0,0)$ to $\left(y_{0}, 0\right)$ along the $x$-axis and from $\left(y_{0}, 0\right)$ to $\left(x_{0}, t_{0}\right)$ along the curve $L: x=x(t)=y_{0} \operatorname{ch} t+v_{0} \operatorname{sht}$, $0 \leq t \leq t_{0}$, where $v_{0}=\frac{1}{\operatorname{sh} t_{0}}\left(x_{0}-y_{0} \operatorname{ch} t_{0}\right)$. Here $y_{0}$ is any constant. We compute

$$
\begin{align*}
\Phi\left(x_{0}, t_{0}\right) & =\int_{0}^{y_{0}} m_{0}(\eta) d \eta+\int_{L} m d x-q d t \\
& =\int_{0}^{y_{0}} m_{0}(\eta) d \eta+\int_{0}^{t_{0}} x^{\prime}(t) m(x(t), t)-q(x(t), t) d t \tag{4.35}
\end{align*}
$$

To calculate the last term of (4.35), we use the following lemma, whose proof will be given at the end of this section.

Lemma 4.5. Let $x(\tau)=y_{0} \operatorname{ch} \tau+v_{0} \operatorname{sh} \tau$ and $y(\tau)=\xi(x(\tau), \tau), 0 \leq \tau \leq t$. Then for any $0<\tau<t$,

$$
\begin{equation*}
\int_{y_{0}}^{y(\tau)} \rho_{0}(\eta) d \eta x^{\prime}(\tau) \geq \int_{y_{0}}^{y(\tau)} \rho_{0}(\eta)\left[\eta \operatorname{sh} \tau+u_{0}(\eta) \operatorname{ch} \tau\right] d \eta \tag{4.36}
\end{equation*}
$$

In terms of Lemma 4.5, we obtain

$$
\begin{align*}
x^{\prime}(t) m(x(t), t)-q(x(t), t) & =\int_{0}^{y(t)} \rho_{0}\left(x^{\prime}(t)-\eta \operatorname{sh} t-u_{0} \operatorname{ch} t\right) d \eta  \tag{4.37}\\
& \geq \int_{0}^{y_{0}} \rho_{0}\left(x^{\prime}(t)-\eta \operatorname{sh} t-u_{0} \operatorname{ch} t\right) d \eta
\end{align*}
$$

Substituting (4.37) into (4.35) implies

$$
\begin{align*}
\Phi\left(x_{0}, t_{0}\right) & \geq \int_{0}^{y_{1}} \rho_{0}\left(y_{0}-\eta\right) d \eta+\int_{0}^{y_{0}} \int_{0}^{t_{0}} \rho_{0}\left[\eta \operatorname{sh} t+u_{0} \operatorname{cht}\right] d \eta  \tag{4.38}\\
& =\int_{0}^{y_{0}} \rho_{0}\left(x_{0}-\eta \operatorname{ch} t_{0}-u_{0} \operatorname{sh} t_{0}\right) d \eta
\end{align*}
$$

Since $y_{0}$ is arbitrary, we have

$$
\begin{equation*}
\Phi\left(x_{0}, t_{0}\right) \geq \max _{y} \int_{0}^{y} \rho_{0}\left(x_{0}-\eta \operatorname{ch} t_{0}-u_{0} \operatorname{sh} t_{0}\right) d \eta \tag{4.39}
\end{equation*}
$$

Combining (4.35) and (4.39), we obtain

$$
\begin{align*}
\Phi\left(x_{0}, t_{0}\right) & =\max _{y} \int_{0}^{y} \rho_{0}\left(x_{0}-\eta \operatorname{ch}_{0}-u_{0} \operatorname{sh} t_{0}\right) d \eta  \tag{4.40}\\
& =-\min _{y} F\left(y ; x_{0}, t_{0}\right)
\end{align*}
$$

On the other hand, by the existence Theorem 1, we can construct a standard entropy solution $m_{s}, u_{s}$ satisfying $m_{s}=\Phi_{x}, q_{s}=-\Phi_{t}$, where $\left(q_{s}\right)_{x}=u_{s}\left(m_{s}\right)_{x}$. Thus by (4.40) we have $m=m_{s}, q=q_{s}$ a.e. in $t>0$. Therefore the uniqueness Theorem 2 is proved.

Proof of Lemma 4.5. Without loss of generality, we assume that $y_{0}<x(\tau)$. Then we have $X\left(y_{0}, \tau\right)<x(\tau)$. We divide our proof into two subcases.
i) For any $0<s \leq \tau, X\left(y_{0}, s\right)<x(s)$. Let

$$
\begin{equation*}
L P=\left\{\xi \in R ; \lim _{\varepsilon \rightarrow 0} \frac{\int_{\xi-\varepsilon}^{\xi+\varepsilon} \rho_{0} u_{0} d \eta}{\int_{\xi-\varepsilon}^{\xi+\varepsilon} \rho_{0} d \eta}=u_{0}(\xi)\right\} \tag{4.41}
\end{equation*}
$$

Obviously, the set LP is dense in R . For any $y \in\left(y_{0}, y(\tau)\right) \cap L P / U$, where $U$ is introduced in Lemma 4.1 (3), the curve $X(y, s)$ must intersect with the curve $\mathrm{L}: x=x(s)$ at some time $0<t(y)<\tau$. See Fig 4.1. Let

$$
\begin{equation*}
\xi(y)=\lim _{s \rightarrow t(y)} \xi(X(y, s), s), \quad \eta(y)=\lim _{s \rightarrow t(y)} \eta(X(y, s), s) . \tag{4.42}
\end{equation*}
$$



Fig 4.1

Then we have

$$
\begin{equation*}
\xi(y) \leq y \leq \eta(y) \tag{4.43}
\end{equation*}
$$

If $\xi(y)=y=\eta(y)$, equality (4.28) implies

$$
\begin{equation*}
X(y, s)=y \operatorname{ch} s+u_{0}(y) \operatorname{sh} s, \quad 0<s<t(y) \tag{4.44}
\end{equation*}
$$

Since $y_{0}<y$ and

$$
\begin{equation*}
x(t(y))=y_{0} \operatorname{ch} t(y)+u_{0}(y) \operatorname{sht}(y)=X(y, t(y))=y \operatorname{ch} t(y)+u_{0}(y) \operatorname{sh} t(y), \tag{4.45}
\end{equation*}
$$

we obtain $u_{0}(y)<v_{0}$. A simple calculation shows that

$$
\begin{equation*}
\frac{y-y_{0}}{v_{0}-u_{0}(y)}=\frac{\operatorname{sh} t(y)}{\operatorname{cht} t(y)} \leq \frac{\operatorname{ch} \tau}{\operatorname{sh} \tau}, \tag{4.46}
\end{equation*}
$$

which indicates

$$
\begin{equation*}
x^{\prime}(\tau) \geq y \operatorname{sh} \tau+u_{0}(y) \operatorname{ch} \tau \tag{4.47}
\end{equation*}
$$

If $\xi(y) \neq \eta(y)$, let $I_{y}=(\xi(y), \eta(y))$. From Lemma 4.4, we have

$$
\begin{align*}
\lim _{s \rightarrow t(y)} X^{\prime}(y, s) \int_{\xi(y)}^{\eta(y)} \rho_{0}(\eta) d \eta & =\int_{\xi(y)}^{\eta(y)} \rho_{0}(\eta)\left[\eta \operatorname{sh} s+u_{0}(\eta) \operatorname{ch} s\right] d \eta  \tag{4.48}\\
\lim _{s \rightarrow t(y)} X(y, s) \int_{\xi(y)}^{\eta(y)} \rho_{0}(\eta) d \eta & =\int_{\xi(y)}^{\eta(y)} \rho_{0}(\eta)\left[\eta \operatorname{ch} s+u_{0}(\eta) \operatorname{sh} s\right] d \eta \tag{4.49}
\end{align*}
$$

Noting that $\lim _{s \rightarrow t(y)} X(y, s)=x(t(y))$ and $\lim _{s \rightarrow t(y)} X^{\prime}(y, s)<x^{\prime}(t(y))$, we get

$$
y_{0} \int_{\xi(y)}^{\eta(y)} \rho_{0} d \eta<\int_{\xi(y)}^{\eta(y)} \rho_{0} \eta d \eta
$$

and

$$
v_{0} \int_{\xi(y)}^{\eta(y)} \rho_{0} d \eta>\int_{\xi(y)}^{\eta(y)} \rho_{0} u_{0} d \eta .
$$

Applying the same argument as in (4.46) and (4.47) yields

$$
\begin{equation*}
X^{\prime}(\tau) \int_{\xi(y)}^{\eta(y)} \rho_{0}(\eta) d \eta \geq \int_{\xi(y)}^{\eta(y)} \rho_{0}(\eta)\left[\eta \operatorname{sh} \tau+u_{0}(\eta) \operatorname{ch} \tau\right] d \eta \tag{4.50}
\end{equation*}
$$

On the other hand, it is easy to check that, for all of these intervals, $I_{y}$ either is equivalent or disjoint to each other due to Lemma 4.1 (1) and (2). Let $\Delta=\left\{y ;\left|I_{y}\right| \neq\right.$ $\left.0, y \in\left(y_{0}, y(\tau)\right)\right\}$; then $\Delta$ consists of at most denumerable open intervals which disjoint each other. Thus by (4.50), we have

$$
\begin{equation*}
X^{\prime}(\tau) \int_{\Delta} \rho_{0}(\eta) d \eta \geq \int_{\Delta} \rho_{0}(\eta)\left[\eta \operatorname{sh} \tau+u_{0}(\eta) \operatorname{ch} \tau\right] d \eta \tag{4.51}
\end{equation*}
$$

Since (4.47) holds for any $y \in\left(y_{0}, y(\tau)\right) \cap L P /(\Delta \cup U)$, we have

$$
\begin{equation*}
X^{\prime}(\tau) \int_{\left(y_{0}, y(\tau)\right) / \Delta} \rho_{0}(\eta) d \eta \geq \int_{\left(y_{0}, y(\tau)\right) / \Delta} \rho_{0}(\eta)\left[\eta \operatorname{sh} \tau+u_{0}(\eta) \operatorname{ch} \tau\right] d \eta \tag{4.52}
\end{equation*}
$$

Combining (4.51) and (4.52) implies (4.36).
ii) $\exists 0<s_{0} \leq \tau$, s.t. $X\left(y_{0}, s_{0}\right)=x\left(s_{0}\right)$.

Suppose that there exists $n(n \geq 2)$ intersection points between $X\left(y_{0}, s\right)$ and $x(s)$, $0 \leq s<\tau$. We denote these points by $\left(x_{i}, s_{i}\right), i=1,2, \cdots, n$ with $s_{n}=0<s_{n-1}<\cdots<$ $s_{1} \leq \tau$. See Fig 4.2. Let $\xi_{i}=\xi\left(x_{i}, s_{i}\right), \eta_{i}=\eta\left(x_{i}, s_{i}\right), i=1, \cdots, n-1$ and $\xi_{n}=\eta_{n}=y_{0}$ and $\eta_{0}=y(\tau)$.


Fig 4.2

It is easy to check that $\left[y_{0}, y(\tau)\right]=\sum_{i=0}^{n-1}\left[\eta_{i+1}, \eta_{i}\right]$. It is observed that when $s_{1}<$ $s \leq \tau, X\left(y_{0}, s\right)<x(s)$ holds. Using the same argument as i), we have

$$
\begin{equation*}
X^{\prime}(\tau) \int_{\eta_{1}}^{y(\tau)} \rho_{0}(\eta) d \eta \geq \int_{\eta_{1}}^{y(\tau)} \rho_{0}(\eta)\left[\eta \operatorname{sh} \tau+u_{0}(\eta) \mathrm{ch} \tau\right] d \eta \tag{4.53}
\end{equation*}
$$

When $s_{2}<s \leq s_{1}$, we have $x(s)<X\left(y_{0}, s\right)$. Again using the same argument as i) yields

$$
\begin{equation*}
X^{\prime}(\tau) \int_{\eta_{2}}^{\eta_{1}} \rho_{0}(\eta) d \eta \leq \int_{\eta_{2}}^{\eta_{1}} \rho_{0}(\eta)\left[\eta \operatorname{sh} \tau+u_{0}(\eta) \operatorname{ch} \tau\right] d \eta \tag{4.54}
\end{equation*}
$$

We note that

$$
\begin{equation*}
x^{\prime}\left(s_{1}\right) \int_{\xi_{1}}^{\eta_{1}} \rho_{0}(\eta) d \eta \geq X^{\prime}\left(y_{0}, s_{1}\right) \int_{\xi_{1}}^{\eta_{1}} \rho_{0}(\eta) d \eta=\int_{\xi_{1}}^{\eta_{1}} \rho_{0}(\eta)\left[\eta \operatorname{sh} s_{1}+u_{0}(\eta) \operatorname{ch} s_{1}\right] d \eta \tag{4.55}
\end{equation*}
$$

which indicates

$$
\begin{equation*}
X^{\prime}(\tau) \int_{\xi_{1}}^{\eta_{1}} \rho_{0}(\eta) d \eta \geq \int_{\xi_{1}}^{\eta_{1}} \rho_{0}(\eta)\left[\eta \operatorname{sh} \tau+u_{0}(\eta) \operatorname{ch} \tau\right] d \eta \tag{4.56}
\end{equation*}
$$

We also note that

$$
\begin{equation*}
X^{\prime}(\tau) \int_{\xi_{2}}^{\eta_{2}} \rho_{0}(\eta) d \eta \leq \int_{\xi_{2}}^{\eta_{2}} \rho_{0}(\eta)\left[\eta \operatorname{sh} \tau+u_{0}(\eta) \operatorname{ch} \tau\right] d \eta \tag{4.57}
\end{equation*}
$$

Thus we obtain

$$
\begin{equation*}
X^{\prime}(\tau) \int_{\left(\xi_{1}, \xi_{2}\right) \cup\left(\eta_{2}, \eta_{1}\right)} \rho_{0}(\eta) d \eta \geq \int_{\left(\xi_{1}, \xi_{2}\right) \cup\left(\eta_{2}, \eta_{1}\right)} \rho_{0}(\eta)\left[\eta \operatorname{sh} \tau+u_{0}(\eta) \operatorname{ch} \tau\right] d \eta \tag{4.58}
\end{equation*}
$$

Substituting (4.54) into (4.58) implies that

$$
\begin{equation*}
X^{\prime}(\tau) \int_{\eta_{2}}^{\eta_{1}} \rho_{0}(\eta) d \eta \geq \int_{\eta_{2}}^{\eta_{1}} \rho_{0}(\eta)\left[\eta \operatorname{sh} \tau+u_{0}(\eta) \operatorname{ch} \tau\right] d \eta \tag{4.59}
\end{equation*}
$$

In the same way, we can show for any $i=0, \cdots, n-1$,

$$
\begin{equation*}
X^{\prime}(\tau) \int_{\eta_{i+1}}^{\eta_{i}} \rho_{0}(\eta) d \eta \geq \int_{\eta_{i+1}}^{\eta_{i}} \rho_{0}(\eta)\left[\eta \operatorname{sh} \tau+u_{0}(\eta) \operatorname{ch} \tau\right] d \eta \tag{4.60}
\end{equation*}
$$

Adding all of these inequalities yields

$$
\begin{equation*}
X^{\prime}(\tau) \int_{y_{0}}^{y(\tau)} \rho_{0}(\eta) d \eta \geq \int_{y_{0}}^{y(\tau)} \rho_{0}(\eta)\left[\eta \mathrm{sh} \tau+u_{0}(\eta) \operatorname{ch} \tau\right] d \eta \tag{4.61}
\end{equation*}
$$

Therefore Lemma 4.5 is proved.
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