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Abstract. Heterogeneous multiscale methods have been introduced by E and Engquist [Comm. Math. Sci., 1 (2003), pp. 87–132] as a methodology for the numerical computation of problems with multiple scales. Analyses of the methods for various homogenization problems have been done by several authors. These results were obtained under the assumption that the microscopic models (the cell problems in the homogenization context) are analytically given. For numerical computations, these microscopic models have to be solved numerically. Therefore, it is important to analyze the error transmitted on the macroscale by discretizing the fine scale. We give in this paper $H^1$ and $L^2$ a priori estimates of the fully discrete heterogeneous multiscale finite element method. Numerical experiments confirm that the obtained a priori estimates are sharp.
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1. Introduction. The heterogeneous multiscale methods (HMM) introduced in [6] are a general framework for the numerical modeling of problems with multiple scales. For homogenization problems in a finite element (FE) context, this method discretizes the physical problem directly by a “macroscopic finite element method (FEM)” model. The fine scale of the problem is accounted for in the element stiffness matrix calculations by solving either a unit-cell problem or a problem on a patch with a fixed, i.e., scale-independent, number of unit cells. These problems will be referred to as microproblems. So far, the study of the accuracy properties in HMM has been done assuming that the fine-scale problems were analytically given [6], [1], [5], [2], [12]. Other types of multiscale methods for homogenization problems have been given in [9], [15], [11], and [8]. We note that in [11] macro- and microerrors were first separated and quantitatively estimated, although not in the HMM context and for unbounded domains. The analysis in [11] was also restricted to the case where the diffusion tensor $a^\varepsilon(x) = a(x/\varepsilon)$ does not depend on the macrovariable, and it cannot be easily generalized.

Recently, there have been many attempts to combine microscopic and macroscopic models for the solution of multiscale or even multiphysics problems (see, for example, [7] for a discussion on these topics). The influences of the error of a micromodel at a macroscale is an important question in multiscale computations but is, in general, difficult to address. To the best of our knowledge, this paper gives the first result of such an analysis in the HMM context.

Within the framework introduced by E, Ming, and Zhang [5] we give several error estimates for the macroscopic solutions, when the microproblems are discretized by a numerical method. These estimates include $H^1$ and $L^2$ error estimates between the solution of the finite element heterogeneous multiscale method (FE-HMM) and
the solution of the homogenized problem (Theorem 3.6), $H^1$ and $L^2$ error estimates between the solution of the FE-HMM and the $L^2$ projection of the microscopic solution of the elliptic problem (Theorem 3.9), and, finally, $H^1$ error estimates between the reconstructed fine-scale solution of the FE-HMM and the microscopic solution of the elliptic problem (Theorem 3.11). Numerical experiments confirm that the derived estimates are sharp.

Our analysis shows, for periodic elliptic homogenization problems, that the macro- and the micromeshes have to be refined simultaneously. This may explain the inconsistency observed in [13] between the theoretical and the numerical results for some experiments. More precisely, if $N$ denotes the number of macro degrees of freedom (DOF), and $H = \mathcal{O}(N^{-\frac{1}{2}})$, where $n$ is the dimension of the problem, assuming that the total cost is proportional to the total DOF, the total works predicted by a semidiscrete analysis (i.e., with analytical microproblems) are $\mathcal{O}(N^{1/2})$ for approximating the homogenized solution in the $L^2$ norm at a macrorate $\mathcal{O}(H^2)$, $\mathcal{O}(N)$ for approximating the homogenized solution in the $H^1$ norm at a macrorate $\mathcal{O}(H)$, and $\mathcal{O}(N)$ for approximating the fine-scale solution in the $H^1$ norm at a macrorate $\mathcal{O}(H)$ [13], [6], [5], [2]. The fully discrete analysis, with a numerical microscopic solution, shows that the total works are $\mathcal{O}(N)$, $\mathcal{O}(N^{3/2})$, and $\mathcal{O}(N^2)$, respectively, for the three aforementioned cases. Furthermore, numerical experiments show that these estimates are sharp.

We recall that the FE-HMM has a robust convergence (towards the homogenized solution) in $H$ which does not depend on $\varepsilon$ [6], [2]. Finally, since each microproblem is independent, the cell problems can be solved in parallel, and, in this case, the total work is $\mathcal{O}(N)$, independently of $\varepsilon$.

For brevity of exposition, we will present the results for piecewise linear continuous FEMs in the micro- and in the macrospace. We emphasize that our results can be extended to higher orders with the same techniques. Although the FE-HMM is applicable also in the nonperiodic setting (see section 2), our analysis is done in the periodic case, since, in this case, the analytical behavior of the true solution, as well as its homogenized limit, is well understood.

The paper is organized as follows. In section 2 we describe the FE-HMM for elliptic problems and recall known convergence results. In section 3 we give the convergence results for the fully discrete FE-HMM. Finally, in section 4, we present numerical examples which illustrate that the $H^1$ a priori estimates given in section 3 are sharp.

**Notation.** In what follows, $C > 0$ denotes a generic constant, independent of $\varepsilon$, whose value can change at any occurrence but depends only on the quantities which are indicated explicitly. For $r = (r_1, \ldots, r_n) \in \mathbb{N}^n$, we denote $|r| = r_1 + \cdots + r_n$, $D^r = \partial_1^{r_1} \cdots \partial_n^{r_n}$. We will consider the usual Sobolev space $H^1(\Omega) = \{u \in L^2(\Omega) ; D^r u \in L^2(\Omega), |r| \leq 1\}$, with norm $\|u\|_{H^1(\Omega)} = (\sum_{|r| \leq 1} \|D^r u\|_{L^2(\Omega)}^2)^{1/2}$. We will also consider $H^1_0(\Omega)$ the closure of $C_0^\infty(\Omega)$ for the $\| \cdot \|_{H^1(\Omega)}$ norm and the spaces $W^{1,\infty}(\Omega) = \{u \in L^\infty(\Omega) ; D^r u \in L^\infty(\Omega), |r| \leq 1\}$. Finally, we will consider $W^1_{per}(Y) = \{v \in H^1_{per}(Y); \int_Y v dx = 0\}$, where $H^1_{per}(Y)$ is defined as the closure of $C_0^\infty(Y)$ (the subset of $C^\infty(\mathbb{R}^n)$ of periodic functions in the unit cube $Y = (0,1)^n$) for the $H^1$ norm.

2. **HMM for elliptic homogenization problems.** We consider the following elliptic model problem in the domain $\Omega \subset \mathbb{R}^n$:

\begin{equation}
- \nabla \cdot (a^\varepsilon \nabla u^\varepsilon) = f \text{ in } \Omega, \quad u^\varepsilon = 0 \text{ on } \partial \Omega,
\end{equation}
where we assume that the tensor $a^\varepsilon(x) = a(x, \frac{x}{\varepsilon}) = a(x, y)$ is symmetric, coercive, and periodic with respect to each component of $y$ in the unit cube $Y = (0,1)^n$. We further assume that $f \in L^2(\Omega)$, $a_{ij}(x, \cdot) \in L^\infty(\mathbb{R}^n)$, and $x \rightarrow a_{ij}(x, \cdot)$ is smooth from $\Omega \rightarrow L^\infty(\mathbb{R}^n)$. We also assume that $\Omega$ is a convex polygon. Throughout, we add a superscript on the solution $u$ to emphasize its dependence on $\varepsilon$. It is known from homogenization theory (see, e.g., [3, Chap. 1], [14]) that $u^\varepsilon$ converges (usually in a weak sense) to a “homogenized solution” $u^0$, a solution of the homogenized problem

$$
(2.2) \quad -\nabla \cdot (a^0(x)\nabla u^0) = f(x) \in \Omega, \quad u^0 = 0 \text{ on } \partial\Omega,
$$

where the homogenized diffusion coefficient $a^0$ is a smooth matrix with coefficients given by $a^0_{ij}(x) = \int_\chi (a_{ij}(x, y) + \sum_{k=1}^n a_{ik}(x, y) \frac{\partial a_{kj}}{\partial y_k}(x, y))dy$. Here, $\chi^j(x, \cdot)$ denote the solutions of the cell problems given in (2.8). Classical homogenization theory [3], [14], [10] gives

$$
(2.3) \quad ||u^\varepsilon - u^0||_{L^2(\Omega)} \leq C\varepsilon.
$$

Some regularity on $\chi^j(x, \cdot)$ is needed for this estimate (see [9, Rem. 3.3]). The assumptions we make in section 3 (see 3.9) are sufficient for estimation (2.3) to hold.

As mentioned in the introduction, we concentrate here for simplicity on piecewise linear continuous FEMs in the micro- and in the macrospace. Therefore, let the macro FE space be defined by

$$
(2.4) \quad S^1_h(\Omega, \mathcal{T}_H) = \{ u^H \in H^1_0(\Omega); u^H|_K \in \mathcal{P}^1(K) \forall K \in \mathcal{T}_H \},
$$

where $\mathcal{P}^1(K)$ is the space of linear polynomials on the triangle $K$, and $\mathcal{T}_H$ is a quasi-uniform triangulation of $\Omega \subset \mathbb{R}^n$ of shape regular triangles $K$. By “macrofinite elements” we mean that $H$, the size of the triangulation, can be larger than the length scale $\varepsilon$.

Standard a priori estimates give $||u^\varepsilon - u^H||_{H^1(\Omega)} \leq C(H/\varepsilon)||f||_{L^2(\Omega)}$, where we use the estimate $||u||_{H^1(\Omega)} \leq (C/\varepsilon)||f||_{L^2(\Omega)}$ for $H^2$-regular functions. (The factor $1/\varepsilon$ is due to the small oscillations in $u^\varepsilon$; see [9, equation (4.1)].)

The FE-HMM for the elliptic homogenization problems, based on the macrospace $S^1_h(\Omega, \mathcal{T}_H)$, is defined by a modified macrobilinear form [6], [2],

$$
(2.5) \quad B(u^H, v^H) = \sum_{K \in \mathcal{T}_H} \frac{|K|}{|K_\varepsilon|} \int_{K_\varepsilon} \nabla u \cdot (a(x_k, x/\varepsilon)(\nabla v))^Tdx,
$$

where $K_\varepsilon = x_k + \varepsilon[-1/2, 1/2]^n$ is a sampling subdomain centered at the barycenter $x_k$ of $K$ and $|K_\varepsilon|$ denote the measure of $K$ and $K_\varepsilon$, respectively, and where $u$ is the solution of the following microproblem: find $u$ such that $(u - u^H) \in W^1_{\text{per}}(K_\varepsilon)$ and

$$
(2.6) \quad \int_{K_\varepsilon} \nabla u \cdot (a(x_k, x/\varepsilon)(\nabla z))^Tdx = 0 \quad \forall z \in W^1_{\text{per}}(K_\varepsilon).
$$

We obtain $v$ by a similar problem replacing $u^H$ by $v^H$. It is shown in [1, sect. 2.3], [5], [2, App. A] that

$$
(2.7) \quad u = u^H + \varepsilon \sum_{j=1}^n \chi^j(x_k, x/\varepsilon) \frac{\partial u^H(x_k)}{\partial x_j},
$$
where $\chi^j(x_k, y)$, $j = 1, \ldots, n$, are the (unique) solutions of the cell problems

\begin{equation}
\int_Y \nabla \chi^j a(x_k, y)(\nabla z)^T dy = -\int_Y e_j^T a(x_k, y)(\nabla z)^T dy \quad \forall z \in W_{per}^1(Y),
\end{equation}

where $Y = (0, 1)^n$ and $\{e_j\}_{j=1}^n$ is the standard basis of $\mathbb{R}^n$. These latter cell problems are the standard cell problems upon which the homogenized coefficients of problem (2.1) are constructed, and (2.7), with $u^H$ replaced by $u^0$ (the homogenized solution), is known in homogenization theory as the first approximation of the solution $u^\varepsilon$ (see [3, Chap. 1]).

**Remark 2.1.** In the definition (2.5), we collocate the slow variable of the tensor $a(x, x/\varepsilon)$ at the barycenter $x_k$ of $K_\varepsilon$ as it was done in [2]. This allows us to obtain error estimates (see (2.14)) consistent with the homogenized solution $u^0$.

The macrosolution of the FE-HMM is defined by the following variational problem [6], [5], [2]: find $u^H \in S_0^1(\Omega, T_H)$ such that

\begin{equation}
B(u^H, v^H) = \langle f, v^H \rangle \quad \forall v^H \in S_0^1(\Omega, T_H),
\end{equation}

where $\langle \cdot, \cdot \rangle$ denotes the standard scalar product of $L^2$ functions. It can be shown that the bilinear form $B(\cdot, \cdot)$ is elliptic and bounded, and thus the problem (2.9) admits a unique solution. It can also be shown that

\begin{equation}
B(u^H, v^H) = \sum_{K \in T_H} \int_K \nabla u^H a_0(x_k)(\nabla v^H)^T dx,
\end{equation}

where $a_0$ is the homogenized tensor given in (2.2) (see [6], [2, App. A], [5]). Notice that unless problem (2.6) is analytically given, (2.9) is of semidiscrete nature, since it assumes an exact microsolver. In section 3 we will drop this assumption and consider the fully discrete problem.

The following convergence estimates have been obtained in [5] for the macrospace $S_0^1(\Omega, T_H)$, assuming $H^2$ regularity for the solution $u^0$ of the homogenized problem (2.2) and an exact solution of (2.6):

\begin{align}
\|u^0 - u^H\|_{H^1(\Omega)} &\leq C(\varepsilon + H)\|f\|_{L^2(\Omega)}, \\
\|u^\varepsilon - u^0\|_{H^1(\Omega)} &\leq C(\sqrt{\varepsilon} + H)\|f\|_{L^2(\Omega)}, \\
\|Pu^\varepsilon - u^0\|_{H^1(\Omega)} &\leq C(\varepsilon/H + H)\|f\|_{L^2(\Omega)},
\end{align}

where $u^\varepsilon$ is the solution of problem (2.1), $u^0$ is the solution of the homogenized problem (2.2), and $u^\varepsilon_p$ is a reconstructed solution obtained from $u^H$ with fine-scale solution $(u - u^H)$ periodically extended on each element $K$. For the estimate (2.12), the norm $\tilde{H}$ is a mesh-dependent norm since $u^\varepsilon_p$ can be discontinuous across the macroelements $K$ (see section 3 for details). Finally, $Pu^\varepsilon$ denotes the $L^2$ projection of the solution. We refer the reader to [5] for the proofs of the above estimates.

If we collocate the slow variable of the tensor $a(x_k, x/\varepsilon)$ at the barycenter $x_k$ of $K_\varepsilon$, as done in the bilinear form (2.5), estimation (2.11) can be improved, and one can obtain (see [2, App. A])

\begin{equation}
\|u^0 - u^H\|_{H^1(\Omega)} \leq CH\|f\|_{L^2(\Omega)}.
\end{equation}

Compared to a standard FEM for the problem (2.1), we do not solve the fine-scale problems on the whole domain $\Omega$ but only on sampling domains $K_\varepsilon$, which can be chosen of the size of $\varepsilon$ in the periodic case. The fine-scale solution can be reconstructed from the known macro- and microsolutions on $K$ and $K_\varepsilon$, respectively. Finally, we note that the work on each sampling domain can be done in parallel.
2.1. A remark on the nonperiodic case. The algorithm described above relies on a modified macrobilinear form, where, in place of numerical integration, we solve microscale problems on sampling domains $K_\varepsilon$. In the periodic case, as previously mentioned, we can choose $K_\varepsilon$ of size $\varepsilon^n$. In the general case, when $a_\varepsilon$ is not necessarily periodic, there are two main issues:

- $K_\varepsilon$ should be replaced by $K_\delta = x_k + \delta[-1/2, 1/2]^n$, where $\delta$ is chosen such that it samples enough information of the local variations of $a_\varepsilon$.
- The boundary conditions of the microproblem have to be appropriately chosen.

In [5] it is proposed to use $u = u^H$ on $\partial K_\delta$ as boundary conditions for the micro-solutions (2.6) solved in $H^1(K_\delta)$. With these boundary conditions the semidiscrete formulation (2.9) has been analyzed in the periodic case (although, in that case, the periodic boundary conditions (2.6) are optimal). The case of a stationary random field $a_\varepsilon$ has also been investigated numerically in [1] (in a finite difference context) and in [13] (in a FE context). In this latter case, the semidiscrete formulation has been partially analyzed [5]. Notice that, in this case also, periodic boundary conditions as in (2.6) can still be retained.

3. Error analysis of the fully discrete FE-HMM. We estimate here the solution of the problem (2.9), when (2.6) is defined on a micro FE space. We recall that the sampling domain is defined as $K_\varepsilon = x_k + \varepsilon[-1/2, 1/2]^n$, where $x_k$ is at the barycenter of the macroelement $K$, and we define $T_h$, a quasi-uniform triangulation of the sampling domain $K_\varepsilon$, with mesh size $h$. We consider a micro FE space $S^1_{\text{per}}(K_\varepsilon, T_h) \subset W^1_{\text{per}}(K_\varepsilon)$ defined by

\begin{equation}
S^1_{\text{per}}(K_\varepsilon, T_h) = \{ u^h \in W^1_{\text{per}}(K_\varepsilon); \ u^h \mid_T \in \mathcal{P}^1(T), \ T \in T_h \},
\end{equation}

where $\mathcal{P}^1(T)$ is the space of linear polynomials on the triangle $T$.

The discrete microproblem is defined in the following way. For $u^H \in S^1_0(\Omega, T_H)$, find $u^h$ such that $(u^h - u^H) \in S^1_{\text{per}}(K_\varepsilon, T_h)$ and

\begin{equation}
\int_{K_\varepsilon} \nabla u^h \cdot a(x_k, x/\varepsilon)(\nabla z^h)^T dx = 0 \quad \forall z^h \in S^1_{\text{per}}(K_\varepsilon, T_h).
\end{equation}

It can be shown similarly as in [4, Chap. 6.1] that the problem (3.2) has a unique solution.

**Remark 3.1.** For a practical implementation, it has been shown in [2] that periodic boundary conditions can be enforced weakly through Lagrange multipliers in nonperiodic FE spaces.

Similarly to (2.7), we have the following expression for the solution $u^h$ of (3.2):

\begin{equation}
u^h = u^H + \varepsilon \sum_{j=1}^n \chi^{j, h}(x_k, x/\varepsilon) \frac{\partial u^H(x_k)}{\partial x_j},\end{equation}

where $\chi^{j, h}(x_k, x/\varepsilon)$, $j = 1, \ldots, n$, are the solutions of the cell problems (2.8) in $S^1_{\text{per}}(K_\varepsilon, T_h)$ instead of $W^1_{\text{per}}(K_\varepsilon)$. Indeed, inserting (3.3) in (3.2) and using that $\nabla u^H$ is constant on $K$ (since $u^H \in S^1_0(\Omega, T_H)$) and that $\chi^{j, h}$ are the solutions of the cell problems (2.8) in $S^1_{\text{per}}(K_\varepsilon, T_h)$ give the result. Notice that if $K \subset K_\varepsilon$, the value of $\nabla u^H$ is well defined since we take it at the barycenter $x_k \in K$. 
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The fully discrete macrobilinear form is now given by

\[ \bar{B}(u^H, v^H) = \sum_{K \in T_H} \frac{|K|}{|K^\varepsilon|} \int_{K^\varepsilon} \nabla u^h a(x_k, x/\varepsilon) (\nabla v^h)^T dx. \]

The corresponding macro FE-HMM solution is defined by the following variational problem: find \( \bar{u}^H \in S^1_0(\Omega, T_H) \) such that

\[ \bar{B}(\bar{u}^H, v^H) = (f, v^H) \quad \forall v^H \in S^1_0(\Omega, T_H). \]

The proposition below shows that (3.5) is well posed and has a unique solution.

**Proposition 3.2.** The problem (3.5) has a unique solution which satisfies

\[ \|\bar{u}^H\|_{H^1(\Omega)} \leq C \|f\|_{L^2(\Omega)}. \]

**Proof.** Let \( v^H \in S^1_0(\Omega, T_H) \). Since \( v^h - v^H \in S^1_{per}(K_\varepsilon) \) and \( \nabla v^H \) is constant over a macrotriangle \( K \), we have

\[
\int_{K^\varepsilon} |\nabla v^h|^2 dx = \int_{K^\varepsilon} |\nabla v^h - \nabla v^H|^2 dx + \int_{K^\varepsilon} |\nabla v^H|^2 dx,
\]

\[
\int_{K^\varepsilon} \nabla v^h a(x_k, x/\varepsilon) (\nabla v^h - \nabla v^H)^T dx = 0.
\]

Equality (3.7) implies that \( B(v^h, v^H) \geq C\|v^H\|^2_{H^1(K)} \), and thus the bilinear form \( \bar{B} \) is coercive. Equality (3.8) implies that \( \|\nabla v^H\|_{L^2(K_\varepsilon)} \leq C\|\nabla v^H\|_{L^2(\Omega)} \), and it follows that \( \bar{B} \) is bounded. The existence and uniqueness of a solution \( \bar{u}^H \) of problem (3.5), as well as (3.6), follow from the Lax–Milgram theorem.

In what follows, we assume that the solutions \( \chi^j \) of the cell problems (2.8) satisfy \( \chi^j(x_k, \cdot) \in W^{2,\infty}(Y) \). If one sets \( \chi^j(x_k, y) = \chi^j(x_k, x/\varepsilon) \), then by the chain rule (assuming \( \chi^j \) is smooth) we have

\[ \|D\chi^j(x_k, x/\varepsilon)\|_{L^\infty(K_\varepsilon)} \leq C \varepsilon^{-|\alpha|}, \quad |\alpha| \leq 2, \quad \alpha \in \mathbb{N}^n. \]

As a preparation for the error estimate we prove the following lemma.

**Lemma 3.3.** Suppose that the solutions of the cell problem (2.8) satisfy (3.9). Then the following estimation holds:

\[ |B(v^H, w^H) - B(v^H, w^H)| \leq C \left( \frac{h}{\varepsilon} \right)^2 \|\nabla v^H\|_{L^2(\Omega)} \|\nabla w^H\|_{L^2(\Omega)}, \]

where \( v^H, w^H \in S^1_0(\Omega, T_H) \), \( h \) is the mesh size of the micro FEM (3.1), and \( \bar{B} \) and \( B \) are defined in (3.4) and (2.5), respectively.

**Proof.** Using the definitions of (3.4) and (2.5) we have

\[ |B(v^H, w^H) - \bar{B}(v^H, w^H)| \]

\[ = \left| \sum_{K \in T} \frac{|K|}{|K^\varepsilon|} \left( \int_{K^\varepsilon} \nabla v a(x_k, x/\varepsilon) (\nabla w)^T dx - \int_{K^\varepsilon} \nabla v^h a(x_k, x/\varepsilon) (\nabla w^h)^T dx \right) \right| \]

\[ = \left| \sum_{K \in T} \frac{|K|}{|K^\varepsilon|} \left( \int_{K^\varepsilon} \nabla(v - v^h) a(x_k, x/\varepsilon) (\nabla w)^T dx \right. \]

\[ - \left. \int_{K^\varepsilon} \nabla v^h a(x_k, x/\varepsilon) (\nabla (w^h - w))^T dx \right) \right|. \]
We observe that the first member of the last line of (3.11) is zero since \((v - u^h) \in W^1_{\text{per}}(K_\varepsilon)\). Using the same argument and replacing \(u^h\) by \(v^h - v\) in the second expression, we have

\[
\left| \sum_{K \in \mathcal{T}} \frac{|K|}{|K_\varepsilon|} \int_{K_\varepsilon} \nabla (v^h - v) a(x_k, x/\varepsilon)(\nabla (w^h - w))^T dx \right|
\]

\[
\leq C \sum_{K \in \mathcal{T}} \frac{|K|}{|K_\varepsilon|} \|\nabla v^h - \nabla v\|_{L^2(K_\varepsilon)} \|\nabla w^h - \nabla w\|_{L^2(K_\varepsilon)},
\]

where we used that the bilinear form is bounded. It remains to estimate

\[
\|\nabla v^h - \nabla v\|_{L^2(K_\varepsilon)} = \left\| \varepsilon \sum_{j=1}^n \nabla (\chi_j^h(x_k, x/\varepsilon) - \chi_j^l(x_k, x/\varepsilon)) \frac{\partial v^h}{\partial x_j} \right\|_{L^2(K_\varepsilon)}
\]

\[
\leq C \sqrt{\nabla v^h \nabla v^h} \max_j \|\varepsilon \nabla (\chi_j^h - \chi_j^l)\|_{L^2(K_\varepsilon)}
\]

\[
\leq C h \sqrt{\nabla v^h \nabla v^h} \max_j \|\chi_j^l\|_{W^{2,\infty}(K_\varepsilon)} \sqrt{|K_\varepsilon|} \leq C(h/\varepsilon) \sqrt{\nabla v^h \nabla v^h} \sqrt{|K_\varepsilon|},
\]

where we used the standard result for \(H^1\) error estimates (with \(H^2\) regularity of \(\chi^l\)), and the assumption (3.9). Since \(\nabla v^h\) is constant, we have

\[
\sqrt{|K_\varepsilon|} \sqrt{\nabla v^h \nabla v^h} \sqrt{|K_\varepsilon|} = \|\nabla v^h\|_{L^2(K_\varepsilon)}.
\]

The second term of (3.13), \(\|\nabla v^h - \nabla w\|_{L^2(K_\varepsilon)}\), is treated similarly. Finally, summing up over \(K \in \mathcal{T}\) we find that (3.13) is bounded by \(C(\frac{h}{\varepsilon})^2 \|\nabla v^h\|_{L^2(\Omega)} \|\nabla w^h\|_{L^2(\Omega)}\), and the proof is complete. \(\Box\)

**Remark 3.4.** If we denote \(M = \dim S^1_{\text{per}}(K_\varepsilon)\), then the mesh size of the micro FE space (3.1) on \(K_\varepsilon\) (of measure \(|K_\varepsilon| = \varepsilon^n\)) is given by \(h \approx \varepsilon M^{-\frac{1}{2}}\). Therefore, the quantity \(h/\varepsilon\) in (3.10) is independent of \(\varepsilon\) for the micro FEM applied to the cell problems (3.2), and we express it as \(M^{-\frac{1}{2}}\), which emphasizes that it depends only on the DOF of \(S^1_{\text{per}}(K_\varepsilon)\).

We estimate next the error introduced in the macrosolution \(u^H\), when the micro-problem is given by (3.2).

**Proposition 3.5.** Let \(u^H, \bar{u}^H\) be the solutions of problem (2.9) and (3.5), respectively, and suppose that the assumptions of Lemma 3.3 hold. Then

\[
\|u^H - \bar{u}^H\|_{H^1(\Omega)} \leq CM^{-\frac{1}{2}} \|f\|_{L^2(\Omega)},
\]

where \(M\) is the dimension of the micro FE space \(S^1_{\text{per}}(K_\varepsilon)\) defined in (3.1).

**Proof.** Denoting by \(w^H = u^H - \bar{u}^H\), we have

\[
\alpha \|u^H - \bar{u}^H\|^2_{H^1(\Omega)} \leq B(u^H - \bar{u}^H, w^H) = \tilde{B}(\bar{u}^H, w^H) - B(\bar{u}^H, w^H),
\]

and thus

\[
\|u^H - \bar{u}^H\|_{H^1(\Omega)} \leq \frac{1}{\alpha} \frac{|\tilde{B}(\bar{u}^H, w^H) - B(\bar{u}^H, w^H)|}{\|w^H\|_{H^1(\Omega)}}.
\]

Using Lemma 3.3 and (3.6) leads to the result. \(\Box\)
We can now give the error estimate between the homogenized solution and the solution of the fully discretized FE-HMM.

**Theorem 3.6.** Let \( u^0 \) be the solution of the homogenized problem (2.2), and assume \( u^0 \) is \( H^2 \)-regular. Let \( \bar{u}^H \) be the solution of problem (3.5), and suppose that the assumptions of Lemma 3.3 hold. Then

\[
\| u^0 - \bar{u}^H \|_{H^1(\Omega)} \leq C(H + M^{-\frac{3}{2}}) \| f \|_{L^2(\Omega)},
\]

where \( H \) is the size of the triangulation of the macro FE space (2.4) and \( M \) is the dimension of the micro FE space \( S_{\text{per}}^1(K_\varepsilon) \) defined in (3.1).

**Proof.** Using (3.15) and (2.14) gives the result. \( \square \)

**Corollary 3.7.** Suppose that the assumptions of Theorem 3.6 hold. Then we have the following estimates:

\[
\| u^0 - \bar{u}^H \|_{L^2(\Omega)} \leq C(H^2 + M^{-\frac{3}{2}}) \| f \|_{L^2(\Omega)},
\]

\[
\| u^\varepsilon - \bar{u}^H \|_{L^2(\Omega)} \leq C(H^2 + \varepsilon + M^{-\frac{3}{2}}) \| f \|_{L^2(\Omega)}.
\]

**Proof.** Estimation (3.19) follows from estimation \( \| u^0 - u^H \|_{L^2(\Omega)} \leq CH^2 \| f \|_{L^2(\Omega)} \) for the solution of (2.9) (see [2, App. A]), estimation (3.15), and the triangle inequality. Estimation (3.20) follows from (2.3), (3.19), and the triangle inequality. \( \square \)

**Remark 3.8.** Numerical examples given in section 4 indicate that the estimations (3.18), (3.20), and (3.19) are sharp.

We next derive convergence results for the \( L^2 \) projection of the solution of (2.1). For \( u \in H^1(\Omega) \) we define \( Pu \in S_{\text{per}}^1(\Omega, \mathcal{T}_H) \) as the unique solution of the problem

\[
\langle Pu, v^H \rangle = \langle u, v^H \rangle \quad \forall v^H \in S_{\text{per}}^1(\Omega, \mathcal{T}_H).
\]

**Theorem 3.9.** Let \( Pu^\varepsilon \) be the solution of (2.1) projected on \( S_{\text{per}}^1(\Omega, \mathcal{T}_H) \) by (3.21), and let \( \bar{u}^H \) be the solution of problem (3.5). Suppose that the assumptions of Lemma 3.3 hold and that \( u^0 \), the solution of (2.2), is \( H^2 \)-regular. Then

\[
\| Pu^\varepsilon - \bar{u}^H \|_{H^1(\Omega)} \leq C \left( \frac{\varepsilon}{H} + H + M^{-\frac{3}{2}} \right) \| f \|_{L^2(\Omega)},
\]

where \( H \) is the size of the triangulation of the macro FE space (2.4) and \( M \) is the dimension of the micro FE space \( S_{\text{per}}^1(K_\varepsilon) \) defined in (3.1).

**Proof.** Using (3.15), (2.13), and the triangle inequality gives the result. (Notice that the \( H^2 \) regularity of \( u^0 \) is used in (2.13).) \( \square \)

**Corollary 3.10.** Suppose that the assumptions of Theorem 3.9 hold. Then

\[
\| Pu^\varepsilon - \bar{u}^H \|_{L^2(\Omega)} \leq C(\varepsilon + H^2 + M^{-\frac{3}{2}}) \| f \|_{L^2(\Omega)}.
\]

**Proof.** The estimation follows from \( \| Pu^\varepsilon - u^H \|_{L^2(\Omega)} \leq C(\varepsilon + H^2) \) (see [5]), estimation (3.15), and the triangle inequality. \( \square \)

Finally, we consider a procedure to retrieve the microscopic information. Following [16] (see also [1], [5]), we define \( \tilde{u}_p^\varepsilon \) by

\[
\tilde{u}_p^\varepsilon(x) = \bar{u}^H(x) + (u^h(x) - \bar{u}^H(x))|_K^p \quad \text{for} \ x \in K \in \mathcal{T}_H,
\]

where \( |_K^p \) denotes the periodic extension of the fine-scale solution \( (u^h - \bar{u}^H) \), available in \( K_\varepsilon \), on each element \( K \). This extension is defined for a function \( w \in H^1(K_\varepsilon) \) by

\[
w_p(x + \varepsilon l) = w(x) \quad \forall l = (l_1, \ldots, l_n) \in \mathbb{Z}^n, \forall x \in K_\varepsilon \quad \text{such that} \ x + \varepsilon l \in K.
\]
The function $\bar{u}_p^\varepsilon$, which can still be expressed by (3.3) (but now for the whole macroelement $K$), defines a fully discrete fine-scale approximation of the fine-scale solution $u^\varepsilon$ of problem (2.1). Since $\bar{u}_p^\varepsilon$ can be discontinuous across the macroelements $K$, we define a broken $H^1$ norm by

$$\|u\|_{\tilde{H}^1(\Omega)} := \left( \sum_{K \in T_H} \|\nabla u\|_{L^2(K)}^2 \right)^{\frac{1}{2}}. \quad (3.25)$$

**Theorem 3.11.** Let $\bar{u}_p^\varepsilon$ be defined by (3.24), and let $u^\varepsilon$ be the solution of (2.1). Suppose that the assumptions of Lemma 3.3 hold. Then

$$\|u^\varepsilon - \bar{u}_p^\varepsilon\|_{H^1(\Omega)} \leq C(\sqrt{\varepsilon} + H + M^{-\frac{1}{2}})\|f\|_{L^2(\Omega)}, \quad (3.26)$$

where $H$ is the size of the triangulation of the macro FE space (2.4), $M$ is the dimension of the micro FE space $S_1^{\text{per}}(K_\varepsilon)$ defined in (3.1), and $\tilde{H}^1$ is the broken norm defined in (3.25).

**Proof.** We consider $u_p^\varepsilon = u^H + (u - u^H)_K^p$, the function similar to (3.24) but with the exact cell problems (see (2.7)). A direct calculation, invoking (3.3) and (2.7), gives

$$\nabla u_p^\varepsilon = \nabla u^H + \sum_{j=1}^n \nabla(\varepsilon \chi^j(x_k, x/\varepsilon)) \frac{\partial u^H}{\partial x_j}, \quad (3.27)$$

$$\nabla \bar{u}_p^\varepsilon = \nabla \bar{u}^H + \sum_{j=1}^n \nabla(\varepsilon \chi^j(x_k, x/\varepsilon)) \frac{\partial \bar{u}^H}{\partial x_j}, \quad (3.28)$$

and we obtain

$$\sum_{K \in T_H} \|\nabla(u_p^\varepsilon - \bar{u}_p^\varepsilon)\|_{L^2(K)}^2 \leq \sum_{K \in T_H} \|\nabla(u^H - \bar{u}^H)\|_{L^2(K)}^2$$

$$+ \sum_{K \in T_H} \left( \sum_{j=1}^n \left[ \nabla(\varepsilon \chi^j(x_k, x/\varepsilon)) \left( \frac{\partial u^H}{\partial x_j} - \frac{\partial \bar{u}^H}{\partial x_j} \right) \right] \right)^2_{L^2(K)}$$

$$+ \sum_{K \in T_H} \left( \sum_{j=1}^n \nabla(\varepsilon(\chi^j - \chi^{j,h})(x_k, x/\varepsilon)) \frac{\partial \bar{u}^H}{\partial x_j} \right)^2_{L^2(K)}.$$

The first two terms are bounded by $(CM^{-\frac{2}{2}}\|f\|_{L^2(\Omega)})^2$ using (3.9) and (3.15). For the last term, we take a finite covering of $K \subset \bigcup_{x_i \in K} K_\varepsilon(x_i)$, where $K_\varepsilon(x_i) = x_i + \varepsilon[-1/2, 1/2]^n$, and using (3.14) we bound it by $(CM^{-\frac{1}{2}}\|\nabla \bar{u}^H\|_{L^2(\Omega)})^2$. Using the norm defined in (3.25) and (3.6) we obtain $\|u_p^\varepsilon - \bar{u}_p^\varepsilon\|_{H^1(\Omega)} \leq CM^{-\frac{1}{2}}\|f\|_{L^2(\Omega)}$. Using (2.12) and the triangle inequality completes the proof. \[ \square \]

4. **Numerical experiments.** We present in this section numerical experiments which confirm our theoretical estimates and show that the obtained bounds are sharp. Therefore, we consider the simple following (quasi-one-dimensional) model problem:

$$-\nabla \cdot \left( a(x, \varepsilon) \nabla u^\varepsilon \right) = f(x) \quad \text{in} \ \Omega = (0, 1)^2, \quad (4.1)$$

$$u^\varepsilon |_{\Gamma_D} = 0 \quad \text{on} \ \Gamma_D := \{x_1 = 0\} \cup \{x_1 = 1\}, \quad (4.2)$$

$$n \cdot \left( a(x, \varepsilon) \nabla u^\varepsilon \right) |_{\Gamma_N} = 0 \quad \text{on} \ \Gamma_N := \partial \Omega \setminus \Gamma_D, \quad (4.3)$$

where $\Omega = (0, 1)^2 \subset \mathbb{R}^2$ is the unit square.
where \( a(y) = (\cos 2\pi y_1 + 2) \), \( y = (y_1,y_2) \in \mathbb{Y} = (0,1)^2 \), and \( f(x) \equiv 1 \). The exact solution, as well as the homogenized tensor, can be derived analytically:

\[
u^\varepsilon = - \int_0^{x_1} \frac{t}{a(t/\varepsilon)} dt + \int_0^1 \frac{t}{a(t/\varepsilon)} dt \int_0^{x_1} \frac{1}{a(t/\varepsilon)} dt, \quad a^0 = \begin{pmatrix} (\int_0^1 \frac{1}{a(y)} dy)^{-1} & 0 \\ 0 & 2 \end{pmatrix}.
\]

Therefore, we can compute a reference solution for the fine-scale solution and for the homogenized solution with high precision. The reference solution for \( \nu^\varepsilon \) is computed with the above integral formula (with a very precise numerical integration scheme). The homogenized solution is a quadratic polynomial obtained from the solution of (4.1) with \( a^0 \) instead of \( a^\varepsilon \) and can be easily computed. For the implementation of the FE-HMM, we enforced periodically the coupling between micro- and macroscales (the periodic boundary conditions) through Lagrange multipliers as proposed in [2].

In the figures below, we denote \( h_M \approx M^{-\frac{1}{2}} \), where \( M \) is the number of DOF of the micro FE space \( S_{\text{per}}(K_\varepsilon) \) defined in (3.1). If we denote by \( h \) the mesh size of this micro FE space, we have \( h = \varepsilon h_M \) (see Remark 3.4). We also denote the macromesh size by \( H \approx N^{-\frac{1}{2}} \), where \( N \) is the number of DOF of the macro FE space \( S_0^1(\Omega, T_H^\varepsilon) \) defined in (2.4). We compute for a macromesh refinement \( H = (1/2)^d \), \( d = 1, \ldots, 6 \), the solutions of the FE-HMM with several scaled micromesh sizes: \( h_M = 1/10, 1/20, 1/40, 1/80, 1/100 \). Let us discuss the different experiments and results.

**Convergence results for the \( L^2 \) norm.** We see in Figure 4.1 (left) that for a given micromesh size, the error decreases quadratically with the macromesh size until it reaches \( H \approx h_M \) in agreement with Corollary 3.7. To further decrease the error, the micromesh has to be refined. The convergence is independent of \( \varepsilon \) (see Corollary 3.7), and we present the result for \( \varepsilon = 10^{-1} \). (The cell problems are solved with a microtriangulation \( T_h \), which is an \( \varepsilon \) scaled mesh of a triangulation of the unit-size cell.)

We next compare the fine-scale solution of problem (4.1)–(4.3) and the solution of the FE-HMM. We see in Figure 4.2 that there is now a dependency towards \( \varepsilon \) as predicted by Corollary 3.7. When the error is dominated by \( \varepsilon \), a refinement of the micromesh does not improve the result (see Figure 4.2 (left)). If we decrease \( \varepsilon \) from \( 10^{-1} \) to \( 10^{-3} \), we see in Figure 4.2 (right) that the error is now dominated by the microproblem, and a micromesh refinement improves the result as predicted by Corollary 3.7.

**Convergence results for the \( H^1 \) norm.** We see in Figure 4.1 (right) that for a given micromesh size, the error decreases linearly with the macromesh size until it reaches \( H \approx h_M \), i.e., \( N \approx M \), which is more severe than predicted by Theorem 3.6. This may be because of a bigger error constant for the microscale error (3.10) than for the macroscale semidiscrete error (2.14). To further decrease the error, the micromesh has to be refined. The convergence is again independent of \( \varepsilon \) (see Theorem 3.6), and we present the results for \( \varepsilon = 10^{-1} \).

**Convergence for noninteger cell size.** We have discussed in section 2.1 that the FE-HMM is not restricted to problems with periodic microstructures. In this situation, the optimal size of the sampling domains may not be known. In the following, we apply the FE-HMM to the problem (4.1) but with cell size \( K_\delta \) instead of \( K_\varepsilon \), with \( \delta/\varepsilon \notin \mathbb{N} \). In this case, it has been shown that \( ||u^0 - u^H||_{L^2(\Omega)} \leq C(H + \varepsilon + \delta) \), where \( u^H \) is the (semidiscrete) solution of (2.9) with the cell problem (2.8) in \( H^1(K_\delta) \), with Dirichlet boundary conditions (see section 2.1). A fine-scale error as in (3.15) should
also appear in the fully discrete analysis. In this case, however, the remainder error terms $\xi + \delta$ can dominate, in some situation, the error of the microsolver. For the first experiment, we take $\varepsilon = 10^{-3}$ and a noninteger ratio $\frac{\xi}{\delta} = 79/32$ for the cell size. We adapt the value of $h_M$ to have the same number of sampling points per period $\varepsilon$ as before.

We see in Figure 4.3 (left) that the error first decreases (according to the above estimate) and becomes stationary, indicating that the remainder error terms $\xi + \delta$ may dominate the global error and a refinement of the micromesh does not have any impact. In order to minimize the influence of these terms, let us choose the theoretical best value for $\delta = \sqrt{\varepsilon}$. In this case, we see in Figure 4.3 (right) that the error in the
Fig. 4.3. Convergence rate of the error between the macrosolution of the FE-HMM, with cell size $K_\delta$ and decreasing micromeshes, and the fine-scale solution of problem (4.1)–(4.3), with $\varepsilon = 10^{-3}$, $\delta = 79/32 \cdot \varepsilon$ (left) and $\delta = \sqrt{\varepsilon}$ (right).

microsolver begins to dominate when $H$ decreases, and a refinement of the micromesh improves the results, as predicted by Corollary 3.7 in the case $K_\delta = K_\varepsilon$, until the remainder terms again dominate.
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