
Thinking of Biology

On a state factor model of ecosystems

Therefore, speak I to them in

parables; because they seeing see

not. (Matthew 13: 13)

T
he study of terrestrial ecosys
tems is an area of intellectual
inquiry that is fundamental to

our very concept of nature. Like all
modern sciences, the ecosystem sci
ences are concerned with a quantita
tive understanding of various prop
erties and processes and the controls
on these features. Yet, the facts or
knowledge that a science can acquire
and the very questions that it asks
depend on the concepts, models,
and theories that it collectively
possesses (Kuhn 1962). From this
perspective, models function as the

parables of science.
The concepts and theories of eco

systems have, like those of other natu
ral sciences, evolved greatly since the
scientific renaissance of the nine
teenth century and the subsequent
coining of the term "ecosystem" by
Alfred Tansley (1935). Many, if not
most, of these ecosystem models have
evolved from the field of ecology
(Golley 1993). Yet, there is another
perspective of ecosystems, and a
model to study them, that evolved
apart from ecology but coincident
with the development of the science
of pedology in the late nineteenth
and early twentieth centuries. For
the purposes of this article, we call
this perspective the state factor

model. This model is now being used,
either implicitly or explicitly, in a
growing number of ecosystem stud
ies (e.g., Pastor et al. 1984, Schimel
et al. 1985). In this article, we review
the structure and attributes of this
model, briefly identify its origin, trace
its evolution, and illustrate its use
during the twentieth century, with
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the goal of bringing it to a wider audi
ence in the ecological community.

Structure of the state

factor model

The earth's surface, although it var
ies greatly from place to place, is
essentially a continuum in both space
and time (Figure 1). Ecosystems,
therefore, are arguably human con
structs that break the continuum into
manageable and differing segments
for study. The size of the ecosystem
chosen for study is also somewhat
arbitrary (Likens 1992), but it will
possess certain characteristics: it is
open with respect to its surround
ings and is capable of exchanging
matter and energy with the surround
ing environment. Moreover, its prop
erties at any time-that is, the state
of the system-depend to a great
degree on the characteristics of the
surroundings.

What variables determine the state
of an ecosystem at any time, t? From
comparisons with other sciences, the
main factors can be grouped into the
following categories: initial state of
the system, external conditions, and
age of the system. Over a century of
field 0 bservation has revealed a set
of independent variables that, for
most ecosystems, can be shown to
define or control the ecosystem's state
(i.e., its properties, or dependent vari
ables) at any given time. Expressed
in general mathematical form, the

equation is

ecosystem properties = f (climate,

organisms, topography, parent ma

terial, time, humans, ... )

All state factors share several gen
eral properties (Jenny 1958). First,
they are independent of the system
being studied (i.e., the system does
not affect the state factors). This will
be true only if the system being stud-

ied is small in relation to its sur
roundings. For ecological studies
dealing with landscape segments,
such as sites or plots, such a restric
tion is unimportant. Second, the state
factors may, in many locations of the
earth or for certain periods of geo
logical time, vary independently of
one another. This independence of
one state factor relative to the others
creates the possibility that through
judicious system (i.e., site) selection,
the influence of a single factor on
ecosystem properties may be ob
served and quantified in nature.
There are, of course, many site com
parisons for which it can be shown
that not all of the state factors are
independent of one another. For ex
ample, it is well known that climate
varies through long expanses of geo
logic time. Consequently, differences
between ecosystems of different ages
may in part reflect differences in

climatic histories.
The ecosystem properties equa

tion defines an ecosystem. Following
Jenny (1941), ecosystems can be de
fined as those portions of the earth's
terrestrial surface whose properties
vary in response to variations in the
state factors. Therefore, a difference
in state factor assemblages (no mat
ter how small) between two loca
tions on the earth's surface results in
two differing ecosystems. Theoreti
cally, therefore, the earth is composed
of an infinite number of ecosystems.

The terms describing the state fac
tors have been in use for more than a
century, and their meanings have
varied greatly over this time. In this
article, we use the current defini
tions of the state factors, which are
consistent with formulations of the
model during the past half century
(Amundson and Jenny 1991, Jenny
1941, 1958). A discussion of the
way in which these definitions and
concepts differ from those of the
nineteenth and early twentieth cen-
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Depend nt
... lion

Tlm = l03yr

In light of this definition, it is
apparent that many of the earth's
ecosystems have been influenced by
multiple constellations of state fac
tors and may be regarded as polyge
ne tic-that is, as reflecting two or
more contrasting periods of forma
tion, each with a different constella
tion of state factors. Pedologists have
long recognized that many soils older
than the Holocene reflect conditions
of past climates (Hilgard 1887). The
fact that these soils do not entirely
reflect the modern assemblage of state
factors does not invalidate the use of
the state factor model to investigate
these soils or ecosystems. Instead, it
opens the possibility that relict fea
tures in those ecosystems may be used
to reconstruct past climates using cli
mate and ecosystem relationships de
veloped in Holocene environments
(Retallack 1990).

• The state factor humans could con
ceptually be subsumed under the bi

otic factor (0; e.g., Jenny 1941) be
cause, like all other biota, humans
contain a genetic component (a geno
type). However, unlike many other
species, human populations possess
a cultural component (Amundson
and Jenny 1991, Jenny 1980) that

Tlm =0 yrFigure 1. Two terrestrial
ecosystems at different
stages of development.
State factors are identi

fied in italic type, and
important ecosystem
components are indicated
by roman type. The sedi
ment in the system on the
recent fluvial deposit (t =

0; upper left) is defined as
the parent material. The
system has had insuffi
cient time for establish

ment of flora and fauna,
even though a biotic
source (potential biota)
exists . In the ecosystem
on the stabilized river ter

race (time = 103 years;
upper right), pedogenic
processes have formed a
soil. These two ecosys
tems are but the most re
cem members of a long
temporal continuum of

systems, many of which are buried in the sediments illustrated in the lower part of the
figure. A rich vegetation, reflecting controls imposed by the system's state factor
assemblage, has also evolved. The microclimate within this ecosystem is no longer the
same as that of the regional climate, as in the young ecosystem, bur is instead a function
of the system's age, biotic factors, and other state factors. After Retallack 1983.

• The state factor parent material (p)
is defined as the initial state (at t =0)
of the sediment, rock, or soil compo
nent of the ecosystem. For an ecosys
tem developing on fresh alluvium or
on a recent volcanic flow, the parent
material is the geological material
itself. For an ecosystem that is re
forming on a site that has been burned
or clear-cut, the parent material is
the soil that is present at the time at
which the new flora begin to reinha bit
the site.
• The state factor time (t) is defined
as the elapsed time since the ecosys
tem began forming or since the assem
blage of state factors of an ecosystem
changed. For some ecosystems, this
starting point, or t = 0, begins after a
depositional event, such as fluvial
sediment or volcanic ash deposition.
In others, t = 0 might be considered
the time at which a major distur
bance or change in the configuration
of the remaining state factors oc
curred. Climatic change, biotic in
flux, or human disturbance can all
be of such magnitude that, from an
investigative standpoint, one must
consider them capable of resetting
the "clock"-that is, starting the de
velopment of a new ecosystem.

rur ies can be found in Jenny (1941,
1989).

• The state factor climate (cl) is the
climate (e.g., rainfall, temperature,
and humidity) surrounding the eco 
system. It is often consistent with the
concept of regional climate. The cli
mate within an ecosystem (which is a
property of that ecosystem) is re
ferred to as rnicroclimate or depen
dent climate (cl'). This dependent
climate is related to the regional cli
mate but is also conditioned by the
other state factors that are affecting
the ecosystem.
• The biotic factor, sometimes called
organisms (0), is defined as the po
tential biota of the system. From a
practical standpoint, the biotic fac
tor is the microbial, plant, and ani
mal gene flux that enters the system
from the surroundings. The vegeta
tion (v) and animals (a) that actually
survive or reproduce in the system
are dependent ecosystem properties.
These living organisms may not di
rectly reflect the potential biota be
cause they depend on the constella
tion of all the state factors. For
example, plants that grow at a site
can be a function of climate (Arnund
son et al. 1989), topography (Elga
baly 1953), parent material (Pastor
et al. 1984), and ecosystem age
(Burges 1960, Van Clcve et al. 1991).
Given the ease with which seeds and
animals are dispersed, it is difficult
to compare natural ecosystems that
differ only in their biotic factors.
Sites separated by biotic barriers,
such as mountain ranges and
oceans, may be used for these com
parisons. In addition, the invasion
of introduced species into other
wise undisturbed island ecosystems
offers an opportunity to observe
the initial phases of a change in the
biotic factor (Vitousek and Walker
1989).

• The state factor topography (r) is
made up of a number of subvariables
that correspond to the physical con
figuration of an ecosystem at t = 0
(the beginning of the system's devel
opment or the beginning of an obser
vation period). These subvariables
include the site's topographic posi
tion on a hills lope complex, the as
pect of the slope, and the proximity
of the system to a shallow ground
water table.
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varies greatly from society to society
irrespective of genotype. Culture is
defined as the assemblage of tech
nologies, ideas, and philosophies pos
sessed by a group of individuals.
Thus, to distinguish the purely physi
ological characteristics of humans
from their sociological aspects, the
state factor cultural inheritance (c;
the cultural assemblage of a popula
tion in a system at t = 0) has been
defined as a distinctive state factor
of ecosystem formation (Amundson
and Jenny 1991).1

It should be recognized that the
collective culture of a human popu
lation at any time t may vary greatly
from that at t = O. These changes in
the resulting culture (i.e., in the de
pendent variable Cl) reflect the influ
ence of the constellation of the state
factors of the ecosystem. This depen
dent variable varies in response to
state factors. For example, the social
structure of early nineteenth-century
Great Plains indigenous populations
varied with climate (Bamforth 1988),
and the agricultural practices (and
associated technologies) of migrat
ing Polynesian populations varied in
response to the characteristics of the
islands being settled (Kirch 1982).

This list of state factors is not
exhaustive, and the equation on page
536 is written to allow the addition
of other factors of local importance,
as the ellipses indicate. Some addi
tional factors include fire, coastal
salt spray, and dust (Jenny 1980).

The key to using the state factor
model quantitatively lies in being
able to numerically represent the
properties of both the ecosystem and
the state factors. If numerical rela
tionships can be constructed, then
various univariant functions describ
ing the relationship between ecosys
tem properties (e) and sta te factors can
be derived from field observations:

climofunctions: e =f (cl)
e.r.p.t;«, ...

biofunctions: e = f (o)cl,r,p,t,c, ...

"The full human state factor (h) therefore con

tains genetic (0h) and cultural components: h =
(0h, c). For most ecosystem studies, the role of

culture is of interest, and it is stressed here. In this

article, cultural inheritance is designated simply

as c (in contrast to our earlier use of the symbol

c), and dependent culture is designated as c'

(compared with our earlier use of c; Amundson

and Jenny 1991).
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topofunctions: e = f (r) cl,0,p,t,C,...

lithofunctions: e = f (p) cl.e.r.t,c, ...

chronofunctions: e = f (t) cl.e.r.p.t,«, ..

anthropofunctions: e = f (c)cl,o,r,p,t, .

The design and quantification of
univariant functions have been the
primary field application of the state
factor model for studying soils and
ecosystems (Jenny 1941, 1961,
1980). The effect of a given factor on
an ecosystem property can be evalu
ated by holding the other factors
invariant between sites. This prin
ciple can be best understood by con
sidering the differential form of the
equation that describes the differ
ence in properties between ecosys
tems (Jenny 1941):

de =(ae/acl)dclo,r,p,t,c, ... + (ae/)d0et,r,p,t,c, ...

+ (ae/ar)drcl,0,p,t,C, ...+(ae/ap )dpcl,0,r,t,c, +

(ae/at)dtcl,0,r,p,c, ... + (ae/ac)dCet,0,r,p,t,...+ .

The total change in properties
between ecosystems (de) can be evalu
ated with respect to a single factor in
one of two ways. First, the range, or
total variation, in the other factors
between systems can be kept negli
gible through clever site selection.
For a study in which the effect of
climate is to be evaluated, for ex

ample, do, dr, dp, dt, and de all equal
0, or nearly so. A second way to hold
other factors constant emerges from
considering the second equation.
Even if total variation in some factor
is not held constant between sites
(dfactor *- 0), then the effect of the
factor may still be unimportant, so
long as fJe/fJfactor = 0 for the sites of
interest. For example, in soil studies,
the effect of climate on soil organic
carbon storage can be evaluated by
choosing sites that vary greatly in
climate but have similar slopes, par
ent materials, and biotic factors.
However, the age of the soil (i.e., the
age of the deposits on which the soils
form) may be difficult to hold con
stant across a broad climatic gradi
ent. Although the age of the soils
may vary considerably, if they are all
more than several thousand years
old they may be near steady state
with respect to organic carbon stor
age (Schlesinger 1990), making varia
tions in carbon storage between sites

due to variations in the time factor
negligible. The existence of steady
state (or, more generally, the insensi
tivity of an ecosystem property to
any factor) cannot be assumed; it
must be verified through empirical
observation for each ecosystem prop

erty of interest.

Development of the state

factor model

The state factor model is not well
known in ecology (Golley 1993), al
though methodological approaches
such as comparative ecosystem analy
sis (Duarte 1991, Peters et al. 1991)
appear to be closely related to it. The
relative obscurity of the state factor
model in ecology is probably related
to a historical lack of communica
tion between the field in which it
developed (the earth sciences) and
the field in which most ecosystems
researchers are trained (the biologi
cal sciences; Golley 1993). Golley
(1993) noted that important con
cepts related to ecosystem studies
were developed by Russian earth sci
entists but concluded that these con
cepts had little impact on present
ecosystem thought.

Although the early Russian ideas
remained unknown to the English
speaking world for some time, these
concepts did eventually reach the
West through a circuitous path
way and have become part of main
stream pedological thought for
much of the second half of the
twentieth century. These ideas, as
modified and redefined by others
(Jenny 1941, 1958, 1961), serve as
the initial framework for the state
factor model described here.

The origin of the state factor model
is commonly traced to Vasili
Dokuchaev, who is widely recog
nized as being among the origina
tors, if not the founder, of modern
pedology (Krupenikov 1993, Vuci
nich 1970). Dokuchaev was born in
Russia in 1846, the son of a priest.
On beginning a fellowship at the
Theological Seminary in St. Peters
burg, his attentions turned to natu
ral science, and he eventually ob
tained his doctorate in geology,
becoming curator of the geological
laboratory at St. Petersburg Univer
sity in 1872 (Joffe 1936). An impor
tant event for Dokuchaev was his
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selection, in 1876, by the Free Eco
nomic Society to organize the first
systematic study of the Russian eh er
nozem (prairie soil), with specific
instructions to explain its structure,
origin, and evolution (Dokuchaev
1883, Krupenikov 1993, Vil'yams
1936). The participants in Doku
chaev's study sought advice from
scientists of a broad range of disci

plines' using the most advanced
chemical and physical analyses avail
able to them for their investigations.

Within a short time, Dokuchaev
perceived soil to be an "independent
natural body" (Vil'yams 1936) that
is amenable to explanation by natu
rallaws. As early as 1880, he wrote
(Dokuchaev 1880):

Like any other individual body in
nature, any other organism, soil
has also its specific origin, its
chemical composition and physi
cal attributes, its individual struc
ture, its habitude, its specificity in
geographical distribution. As has
been explained in other papers,
every normally located surface soil
bearing vegetation has to be re
garded as a function of the:

(a) Local maternal rock variety

(b) Age of the land (in particular
the time since it became surface
land)

(c) Climate

(d) Vegetation

... By issuing from these assump
tions, the distribution of soil can
not any more be regarded as an
absolutely casual phenomenon.
The geography of soils, just like
the distribution of other organ
isms, conforms to definite laws ....

Vil'yams (1936) stated that these
factors were recognized by Doku
chaev's predecessors, but he credits
Dokuchaev with considering their
combined effect and evaluating each
independently. Dokuchaev clearly
recognized that his theory of soil
formation had implications for the
natural world (i.e., terrestrial ecosys
tems) as a whole (Dokuchaev 1898):

It is my undaunted opinion, that
the concepts of modern soil knowl
edge, as developed in Russia,

should be placed in the center of
the basis on which we construct

September 1997

our new understanding of nature
as a whole. I believe that our soil
knowledge should become the very
springboard from which our teach
ings on the relationship between
"living" and "dead" nature derive
their impetus for the grasping of
the idea of the relationship be
tween man and the rest of the
world, i.e., its organic, as well as
mineral part.

According to Krupenikov (1993),
Dokuchaev commented, in the fol
lowing year, that the "time is not far
when in its own right and because of
its great importance for humanity, it
(i.e., the science of the study of ter
restrial systems as a whole) will oc
cupy an independent and fully re
spected place."

The dissemination of Russian ped
ological thought to the western
world, particularly the United States,
was hindered by a language barrier.
In 1908, the Russian scientist N. M.
Tulaikov wrote, in a review of soil
science in the United States (Tulaikov
1908):

I wish to express my regret that the
success in the understanding and
the application of fundamental
principles of scientific "soil-knowl
edge" as emphasized in the contri
butions of Russian soil scientists,
remain still to a great extent un
known to the foreign reader inter
ested in this realm of science. We
have not yet gained such a posi
tion among the circle of European
and other scientists, to be read in
our own native tongue, therefore,
we remain completely unknown,
notwithstanding that in many
fields we should deserve a differ
ent attitude toward us.

Eugene W. Hilgard, the eminent
American soil scientist, urged the
Russians to publish abstracts in ei
ther French or German, which would
"assist to the distribution of Russian
contributions from the border of
Russia to the Bay of San Francisco"
(Tulaikov 1908). It was the eventual
German publication of Russian ped
ological ideas that led to the passage
of Russian pedological thought to
American science. With help from
the German scientist Hermann
Streme, Konstantin D. Glinka, a stu
dent of Dokuchaev and an impor
tant contributor to Russian pedol
ogy in his own right, wrote Die Typen

der Bodenbildungin 1914 (Simonson
1997, Tandarich and Sprecher 1994).
By 1917, this book was translated
into English by the American soil
scientist Curtis F. Marbut, the direc
tor of the Division of Soil Survey, US
Department of Agriculture (USDA).

According to Joffe (1936), Marbut's
introduction to Russian pedological
theory inspired him to transform
many aspects of the US soil classifi
cation system and the way in which
soils were studied in the United States.

The infusion of the Russian con
cepts of soils and nature into ecology
began as early as 1930, with the
publication of Charles Shaw's dis
cussion of factors of soil formation
(Shaw 1930). However, the primary
breakthrough was Hans Jenny's re
formulation and further quantifica
tion of the state factor concept and
the publication of these integrated
ideas as a book in 1941 (Jenny 1941).
As noted elsewhere (Amundson
1994b), this publication provided a
detailed definition of both soil and the
"larger system," as well as a method
to quantitatively and numerically link
soil and larger system properties to
state factors.

The concept of the larger system
immediately suggested ecosystem to
Jenny and his students. In 1951,Jack
Major published the first paper (Ma
jor 1951) explicitly linking the fac
torial model to ecosystem analysis
by focusing on the relationship of
state factors to vegetation. A subse
quent paper by Jenny (1958) further
discussed the significance and inter
pretation of the biotic factor, and in
later publications he explicitly ex
panded the model to ecosystemwide
applications (Jenny 1961,1980). The
present status of the factorial model
in ecology and ecosystem science has
been discussed recently by Phillips
(1989) and Vitousek (1994).

The state factor model as a
historical science

The state factor model of ecosystems
shares elements of concepts used by
other branches of the historical sci
ences, of which geology is a notable
example (Frodeman 1995). A his
torical science is one in which the
object of understanding-in this case,
ecosystems-involves a knowledge
of both place and time (Frodeman
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Figure 2. A schema tic rep rese nta tion of glo ba l so il carbo n in relat ion to mean
ann ua l temperature (MAT) a nd precipitation (MA P). Th e th ree-dimensional sur

face was gene ra ted by inte rpo la ting between th e carbo n sto rage to cl imate relation
ships given in Figure 1 of Post et al. 1982.
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1995) . One challenge common to all
historical sciences is to define th e
object of study, to ident ify th e set of
characteristics th at define it, and to
det ermine how mu ch cha nge ca n
occ ur befor e it is considered a new
entity (Fro deman 1995 ).

In th e hi stori cal sciences, as
Stephen J. Gould has noted, "the re
sults of history lie strewn aro und us,
but we ca nnot, in princip le, observe
th e processes that produced th em .
H ow then can we be scientific about
th e pa st?" (Gould 1983). It is com
mon in the earth sciences to assem ble
the results of a given process in its
d ifferent sta ges to determine th e rat e
and direction in which th e process
pro ceeds (Gould 19 83). The sta te
factor mod el of ecosys tems shares
th is premise but expands on it by
sugges ting that it is a lso possibl e to
examine portions of th e ea rth, all a t
th e same stage of development but in
a varie ty of di fferent environments,
to decipher qu antitative relat ionships
between ecosystem pr operties and
th e ind ependent varia bles kn own as
sta te fac to rs . Th e sta te fact or mod el
is, the refore, one of severa l likely
approaches to "compa ra t ive ecosys
tem analysis " (Co le et a l. 1991 ), and
it s use in thi s context ha s been dis
cussed and illustrated in a few rece nt

540

publica tions (e.g., Vi tousek 1994,
Vitousek and Matson 1991).

The sta te factor mod el (Jenny
1941 ), like many comparat ive eco
system models (Peters et al. 1991 ), is
nonmech ani st ic. Strictly speaki ng,
th e sta te fact or mod el tells us noth
ing ab out how a system acq uires it
pr operties-it is phenomenological
(Amundso n an d Jenny 1991 ). To
address processes or mechanisms, one
must resort to different types of
models that address other aspects of
the ecosystem.The dichotomy between
state factor models (nonmechanistic)
and process models (mechanistic) has
been much discussed in the pedologi
cal literature (e.g., I-Ioosb eek and
Bryant 1992 ) and in the history of
science literature (e.g., Ga le 1984),
with th e recognit ion that the tw o ap
proa ches are, in many cases, comple
mentary and essent ial to a fuller un
derstanding of natural phenom ena
(Amundso n 1994 a).

Fin ally, th e sta te fac tor model dif
fer s from some other conce pts of
ecosystems in th at it explici tly in
cludes soil, wa ter, and th e atmos
phere-all of which are subject to
chan ges in respon se to any cha nges
in the indepen dent sta te fac tors-as
integral co mponen ts of ecos ystems .
In this sense, th ese component s are

much mor e than abiotic factors that
aHect th e living organisms of th e
system- they are dynamic ecosys
tem fea tures that vary spatially and
temp or ally across the globe.

The state factor model in the
study of terrestrial ecosystems

The array of concepts and models
for describing ecosys tems is diverse
(Likens 1992), and communication
between divergent points of view has
not been effective historically (Golley
19 93, Pimm 1994). This Balkaniza
tion may be due to several factors,
among th em th e tendency of practic
ing scientists as a group to be rela
tively unconcerned with the ori gin
and implications of the models and
th eories th at they use (Gale 1984,
Kuhn 1962 ). But as many scientists
have ar gued (Frodeman 1995, Gale
1984) , a better aw ar ene ss of th e na
ture and origin of scientific rea son
ing will benefit not only the indi 
vidua l scientis t, but also the scientific
community as a whole.

Th e state factor model is a un iqu e
an d useful mea ns of studyin g nature:
both conceptually and qu antitati vely.
It is particularl y useful for exper i
mental design in comparative eco 
system studies, becau se it for ces th e
investigator to explicitly determine
the variation in the complete array
of fac tors that affect the systems
being exa mined. For many scientists,
th e usefulness of a model is the most
critical cr iterion for general accep
ta nce. Nearly 75 years of data colle c
tion and analysis attest to the appli
cability of th e state factor model to
th e study of soils. As an example of
its util ity in thi s application, we sho w
how it ca n be applied to an ecos ys
tem probl em of immediate concern:
th e ro le o f terrestrial ecosystems in
th e global carbon cycle.

It is well documented th at th e larg
est terrestrial reservoir of carbon re
sides in soi l organic matter (Schlesin
ger 1991 ). There ha ve been two
approaches to quantifying and orga 
nizing the glo bal soil carbon pool:
taxonom ic (e.g. , Bohn 1976 ) and
eco logica l (i.e ., based on a sta te fac 
to r appro ach; Post et al. 1982) . Both
give similar estima tes of soil carbo n
pools (Kern 1994 ), but the taxon omic
approa ch ha s no predictive value,
wh ereas the ecological approach has
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a 4 r---:---.....-----...---., Figure 3. Th e effect of state factors, other
than climate , on the organic carbon con
tent of soils. (a) The relationship between
organic carbon (in the upper 20 cm of soil )

and mean annual temperature in the grass
land-forest boundary in the Great Plain s
(data from Jenn y 1930 ). The difference in
carbon betw een the grass land and forest

sites approxima tes a biosequence becau se
the vegeta tive difference is most likely a
function of fire (Brow n 1985), which may
be considered a state factor in its own
right, rather than of differences in poten
tial vegetat ion. (h) The relationship be

tween soil organic carbon and hillslope
position and parent materia l in the north
ern Great Plains (data from Aguilar et a!.
1988 ). (c) The relationship between soil
organic carbon and soil age (Californ ia

data from Harden 1987; New Zealand
data from Syers et al. 1970; Baffin Island
data from Evans and Cameron 19 79). (d)
The relationship between length of cultiva
tion and remaining soil carbon in some
major biotic zones of the world (da ta com
piled bySchlesinger [1986J). For data where
nitrogen rath er than carbon content was
reported, a C:N ratio of 12 was assumed in
the calculat ion of the carbon content. In all
graphs except (d), explicit attempt s were
made to control variations in all state fac
tor s other than tho se being examined.

clim ate, because both soil organic
carbon and plant communities ar e
fun cti ons of regional climate. Figure
2 uses data from Post et al. (1982 ) to
illustrate the relationship of soil car
bon to mean annual temperature and
precipitation that can be derived from
an "ecological life zone" or "Hol
dridge life zone" organization of
carbon storage. This figure illus 
trates, at a global sca le, wha t is well
known from smaller, regional stud
ies: Soil carbon inc reases with mean
annual precipitation and decreases
with mean annual temperature
(Burke et a!. 1989, Jenny 19 30,
1941 ). Most important, as noted by
Post et a1. (1982) , this analysis re
veals the climatic regions that ar e
mo st suscept ible to large changes in
so il carbon sto r age with sm all
changes in climate (i.e., Figure 2
shows areas where carbon ch an ges
grea tly with sma ll ch anges in either
temperature or precipitation ). Fig
ure 2 do es not illustrate th e lar ge
variability of soil carbon in any given
climatic zone (generally at least 50 %
of the mean value in either direction;
Post et al. 1982) . Presumably, this
variabi lity re sults from the fact that
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effective means to reconstruct past
(or future) soil carbon storage based
on ecological changes. For example,
changes in global terrestrial carbon
storage from the last glacial maxi
mum to the pre sent ha ve been calcu
lated by reconstructing glac ial maxi
mum vegetation patterns (either from
paleoecological data [Adarns et a1.
1990) or from mod eling [Prentice and
Fung 1990]).ln these appro aches, soil
carbon storage at theglacia l maximum
was calcu lated using the relationships
between present -day soil carbon and
ecosystem vegetation established by
Post et al. (1982) and others.

Moreover, using the ecosystem ap
proach to tabulate soi l carbon pro
vides an opportunity to exp licitly
link global soil storage directly to

been the basis for estimates of the
effects of both past and future cli
mate changes on the global stora ge
of terrestrial soil (and plant) carbon.

The taxonomic approach relies on
the determination of the areal extent
and average carbon content of the
major soil taxonomic gro ups of the
world (e.g., soil orders or suborders of
the USDA system or mapping units of
the Food and Agricultural Organiza
tion world soil map). The USDA soil
classification scheme is deliberately
nonscientific in the sense that taxa are
established for practical purposes of
land management and are not defined
or determined by their direct relation
ship to sta te facto rs or to soil pro 
cesses. The concepts used in the defini
tion of soil taxa in the USDA system
are outlined by Smith (1965, p. 19):
"Properties selected as differentiae
should be soil properties, The use of
theo ries act s to limit the possibility of
acquiring new knowledge. Th e use of
non-soil properties, such as the bed
rock or the climate, tend s to focus our
attention on the climate or th e geology
rather than on th e soil." Although
post-factum arguments ha vc been
raised to highl ight the relationship of
defined taxa to state factors or pro 
cesses (Cline and Johnson 196 3), it
remains inherently impossible to pre
dict what new soil taxa and, th erefore,
soil carbon might develop in response
to a climate or environmental change
because, as Smith (1965, p. 22 ) notes,
"At least one step of reasoning is nec
essary to develop genetic interpreta
tions from the definitions of the (soil
taxonomic) classes."

The ecosystem approach provides
an en tirel y different basis for esti 
mating and organizing global soil
carbon reser vo irs. The basi s for thi s
method is the observation th at broad
eco log ica l life zones (Ho ldridge
194 7) are distributed in relation to
variations in climate, a state factor.
Based on the general observation th at
plant communities and so il organic
ca rbon covary in response to climate
variations, Post et al. (1982 ) tabu
lated the areal extent of the wo rld' s
major life zones and calculated the
average soil organic carbon content of
each life zone to assemble what might
be the most widely qu oted est imate
of the global soil carbon pool.

This ecosystem approach has sev
eral advantages. Firs t, it provides an
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carbon storage does not depend on
climate alone but results from the
entire series of state factors (Figure 3):
Variations in biota, topography and
parent material, soil age, and hu
mans within any given climatic re
gion all probably contribute to the
reported "noise" in the data (Post et

al. 1982).
These applications of the state

factor model in its broadest sense
are, like all historical sciences and
related methodologies, limited in
their predictive value. To paraphrase
Frodeman (1995), the present world
may be too narrow a window to view
the past or the future, and our mod
ern analogues may not directly apply
backward or forward in time. Nev
ertheless, historical approaches may,
in many cases, represent our best,
or even our only, means of scien
tifically addressing many ecosys
tem problems of immediate global
concern. Not only their limitations,
but also their strengths, should be
both acknowledged and explored.

The state factor model of ecosys
tems possesses an elegance, outward
simplicity, and potential breadth of
application that makes it an appeal
ing means of studying nature. Yet in
actual practice, the selection of eco
systems to study the effect of one
state factor or another is seldom a
simple matter, and rigorous experi
mental design commonly involves the
expertise and interaction of geornor
phologists, ecologists, pedologists,
.climatologists, and many other spe
cialists. This need for a multidisci
plinary approach strikes at the heart
of what ecosystems are conceived to
be (Tansley 1935) and provides an
opportunity for greater communica
tion among disparate sciences that
are now confronted with urgentprob
lems and questions of a global and
human dimension.
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