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1. Introduction. Let p=/+i" run over the non-trivial zeros of the
Riemann zeta function (s). Landau [7] has shown that for fixed x> 1,

T, x" A(x) + O(log T),
0<_r 2

where T>To, A(x)=logp if x=p with a prime number p and an integer
k>__l and A(x)=0 otherwise. Recently, Gonek [5], [6] has clarified the
dependence on x in Landau’s theorem as follows"

x,=__ T__ A(x)+ O(x log (2x). log log (3x))+ O(x log (2T))

+O(log x.Min (T, x/<x>))+O(Min (log T/log x, T log T)),
where T, x> 1 and (x> is the distance from x to the nearest prime power
other than x itself. On the other hand, in Corollary 8 of [1], the author
has refined Landau’s theorem under the Riemann Hypothesis as follows;
for fixed x> 1,

x<,/)/r TA<x)+ x<’/)/r log (T/2) +O(. log r )0<rr 2z 2ui.log x log log T
The author has also given in Theorem 1’ of [2] a result on the dependence
on x which has been suitable for our applications. The purpose of the
present article is to refine all of these results under the Riemann Hypothe-
sis, which we shall assume below. We shall prove the ollowing theorem
by improving the author’s proof in [1].

Theorem. For x> l and T> To, we have, x(,/> /,r__ __T A(x)-4- /-" M(x, T)-- x F(x, T)
0<_r 2u 2i

log T )+O(x log (2x))+O(log x Min (T, x} ))-4-O(X log log T

-t- 0 z/ (/ r. log (2x).
log log T

where

M(z,

(zrlog(/:) ( 1 1 )+o

=0( log 1 1
\ log x /

if - << log x << log----T--
1’, O(T log T) if log x <<-

if1(<log x
log T
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and

x xkx+y

O(log (2x) log log (3x)),
a being any positive number 1.

2. Proof o Theorem. By the Riemann-yon Mangoldt formula,
we get as in p. 103 of [1],

x=M(x, T)-i log x cos (t log x)S(t)dt
O<rT

10g Z sin+

sy, where we put S()=(I/=> arg ((I/2)+) as usuM, C is some positive
constant and we suppose %hat T>T0. As in p. 104 of [I],

(1 [(1/)+T ((cos --i z-- log x log(z)dz

+ cos -i z 1 logx .log(z)dz

(1)Im -($3+$4+$5) say, where we put 6 1/log (3x).

1 l+(x(_(lm+r +x_(_(lm+m) log (a+iT)da

]
(112) + iT 11+x log (a+iT)da+O log (a+iT)lda

\d/2

_------1 X_(1/2)+gTS6+O(S7) say.
2

To estimate S and S, we use the following lemma whose proof can be seen
in p. 529 of [3].

Lemmao
log T

1/.
Ig(+iT) Ida log log T

We put (1/2) + (1/log Y) with Y log T. log log T.

S + x log 5(a+iT)da S+S, say.
1/2 a

Ss ((x ’ log 5(a +iT) Ida(x’ log T
/ log log T

xl+S-- log (1+/+iT) xl log (o- +iT)
log X log X

--[+-- X ’ (a+iT)da=So+S+S:, say., logx
x log log(3x)$10<< lg x

By 14.14.4 o [9], we get

$11<< x‘ log T
log x log log T
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To treat S, we use Selberg’s expression of (’/)(s) (cf. [8] and 14.21.4 of
[9]) s follows. For

<r n/ ; + leg

where we put
(A(n) for lgngY

Ar(n) irA(n) log (Y/n) for Y ng Y.
log Y

I+

logx. S<< A(n) (x/n)d
n<YS

<Y
Ay(n) l[I+ 1/2 [1++ yl/ n (X/Y)"da+ log T. (x/Y)da

=S+S+S, say.

S << x , At(n) +x
n<YUx_n 1+

At(n)] =S+S, say.
n<Y,n>x

S((x log (3x).

x-.SI(( , A(n) A(n) log(Y/n)
n_r n r<n_r n.1 log Y

Y log T<< log x log log T

if (1/2)Y<_x<=2Y

provided that log x> (1/2) log log T.
Y/ (x/log log To )

S= 0 log =0 x
log logT

( ) logT ) ifx<(X/2)Y.Yx --O(x’. log (3x).
log log T

0
log Y:o (Y/x)

,/ )log T if (1/2)Y<_x<_2YO(Y1/ log T)=O x
log log T

)S= O(y-(1/)-x log T)=O x
log log T

)log (Y/x) log log T
Hence we get if log x=(1/2)log log T,

S12<<x+x1. logT

if x>2Y

if x<(1/2)Y.

x / log T
log log T log x / log log T

If log x<(1/2) log log T, then we take Y=log T and we get by the same
argument as above

1 (xlog(3x)+. logT )$12 << log X log log T
In any case, we get

S4<<X(1/loglogT) logT (1+ 1 )+/--log(3x)t_/-2- f logT
log log T log x log x logx log log T

Similarly, S has the same upper bound.
Finally, we shall evaluate S.
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A(k) (x/k),dt+O(1)=S+So+S2o+S2,+S2+O(1),
log k

where N is the nearest integer to x.

Similarly, we get

S((/-- log log (3x)
log x

2 (1/2)Xk_N-1 k log k

A(k) (log k)t-1 ((/ log log (3x)
k1+ log x

say,

x- k + o(J-)
1 ----I(1/2)x ((_X_)iT ()C)--:-dY( A(k)
2 log x

O(/)

1 fx (() )dy( E A(k) -1 +0(),
2 log x

because

I(1/2)x dy ()A(k) ((log (2x). (log log x log log x)+ 1
Jx x-yk_x -- 4(log (2x) or any positive a 1.

Treating S1 similarly, we get

S+S 1 J F(x, T) + 0(#-).
2 logx

We notice that

10

i A(x) (T C) if x N
S0 /-- log x

(A(N) Min(T, x )) i xN.
/-- log x Ix

Evaluating S. in a similar manner and using the estimate S(T)4(
log T/log log T, we get our theorem as described in the introduction.
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