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#### Abstract

In this paper we use the Nunziato-Cowin theory of materials with voids to derive a theory of thermoelastic solids which have a double porosity structure. The new theory is not based on the Darcy's law. In the case of equilibrium, in contrast with the classical theory of elastic materials with double porosity, the porosity structure of the body is influenced by the displacement field. We prove the uniqueness of solutions by means of the logarithmic convexity arguments as well as the instability of solutions whenever the internal energy is not positive definite. Later we use the semigroup arguments to prove the existence of solutions in case that the internal energy is positive. The deformation of an elastic space with a spherical cavity is investigated.
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## INTRODUCTION

There has been much written in recent years on the linear theory of elastic materials with double porosity. The origin of this theory goes back to papers of Barenblatt et al. [1,2]. Much of the theoretical progress in the field is discussed in the works [3-13]. The so called double porosity model allows for the body to have a double porous structure: a macro porosity connected to pores in the body and a micro porosity connected to fissures in the skeleton. The materials with double porosity are of interest in geophysics (see, e.g., $[2,6,7]$ ) and mechanics of bone [14]. The theory is established with the help of Darcy's law. The basic equations for elastic materials with double porosity involve the displacement vector field, a pressure associated with the pores and a pressure associated with the fissures (see, e.g., $[9,12,13]$ ). We note that in the equilibrium theory the fluid pressures become independent of the displacement vector field.

In [15], Nunziato and Cowin have established a theory for the behaviour of porous solids in which the skeletal or matrix materials are elastic and the interstices are void of material. The intended applications of this theory are to geological materials such as rocks and soils and to manufactured porous materials such as ceramics and pressed powders. The linear theory of elastic materials with voids has been established by Cowin and Nunziato [15]. The theory of elastic materials with voids has been extensively studied (see, e.g., [16-26] and references therein). In this paper we use the NunziatoCowin theory of materials with voids to derive a theory of thermoelastic solids which have a double porosity structure. The new theory is not based on the Darcy's law. In contrast with the classical theory of elastic materials with double porosity, the porosity structure in the case of equilibrium is influenced by the displacement field.

The plan of this paper is the following. First, we present the non-linear theory of thermoelastic solids with a double porosity structure. Then, the theory is linearized and the basic boundary-initial-value problems are formulated. The logarithmic convexity type argument is used to establish a uniqueness theorem and an instability result. By a semigroup approach we establish an existence result in the dynamical theory. In the final section we consider the equilibrium theory and study the problem of an elastic space with a spherical cavity.

## BASIC EQUATIONS

In what follows we consider a body that at time $t_{0}$ occupies the bounded region $B$ of Euclidean three-dimensional space. The configuration of the body at time $t_{0}$ is taken as the reference configuration. The motion of the body is referred to the reference configuration and a fixed system of rectangular Cartesian axes. We identify a typical particle of the body with its position in the reference configuration. The coordinates of a typical particle in $B$ are $x_{j},(j=1,2,3)$. The coordinate of this particle at time $t$ are denoted by $y_{i}$. We have

$$
\begin{equation*}
y_{i}=y_{i}\left(x_{j}, t\right), \quad\left(x_{j}\right) \in B, t \in I, \tag{1}
\end{equation*}
$$

where $I=\left(t_{0}, t_{1}\right)$ is a given interval of time. We assume the continuous differentiability of $y_{k}$ with respect to the variables $x_{i}$ and $t$ as many times as required and

$$
\begin{equation*}
\operatorname{det}\left(\frac{\partial y_{i}}{\partial x_{j}}\right)>0 \text { on } B \times I . \tag{2}
\end{equation*}
$$

We shall employ the usual summation and differentiation conventions: Latin subscripts (unless otherwise specified) are understood to range over the integers ( $1,2,3$ ), summation over repeated subscripts is implied and a subscript preceded by a comma denote partial differentiation with respect to the corresponding material coordinate. In what follows, a superposed dot denotes the material derivative with respect to the time.

We consider an arbitrary region $\omega$ of the continuum, bounded by a surface $\partial \omega$ at time $t$, and we suppose that $\Omega$ is the corresponding region at time $t_{0}$, bounded by the surface $\partial \Omega$. Let the outward unit normal at $\partial \Omega$ be $n_{j}$ referred to the rectangular frame
of reference. We denote by $\nu_{1}$ the volume fraction field corresponding to pores and by $\nu_{2}$ the volume fraction field corresponding to fissures. We postulate the conservation of energy for every regular region $\Omega$ of $B$ and every time, in the form

$$
\begin{align*}
& \int_{\Omega} \rho_{0}\left(\dot{y}_{i} \ddot{y}_{i}+\kappa_{1} \dot{\nu}_{1} \ddot{\nu}_{1}+\kappa_{2} \dot{\nu}_{2} \ddot{\nu}_{2}\right) d v+\int_{\Omega} \rho_{0} \dot{e} d v= \\
& =\int_{\Omega} \rho_{0}\left(f_{i} \dot{y}_{i}+g \dot{\nu}_{1}+\ell \dot{\nu}_{2}+S\right) d v+\int_{\partial \Omega}\left(T_{i} \dot{y}_{i}+\sigma \dot{\nu}_{1}+\tau \dot{\nu}_{2}+Q\right) d a, \tag{3}
\end{align*}
$$

where $d v$ and $d a$ are the elements of volume and area in the reference configuration, $\rho_{0}$ is the mass density at time $t_{0}, e$ is the internal energy per unit mass, $\kappa_{1}$ and $\kappa_{2}$ are coefficients of equilibrated inertia, $f_{j}$ is the body force per unit mass, $g$ is the extrinsic equilibrated body force per unit mass associated to macro pores, $\ell$ is the extrinsic equilibrated body force per unit mass associated to fissures, $S$ is the heat supply per unit mass, $T_{i}$ is the stress vector associated with the surface $\partial \omega$, but measured per unit area of the surface $\partial \Omega, \sigma$ is the equilibrated stress corresponding to $\nu_{1}$, associated with the surface $\partial \omega$ but measured per unit area of the surface $\partial \Omega, \tau$ is the equilibrated stress corresponding to $\nu_{2}$, associated with the surface $\partial \omega$ but measured per unit area of the surface $\partial \Omega$, and $Q$ is the heat flux across the surface $\partial \omega$, measured per unit area of $\partial \Omega$. We restrict our attention to the case when $\kappa_{1}$ and $\kappa_{2}$ are given functions on $B$ (see Nunziato and Cowin [15]).

Following the procedure of Green and Rivlin [27], we consider a second motion which differs from the given motion only by a constant superposed rigid translational velocity. We assume that $e, f_{j}, g, \ell, S, T_{j}, \sigma, \tau$ and $Q$ are unaltered by such superposed rigid velocity. If we denote $v_{i}=\dot{y}_{i}$, then the equation (3) is also true when $v_{i}$ is replaced by $v_{i}+a_{i}$, where $a_{i}$ are arbitrary constants, all other terms being unaltered. By subtraction we get

$$
\left[\int_{\Omega} \rho_{0} \ddot{y}_{i} d v-\int_{\Omega} \rho_{0} f_{i} d v-\int_{\partial \Omega} T_{i} d a\right] a_{i}=0
$$

for all arbitrary constants $a_{j}$. Since the quantities in the square brackets are independent of $a_{j}$, it follows that

$$
\begin{equation*}
\int_{\Omega} \rho_{0} \ddot{y}_{i} d v=\int_{\Omega} \rho_{0} f_{i} d v+\int_{\partial \Omega} T_{i} d a . \tag{4}
\end{equation*}
$$

From (4), by the usual methods, we obtain

$$
\begin{equation*}
T_{i}=T_{k i} n_{k}, \tag{5}
\end{equation*}
$$

and

$$
\begin{equation*}
T_{k i, k}+\rho_{0} f_{i}=\rho_{0} \ddot{y}_{i} . \tag{6}
\end{equation*}
$$

Here, $T_{k i}$ is the first Piola-Kirchhoff stress tensor. In view of (5) and (6), the relation (3) reduces to

$$
\begin{align*}
\int_{\Omega} \rho_{0}\left(\dot{e}+\kappa_{1} \dot{\nu}_{1} \ddot{\nu}_{1}+\kappa_{2} \dot{\nu}_{2} \ddot{\nu}_{2}\right) d v & =\int_{\Omega}\left[T_{k i} v_{i, k}+\rho_{0}\left(g \dot{\nu}_{1}+\ell \dot{\nu}_{2}+S\right)\right] d v+ \\
& +\int_{\partial \Omega}\left(\sigma \dot{\nu}_{1}+\tau \dot{\nu}_{2}+Q\right) d a \tag{7}
\end{align*}
$$

With an argument similar to that used in obtaining the relations (5), from (7) we get

$$
\begin{equation*}
\left(\sigma-\sigma_{j} n_{j}\right) \dot{\nu}_{1}+\left(\tau-\tau_{j} n_{j}\right) \dot{\nu}_{2}+Q-Q_{j} n_{j}=0 \tag{8}
\end{equation*}
$$

where $Q_{j}$ is the heat flux vector, and $\sigma_{j}$ and $\tau_{j}$ are equilibrated stress vectors. If we use (8) in (7) and apply the resulting equation to an arbitrary region, then we find the local form of the conservation of energy

$$
\begin{equation*}
\rho_{0} \dot{e}=T_{k i} v_{i, k}+\sigma_{i} \dot{\nu}_{1, i}+\tau_{i} \dot{\nu}_{2, i}-\xi \dot{\nu}_{1}-\zeta \dot{\nu}_{2}+Q_{j, j}+\rho_{0} S \tag{9}
\end{equation*}
$$

where the functions $\xi$ and $\zeta$ satisfy the equations

$$
\begin{equation*}
\sigma_{j, j}+\xi+\rho_{0} g=\kappa_{1} \ddot{\nu}_{1}, \tau_{j, j}+\zeta+\rho_{0} \ell=\kappa_{2} \ddot{\nu}_{2} . \tag{10}
\end{equation*}
$$

The intrinsic equilibrated body forces $\xi$ and $\zeta$ are defined by constitutive equations. Let us introduce the second Piola-Kirchoff stress tensor $S_{i j}$ by

$$
\begin{equation*}
T_{k i}=y_{i, j} S_{k j} \tag{11}
\end{equation*}
$$

The relation (9) can be written in the form

$$
\begin{equation*}
\rho_{0} \dot{e}=S_{k m} y_{i, p} y_{j, k}\left(d_{i j}+\omega_{i j}\right)+\sigma_{i} \dot{\nu}_{1, i}+\tau_{i} \dot{\nu}_{2, i}-\xi \dot{\nu}_{1}-\zeta \dot{\nu}_{2}+Q_{j, j}+\rho_{0} S \tag{12}
\end{equation*}
$$

where

$$
2 d_{i j}=\frac{\partial v_{i}}{\partial y_{j}}+\frac{\partial v_{j}}{\partial y_{i}}, 2 \omega_{i j}=\frac{\partial v_{i}}{\partial y_{j}}-\frac{\partial v_{j}}{\partial y_{i}}
$$

We consider a motion of the continuum which differs from the given motion only by a superposed uniform rigid body angular velocity, and assume that $\rho_{0}, \dot{e}, S_{i j}, \dot{\nu}_{1}, \dot{\nu}_{2}, \sigma_{i}, \tau_{i}, \xi, \zeta$, $Q_{j}$ and $S$ are unlatered by such motion. Suppose that at time $t$ the body is rotated back into original orientation. The equation (12) is also true when $\omega_{i j}$ is replaced by $\omega_{i j}+\Omega_{i j}$, where $\Omega_{i j}$ is a constant arbitrary skew-symmetric tensor. Thus, we find that the stress tensor $S_{i j}$ is symmetric. We denote by $E_{i j}$ the Lagrangian strain tensor

$$
\begin{equation*}
E_{i j}=\frac{1}{2}\left(y_{k, i} y_{k, j}-\delta_{i j}\right), \tag{13}
\end{equation*}
$$

where $\delta_{i j}$ is the Kronecker delta. The equation of energy becomes

$$
\begin{equation*}
\rho_{0} \dot{e}=S_{i j} \dot{E}_{i j}+\sigma_{i} \dot{\nu}_{1, i}+\tau_{i} \dot{\nu}_{2, i}-\xi \dot{\nu}_{1}-\zeta \dot{\nu}_{2}+Q_{j, j}+\rho_{0} S \tag{14}
\end{equation*}
$$

The entropy production inequality is written in the form

$$
\begin{equation*}
\int_{\Omega} \rho_{0} \dot{\eta} d v-\int_{\Omega} \frac{1}{T} \rho_{0} S d x-\int_{\partial \Omega} \frac{1}{T} Q d a \geq 0 \tag{15}
\end{equation*}
$$

for every part $\Omega$ of $B$ and every time. Here, $\eta$ is the entropy per unit mass, and $T$ is the temperature, which is assumed to be positive. If we introduce the Helmholtz free energy

$$
\begin{equation*}
A=e-T \eta, \tag{16}
\end{equation*}
$$

then the equation (9) can be written as

$$
\begin{equation*}
\rho_{0}(\dot{A}+\dot{T} \eta+T \dot{\eta})=S_{i j} \dot{E}_{i j}+\sigma_{i} \dot{\nu}_{1, i}+\tau_{i} \dot{\nu}_{2, i}-\xi \dot{\nu}_{1}-\zeta \dot{\nu}_{2}+Q_{j, j}+\rho_{0} S . \tag{17}
\end{equation*}
$$

A thermoelastic material with double porosity is defined as one for which the folowing constitutive equations hold

$$
\begin{align*}
& A=\widetilde{A}(\mathcal{S}), S_{i j}=\widetilde{S}_{i j}(\mathcal{S}), \eta=\widetilde{\eta}(\mathcal{S}), Q_{i}=\widetilde{Q}_{i}(\mathcal{S}), \\
& \sigma_{i}=\widetilde{\sigma}_{i}(\mathcal{S}), \tau_{i}=\widetilde{\tau}_{i}(\mathcal{S}), \xi=\widetilde{\xi}(\mathcal{S}), \zeta=\widetilde{\zeta}(\mathcal{S}),  \tag{18}\\
& \sigma=\widetilde{\sigma}\left(\mathcal{S}, n_{p}\right), \tau=\widetilde{\tau}\left(\mathcal{S}, n_{p}\right), Q=\widetilde{Q}\left(\mathcal{S}, n_{p}\right),
\end{align*}
$$

where $\mathcal{S}=\left(E_{r s}, T, T_{, k}, \nu_{1}, \nu_{1, j}, \nu_{2}, \nu_{2, j}, x_{i}\right)$. The response functions are assumed to be sufficiently smooth. For a given deformation $\dot{\nu}_{1}$ and $\dot{\nu}_{2}$ in (8) may be chosen arbitrarily so that, on the basis of the constitutive equations we find

$$
\begin{equation*}
\sigma=\sigma_{j} n_{j}, \quad \tau=\tau_{j} n_{j}, \quad Q=Q_{j} n_{j} . \tag{19}
\end{equation*}
$$

If we use (19) in (15) then we obtain the local form of the second law of thermodynamics

$$
\begin{equation*}
\rho_{0} T \dot{\eta}-\rho_{0} S-Q_{j, j}+\frac{1}{T} Q_{j} T_{, j} \geq 0 \tag{20}
\end{equation*}
$$

From (17), (18) and (20) we obtain

$$
\begin{align*}
& \left(S_{i j}-\frac{\partial U}{\partial E_{i j}}\right) \dot{E}_{i j}-\left(\rho_{0} \eta+\frac{\partial U}{\partial T}\right) \dot{T}-\frac{\partial U}{\partial T_{, j}} T_{, j}+\left(\sigma_{j}-\frac{\partial U}{\partial \nu_{1, j}}\right) \dot{\nu}_{1, j}+ \\
& +\left(\tau_{j}-\frac{\partial U}{\partial \nu_{2, j}}\right) \dot{\nu}_{2, j}-\left(\xi+\frac{\partial U}{\partial \nu_{1}}\right) \dot{\nu}_{1}-\left(\zeta+\frac{\partial U}{\partial \nu_{2}}\right) \dot{\nu}_{2}+\frac{1}{T} Q_{j} T_{, j} \geq 0 \tag{21}
\end{align*}
$$

where $U=\rho_{0} A$. In absence of internal constraints, from (21) we get

$$
\begin{align*}
& S_{i j}=\frac{\partial U}{\partial E_{i j}}, \rho_{0} \eta=-\frac{\partial U}{\partial T}, \sigma_{j}=\frac{\partial U}{\partial \nu_{1, j}}, \tau_{j}=\frac{\partial U}{\partial \nu_{2, j}}, \\
& \xi=-\frac{\partial U}{\partial \nu_{1}}, \zeta=-\frac{\partial U}{\partial \nu_{2}}, \frac{\partial U}{\partial T_{, k}}=0, \tag{22}
\end{align*}
$$

and

$$
\begin{equation*}
Q_{j} T_{, j} \geq 0 \tag{23}
\end{equation*}
$$

We conclude that the constitutive equations become

$$
\begin{align*}
& U=\widehat{U}\left(E_{r s}, T, \nu_{1}, \nu_{2}, \nu_{1, k}, \nu_{2, k}, x_{j}\right) \\
& S_{i j}=\frac{\partial U}{\partial E_{i j}}, \rho_{0} \eta=-\frac{\partial U}{\partial T}, \sigma_{j}=\frac{\partial U}{\partial \nu_{1, j}}, \tau_{j}=\frac{\partial U}{\partial \nu_{2, j}},  \tag{24}\\
& \xi=-\frac{\partial U}{\partial \nu_{1}}, \zeta=-\frac{\partial U}{\partial \nu_{2}}, Q_{i}=Q_{i}\left(E_{r s}, T, T_{, j}, \nu_{1}, \nu_{2}, \nu_{1, k}, \nu_{2, k}, x_{j}\right) .
\end{align*}
$$

In view of (24) the energy equation (17) takes the form

$$
\begin{equation*}
\rho_{0} T \dot{\eta}=Q_{j, j}+\rho_{0} S . \tag{25}
\end{equation*}
$$

As in classical thermoelasticity, the inequality (23) implies that

$$
\begin{equation*}
\widehat{Q}_{k}\left(E_{r s}, T, 0, \nu_{1}, \nu_{2}, \nu_{1, j}, \nu_{2, j}, x_{i}\right)=0 . \tag{26}
\end{equation*}
$$

The basic equations of the theory consist of the equations of motion (6) and (10), the equation of energy (25), the constitutive equations (24), and the geometrical equations (13). To the field equations we must adjoin boundary conditions and initial conditions. The initial conditions are

$$
\begin{align*}
& y_{i}\left(x_{j}, 0\right)=y_{i}^{0}\left(x_{j}\right), \dot{y}_{i}\left(x_{j}, 0\right)=v_{i}^{0}\left(x_{j}\right), \eta\left(x_{j}, 0\right)=\eta^{0}\left(x_{j}\right), \\
& \nu_{\alpha}\left(x_{j}, 0\right)=\nu_{\alpha}^{0}\left(x_{j}\right), \dot{\nu}_{\alpha}\left(x_{j}, 0\right)=\zeta_{\alpha}^{0}\left(x_{j}\right),(\alpha=1,2),\left(x_{j}\right) \in \bar{B}, \tag{27}
\end{align*}
$$

where $y_{i}^{0}, v_{i}^{0}, \eta^{0}, \nu_{\alpha}^{0}$ and $\zeta_{\alpha}^{0}$ are prescribed functions. In the case of the first boundary value problem the boundary conditions are

$$
\begin{equation*}
y_{i}=\widetilde{y}_{i}, T=\widetilde{T}, \nu_{\alpha}=\widetilde{\nu}_{\alpha},(\alpha=1,2), \text { on } \partial B \times\left(t_{0}, t_{1}\right), \tag{28}
\end{equation*}
$$

where $\widetilde{y}_{i}, \widetilde{T}$ and $\widetilde{\nu}_{\alpha}$ given. In the second boundary-value problem the boundary conditions are

$$
\begin{equation*}
T_{j i} n_{j}=\widetilde{T}_{i}, Q_{j} n_{j}=\widetilde{Q}, \sigma_{j} n_{j}=\widetilde{\sigma}, \tau_{j} n_{j}=\widetilde{\tau} \text { on } \partial B \times\left(t_{0}, t_{1}\right), \tag{29}
\end{equation*}
$$

where the functions $\widetilde{T}_{i}, \widetilde{Q}, \widetilde{\sigma}$ and $\widetilde{\tau}$ are prescribed.

## LINEAR THEORY

Let us introduce the notations

$$
\begin{equation*}
u_{i}=y_{i}-x_{i}, \varphi=\nu_{1}-\nu_{1}^{*}, \psi=\nu_{2}-\nu_{2}^{*}, \theta=T-T_{0}, \tag{30}
\end{equation*}
$$

where $T_{0}$ is the constant absolute temperature of the body in the reference configuration, and $\nu_{1}^{*}$ and $\nu_{2}^{*}$ are the volume fractions fields in the reference configuration. We assume
that $u_{i}=\varepsilon u_{i}^{*}, \varphi=\varepsilon \varphi^{*}, \psi=\varepsilon \psi^{*}, \theta=\varepsilon \theta^{*}$ where $\varepsilon$ is a constant small enough for squares and higher powers to be neglected, and $u_{i}^{*}, \varphi^{*}, \psi^{*}$ and $\theta^{*}$ are independent of $\varepsilon$. In the linear theory the strain tensor $E_{i j}$ reduces to

$$
\begin{equation*}
e_{i j}=\frac{1}{2}\left(u_{i, j}+u_{j, i}\right) \tag{31}
\end{equation*}
$$

The independent constitutive variables in the linear theory are $e_{i j}, \theta_{,} \theta_{, k}, \varphi, \psi, \varphi_{, j}$ and $\psi_{, j}$. We assume that the undeformed body is free from stresses and has zero intrinsic equilibrated body forces and entropy. In the case of centrosymmetric solids we have

$$
\begin{align*}
2 U & =C_{i j r s} e_{i j} e_{r s}+2 B_{i j} e_{i j} \varphi+2 D_{i j} e_{i j} \psi-2 \beta_{i j} \theta e_{i j}+ \\
& +\alpha_{i j} \varphi_{, i} \varphi_{, j}+2 b_{i j} \varphi_{, i} \psi_{, j}+\gamma_{i j} \psi_{, i} \psi_{, j}+\alpha_{1} \varphi^{2}+  \tag{32}\\
& +\alpha_{2} \psi^{2}+2 \alpha_{3} \varphi \psi-2 \gamma_{1} \varphi \theta-2 \gamma_{2} \psi \theta-a \theta^{2}
\end{align*}
$$

where the constitutive coefficients are prescribed functions of material coordinates. We have the symmetries

$$
\begin{equation*}
C_{i j r s}=C_{r s i j}=C_{j i r s}, B_{i j}=B_{j i}, D_{i j}=D_{j i}, \beta_{i j}=\beta_{j i}, \alpha_{i j}=\alpha_{j i}, \gamma_{i j}=\gamma_{j i} \tag{33}
\end{equation*}
$$

It follows from (11), (22) and (32) that in the linear theory the stress tensors $T_{i j}$ and $S_{i j}$ coincide. In this case we denote the stress tensor by $t_{i j}$. In view of (22), (26), (30), (31) and (32) we obtain the following constitutive equations of the linear theory of centrosymmetric materials

$$
\begin{align*}
t_{i j} & =C_{i j r s} e_{r s}+B_{i j} \varphi+D_{i j} \psi-\beta_{i j} \theta \\
\sigma_{i} & =\alpha_{i j} \varphi_{, j}+b_{i j} \psi_{, j} \\
\tau_{i} & =b_{j i} \varphi_{, j}+\gamma_{i j} \psi_{, j} \\
\xi & =-B_{i j} e_{i j}-\alpha_{1} \varphi-\alpha_{3} \psi+\gamma_{1} \theta  \tag{34}\\
\zeta & =-D_{i j} e_{i j}-\alpha_{3} \varphi-\alpha_{2} \psi+\gamma_{2} \theta \\
\rho_{0} \eta & =\beta_{i j} e_{i j}+\gamma_{1} \varphi+\gamma_{2} \psi+a \theta \\
Q_{i} & =k_{i j} \theta_{, j}
\end{align*}
$$

From (23) and (34) we get

$$
\begin{equation*}
k_{i j} \theta_{, i} \theta_{, j} \geq 0 \tag{35}
\end{equation*}
$$

In the case of isotropic solids the constitutive equations have the form

$$
\begin{align*}
t_{i j} & =\lambda e_{r r} \delta_{i j}+2 \mu e_{i j}+b \delta_{i j} \varphi+d \delta_{i j} \psi-\beta \delta_{i j} \theta \\
\sigma_{i} & =\alpha \varphi_{, i}+b_{1} \psi_{, i}, \tau_{i}=b_{1} \varphi_{, i}+\gamma \psi_{, i} \\
\xi & =-b e_{j j}-\alpha_{1} \varphi-\alpha_{3} \psi+\gamma_{1} \theta, \zeta=-d e_{j j}-\alpha_{3} \varphi-\alpha_{2} \psi+\gamma_{2} \theta  \tag{36}\\
\rho_{0} \eta & =\beta e_{j j}+\gamma_{1} \varphi+\gamma_{2} \psi+a \theta, Q_{i}=k \theta_{, i}
\end{align*}
$$

where $\delta_{i j}$ is Kronecker's delta, and $\lambda, \mu, b, d, b_{1}, \alpha, \beta, \gamma, \alpha_{j}, \gamma_{\alpha}$ and $k$ are constitutive coefficients. In the context of the linear theory the equation of energy (25) takes the form

$$
\begin{equation*}
\rho_{0} T_{0} \dot{\eta}=Q_{j, j}+\rho_{0} S \tag{37}
\end{equation*}
$$

The equations of motion (6) and (10) become

$$
\begin{align*}
& t_{j i, j}+\rho_{0} f_{i}=\rho_{0} \ddot{u}_{i}, \\
& \sigma_{j, j}+\xi+\rho_{0} g=\kappa_{1} \ddot{\varphi},  \tag{38}\\
& \tau_{j, j}+\zeta+\rho_{0} \ell=\kappa_{2} \ddot{\psi} .
\end{align*}
$$

The basic equations of the linear theory consist of the equations of motion (38), equation of energy (37), constitutive equations (34), and the geometrical equations (31). The first boundary-value problem is characterized by the boundary conditions

$$
\begin{equation*}
u_{i}=\widetilde{u}_{i}, \varphi=\widetilde{\varphi}, \psi=\widetilde{\psi}, \theta=\widetilde{\theta} \text { on } \partial B \times\left(t_{0}, t_{1}\right), \tag{39}
\end{equation*}
$$

where $\widetilde{u}_{i}, \widetilde{\varphi}, \widetilde{\psi}$ and $\widetilde{\theta}$ are prescribed functions. In the case of the second boundary-value problem the boundary conditions are

$$
\begin{equation*}
t_{j i} n_{j}=\widetilde{t}_{i}, \sigma_{i} n_{i}=\widetilde{\sigma}, \tau_{i} n_{i}=\widetilde{\tau}, Q_{j} n_{j}=\widetilde{Q} \text { on } \partial B \times\left(t_{0}, t_{1}\right), \tag{40}
\end{equation*}
$$

where the functions $\widetilde{t_{i}}, \widetilde{\sigma}, \widetilde{\tau}$ and $\widetilde{Q}$ are given. The initial conditions can be written in the form

$$
\begin{align*}
& u_{i}\left(x_{j}, 0\right)=u_{i}^{0}\left(x_{j}\right), \dot{u}_{i}\left(x_{j}, 0\right)=v_{i}^{0}\left(x_{j}\right), \theta\left(x_{j}, 0\right)=\theta^{0}\left(x_{j}\right), \\
& \varphi\left(x_{j}, 0\right)=\varphi_{1}^{0}\left(x_{j}\right), \psi\left(x_{j}, 0\right)=\psi_{1}^{0}\left(x_{j}\right), \dot{\varphi}\left(x_{j}, 0\right)=\varphi_{2}^{0}\left(x_{j}\right),  \tag{41}\\
& \dot{\psi}\left(x_{j}, 0\right)=\psi_{2}^{0}\left(x_{j}\right),\left(x_{j}\right) \in \bar{B}
\end{align*}
$$

where $u_{i}^{0}, v_{i}^{0}, \theta^{0}, \varphi_{\alpha}^{0}$ and $\psi_{\alpha}^{0}$ are prescribed functions.
It follows from (31), (36), (38) and (37) that in the case of homogeneous and isotropic solids the functions $u_{j}, \varphi, \psi$ and $\theta$ satisfy the following equations

$$
\begin{align*}
& \mu \Delta u_{i}+(\lambda+\mu) u_{j, j i}+b \varphi_{, i}+d \psi_{, i}-\beta \theta_{, i}+\rho_{0} f_{i}=\rho_{0} \ddot{u}_{i}, \\
& \alpha \Delta \varphi+b_{1} \Delta \psi-b u_{r, r}-\alpha_{1} \varphi-\alpha_{3} \psi+\gamma_{1} \theta+\rho_{0} g=\kappa_{1} \ddot{\varphi}, \\
& b_{1} \Delta \varphi+\gamma \Delta \psi-d u_{r, r}-\alpha_{3} \varphi-\alpha_{2} \psi+\gamma_{2} \theta+\rho_{0} \ell=\kappa_{2} \ddot{\psi},  \tag{42}\\
& k \Delta \theta-\beta T_{0} \dot{u}_{j, j}-\gamma_{1} T_{0} \dot{\varphi}-\gamma_{2} T_{0} \dot{\psi}-c \dot{\theta}=-\rho_{0} S,
\end{align*}
$$

where $c=a T_{0}$. We note that in contrast with the classical theory of elastic materials with double structure, the porosity of the body in the equilibrium state depends on the displacement vector field.

## INSTABILITY AND UNIQUENESS

In this section we suppose that the body forces and heat supply are absent, and we consider the following boundary conditions

$$
\begin{equation*}
u_{i}=0, \varphi=0, \psi=0, \theta=0 \text { on } \partial B \times\left(0, t_{1}\right) \tag{43}
\end{equation*}
$$

The aim of this section is to propose a logarithmic convexity type argument to the equations (34), (37) and (38) with the initial conditions (41), and boundary conditions (43).

In the remains of the paper we assume that
(i) the mass density $\rho_{0}$, the thermal capacity $a$ and the functions $\kappa_{i}, i=1,2$ are strictly positive. That is:

$$
\begin{equation*}
\rho_{0}\left(x_{j}\right) \geq \underline{\rho}>0 ; \quad a\left(x_{j}\right) \geq \underline{a}>0, \quad \kappa_{i}\left(x_{j}\right) \geq \underline{\kappa_{i}}>0, \quad i=1,2 . \tag{44}
\end{equation*}
$$

(ii) The thermal conductivity tensor $k_{i j}$ is positive definite. that is, there exists $k_{0}>0$ such that

$$
\begin{equation*}
k_{i j} \xi_{i} \xi_{j} \geq k_{0} \xi_{i} \xi_{i}, \text { for every vector }\left(\xi_{i}\right) \tag{45}
\end{equation*}
$$

(iii) The constitutive coefficients satisfy the symmetry relations (33);

We note that the physical meaning of condition (i) is clear. The condition (ii) is compatible with restriction (35) which shows that the heat conductivity tensor is nonnegative.

Logarithmic convexity argument is strongly based in the choice of a good function which satisfies several requirements. To define this function, it is useful to consider several preliminary relations. First, we integrate with respect to the time the energy equation. We have

$$
\int_{0}^{t} \frac{1}{T_{0}}\left(k_{i j} \theta_{, i}\right)_{, j} d s-\beta_{i j} e_{i j}-\gamma_{1} \varphi-\gamma_{2} \psi-a \theta=-\beta_{i j} u_{i, j}^{0}-\gamma_{1} \varphi_{1}^{0}-\gamma_{2} \psi_{1}^{0}-a \theta^{0}
$$

We denote by $P\left(x_{j}\right)$ the function which is solution to the boundary value problem determined by the equation

$$
\frac{1}{T_{0}}\left(k_{i j} P_{, i}\right)_{, j}=\beta_{i j} u_{i, j}^{0}+\gamma_{1} \varphi_{1}^{0}+\gamma_{2} \psi_{1}^{0}+a \theta^{0}
$$

and the homogeneous boundary condition

$$
P=0 \text { on } \partial B
$$

If we define the function $z=T+P$, where

$$
T=\int_{0}^{t} \theta d s
$$

we see that it satisfies the equation

$$
\begin{equation*}
\frac{1}{T_{0}}\left(k_{i j} z_{, i}\right)_{, j}-\beta_{i j} e_{i j}-\gamma_{1} \varphi-\gamma_{2} \psi-a \theta=0 . \tag{46}
\end{equation*}
$$

To be used later we recall the energy equality

$$
\begin{gather*}
E(t)=\int_{B}\left(\rho_{0} \dot{u}_{i} \dot{u}_{i}+\kappa_{1}|\dot{\varphi}|^{2}+\kappa_{2}|\dot{\psi}|^{2}+a \theta^{2}+C_{i j k h} e_{i j} e_{k h}+\alpha_{i j} \varphi_{, i} \varphi_{, j}\right) d v \\
+\int_{B}\left(\gamma_{i j} \psi_{, i} \psi_{, j}+2 b_{i j} \varphi_{, i} \psi_{, j}+2 B_{i j} e_{i j} \varphi+2 D_{i j} e_{i j} \psi+\alpha_{1} \varphi^{2}+\alpha_{2} \psi^{2}+2 \alpha_{3} \varphi \psi\right) d v \\
+2 \int_{0}^{t} \int_{B} \frac{1}{T_{0}} k_{i j} \theta_{, i} \theta_{, j} d v d s=E(0) . \tag{47}
\end{gather*}
$$

This relation is satisfied for every solution of our problem. We introduce the function

$$
\begin{equation*}
F_{h, \omega}(t)=\int_{B}\left(\rho_{0} u_{i} u_{i}+\kappa_{1} \varphi^{2}+\kappa_{2} \psi^{2}\right) d v+\int_{0}^{t} \int_{B} \frac{1}{T_{0}} k_{i j} z_{, i} z_{, j} d v d s+h(t+\omega)^{2} . \tag{48}
\end{equation*}
$$

Here $h$ and $\omega$ are two positive constants to be determined later. We see that

$$
\begin{gather*}
\dot{F}_{h, \omega}(t)=2 \int_{B}\left(\rho_{0} u_{i} \dot{u}_{i}+\kappa_{1} \varphi \dot{\varphi}+\kappa_{2} \psi \dot{\psi}\right) d v+\int_{0}^{t} \int_{B} \frac{2}{T_{0}} k_{i j} z_{, i} \dot{z}_{, j} d v d s \\
+2 h(t+\omega)-\int_{B} \frac{1}{T_{0}} k_{i j} P_{, i} P_{, j} d v, \tag{49}
\end{gather*}
$$

and
$\ddot{F}_{h, \omega}(t)=2 \int_{B}\left(\rho_{0}\left(u_{i} \ddot{u}_{i}+\dot{u}_{i} \dot{u}_{i}\right)+\kappa_{1}(\varphi \ddot{\varphi}+\dot{\varphi} \dot{\varphi})+\kappa_{2}(\psi \ddot{\psi}+\dot{\psi} \dot{\psi})\right) d v+\int_{B} \frac{2}{T_{0}} k_{i j} z_{, i} \dot{z}_{, j} d v+2 h$.
In view of the evolutionary equations and the divergence theorem, we can write

$$
\begin{gather*}
\ddot{F}_{h, \omega}(t)=2 \int_{B}\left(\rho_{0} \dot{u}_{i} \dot{u}_{i}+\kappa_{1} \dot{\varphi} \dot{\varphi}+\kappa_{2} \dot{\psi} \dot{\psi}-C_{i j k l} e_{i j} e_{k h}-\alpha_{i j} \varphi_{, i} \varphi_{, j}-\gamma_{i j} \psi_{, i} \psi_{, j}-2 b_{i j} \varphi_{, i} \psi_{, j}\right) d v \\
-2 \int_{B}\left(B_{i j} e_{i j} \varphi+D_{i j} e_{i j} \psi+\alpha_{1} \phi^{2}+\alpha_{2} \psi^{2}+2 \alpha_{3} \varphi \psi\right) d v \\
\quad-\int_{B} \frac{2}{T_{0}}\left(\left(k_{i j} z_{, i}\right)_{, j}-\beta_{i j} e_{i j}-\gamma_{1} \varphi-\gamma_{2} \psi\right) \dot{z} d v+2 h \tag{51}
\end{gather*}
$$

Using again the field equations, we see that
$\ddot{F}_{h, \omega}(t)=2 \int_{B}\left(\rho_{0} \dot{u}_{i} \dot{u}_{i}+\kappa_{1} \dot{\varphi} \dot{\varphi}+\kappa_{2} \dot{\psi} \dot{\psi}-C_{i j k l} e_{i j} e_{k h}-\alpha_{i j} \varphi_{, i} \varphi_{, j}-\gamma_{i j} \psi_{, i} \psi_{, j}-2 b_{i j} \varphi_{, i} \psi_{, j}\right) d v$

$$
\begin{equation*}
-2 \int_{B}\left(B_{i j} e_{i j} \varphi+D_{i j} e_{i j} \psi+\alpha_{1} \phi^{2}+\alpha_{2} \psi^{2}+2 \alpha_{3} \varphi \psi\right) d v-2 \int_{B} a|\dot{z}|^{2} d v+2 h \tag{52}
\end{equation*}
$$

Using the energy equality we find that

$$
\begin{equation*}
\ddot{F}_{h, \omega}(t)=4 \int_{B}\left(\rho_{0} \dot{u}_{i} \dot{u}_{i}+\kappa_{1} \dot{\varphi} \dot{\varphi}+\kappa_{2} \dot{\psi} \dot{\psi}\right) d v+4 \int_{0}^{t} \int_{B} \frac{1}{T_{0}} k_{i j} \theta_{, i} \theta, j d v-2(E(0)-h) . \tag{53}
\end{equation*}
$$

If we denote by

$$
\begin{equation*}
\nu=\frac{2}{T_{0}} \int_{B} k_{i j} P_{, i} P_{, j} d v \tag{54}
\end{equation*}
$$

we obtain that the inequality

$$
\begin{equation*}
F_{h, \omega} \ddot{F}_{h, \omega}-\left(\dot{F}_{h, \omega}-\nu\right)^{2} \geq 2(h+E(0)) F_{h, \omega} \tag{55}
\end{equation*}
$$

holds.
This inequality is well known. In case of null initial data, we have that $\nu=0$. Our inequality with $h=\omega=0$ becomes

$$
\begin{equation*}
F \ddot{F}-(\dot{F})^{2} \geq 0 \tag{56}
\end{equation*}
$$

where we denote by $F(t)$ the function $F_{0,0}(t)$. From this inequality we derive that

$$
\begin{equation*}
F(t) \leq F(0)^{1-t / t_{1}} F\left(t_{1}\right)^{t / t_{1}}, \quad 0 \leq t \leq t_{1} \tag{57}
\end{equation*}
$$

and we conclude that $F(t)=0,0 \leq t \leq t_{1}$. From this relation we get a uniqueness result.

In the general case and assuming that $E(0)<0$, we can always take $\omega$ so large to guarantee that $\dot{F}_{h, \omega}(0)>\nu$, and then we obtain that

$$
\begin{equation*}
F_{h, \omega}(t) \geq \frac{F_{h, \omega}(0) \dot{F}_{h, \omega}(0)}{\dot{F}_{h, \omega}(0)-\nu} \exp \left(\frac{\dot{F}_{h, \omega}(0)-\nu}{F_{h, \omega}(0)} t\right)-\frac{\nu F_{h, \omega}(0)}{\dot{F}_{h, \omega}(0)-\nu} \tag{58}
\end{equation*}
$$

This inequality gives the exponential growth of the solutions. We have proved that:

Theorem 1. Assume that conditions (i)-(iii) hold. Then
(I) The first initial-boundary-value problem has at most one solution.
(II) If $E(0)<0$, then the solution becomes unbounded in an exponential way.

It is worth noting that a suitable variation in the logarithmic convexity argument allows us to obtain Holder stability of the solutions in a similar way to the one proposed by Straughan [13] for the classical theory.

## AN EXISTENCE THEOREM

In this section we consider a semigroup approach to obtain an existence result in the dynamical theory, with suitable initial and boundary conditions. From now on, we assume the boundary conditions (43)

We introduce the quadratic form $W$ defined by

$$
\begin{align*}
2 W & =C_{i j r s} e_{i j} e_{r s}+2 B_{i j} e_{i j} \varphi+2 D_{i j} e_{i j} \psi+ \\
& +\alpha_{i j} \varphi_{, i} \varphi_{, j}+2 b_{i j} \varphi_{, i} \psi_{, j}+\gamma_{i j} \psi_{, i} \psi_{, j}+\alpha_{1} \varphi^{2}+\alpha_{2} \psi^{2}+2 \alpha_{3} \varphi \psi \tag{59}
\end{align*}
$$

In addition to the assumptions (i)-(iii) we assume that:
(iv) $W$ is a positive definite quadratic form. That is, there exists a positive constant $C_{0}$ such that

$$
\begin{equation*}
W \geq C_{0}\left(e_{i j} e_{i j}+|\nabla \varphi|^{2}+|\nabla \psi|^{2}+\varphi^{2}+\psi^{2}\right) \tag{60}
\end{equation*}
$$

In the case of homogeneous and isotropic materials this condition holds if and only if the constitutive constants satisfy the following inequalities (see the appendix)

$$
\begin{gathered}
\mu>0,3 \lambda+2 \mu>0, \quad \alpha_{2}>0, \quad \alpha_{1} \alpha_{2}-\alpha_{3}^{2}>0 \\
(3 \lambda+2 \mu)\left(\alpha_{1} \alpha_{2}-\alpha_{3}^{2}\right)>3\left(\alpha_{1} d^{2}+\alpha_{2} b^{2}-2 \alpha_{3} b d\right), \quad \alpha>0, \alpha \gamma>b_{1}^{2}
\end{gathered}
$$

The condition (60) is related with the stability of the dynamical problem. In fact, we have seen in the previous section that in case that this condition does not hold the dynamical problem becomes unstable.

Let $W_{0}^{2,2}$ and $L^{2}$ be the usual Hilbert spaces and denote

$$
\mathcal{Z}=\left\{(\mathbf{u}, \mathbf{v}, \varphi, \zeta, \psi, \chi, \theta), \mathbf{u} \in \mathbf{W}_{0}^{2,2}(B), \mathbf{v} \in \mathbf{L}^{2}(B), \varphi, \psi \in W_{0}^{2,2}(B), \zeta, \chi, \theta \in L^{2}(B)\right\}
$$

where $\mathbf{W}_{0}^{2,2}=\left[W_{0}^{2,2}\right]^{3}$ and $\mathbf{L}^{2}=\left[L^{2}\right]^{3}$. We introduce the operators

$$
\begin{aligned}
M_{i} \mathbf{u} & =\rho_{0}^{-1}\left(C_{j i r s} e_{r s}\right)_{, j}, N_{i} \varphi=\rho_{0}^{-1}\left(B_{i j} \varphi\right)_{, j}, N_{i}^{*} \psi=\rho_{0}^{-1}\left(D_{i j} \psi\right)_{, j}, P_{i} \theta=\rho_{0}^{-1}\left(-\beta_{j i} \theta_{, i}\right)_{, j} \\
R \mathbf{u} & =-\kappa_{1}^{-1} B_{i j} e_{i j}, S \varphi=\kappa_{1}^{-1}\left[\left(\alpha_{i j} \varphi_{, i}\right)_{, j}-\alpha_{1} \varphi\right], T \psi=\kappa_{1}^{-1}\left[\left(\beta_{i j} \psi_{, i}\right)_{, j}-\alpha_{3} \psi\right] \\
U \theta & =\kappa_{1}^{-1} \gamma_{1} \theta, V \mathbf{u}=-\kappa_{2}^{-1} D_{i j} e_{i j}, W \varphi=\kappa_{2}^{-1}\left[\left(b_{i j} \varphi, i\right)_{, j}-\alpha_{3} \varphi\right], X \psi=\left(\gamma_{i j} \psi_{, i}\right)_{, j}-\alpha_{2} \psi \\
Y \theta & =\kappa_{2}^{-1} \gamma_{2} \theta, Q \mathbf{v}=a^{-1}\left(-\beta_{i j} f_{i j}\right), L \zeta=-a^{-1} \gamma_{1} \zeta, G \chi=-a^{-1} \gamma_{2} \chi, R^{*} \theta=\left(a T_{0}\right)^{-1}\left(k_{i j} \theta_{, i}\right)_{, j} .
\end{aligned}
$$

Let us consider the matrix operator $\mathcal{A}$ defined on $\mathcal{Z}$ by

$$
\left(\begin{array}{ccccccc}
\mathbf{0} & \mathbf{I d} & \mathbf{0} & \mathbf{0} & \mathbf{0} & \mathbf{0} & \mathbf{0}  \tag{61}\\
\mathbf{M} & \mathbf{0} & \mathbf{N} & \mathbf{0} & \mathbf{N}^{*} & \mathbf{0} & \mathbf{P} \\
0 & 0 & 0 & I d & 0 & 0 & 0 \\
R & 0 & S & 0 & T & 0 & U \\
0 & 0 & 0 & 0 & 0 & I d & 0 \\
V & 0 & W & 0 & X & 0 & Y \\
0 & Q & 0 & L & 0 & G & R^{*}
\end{array}\right)
$$

where $\mathbf{M}=\left(M_{i}\right), \mathbf{N}=\left(N_{i}\right), \mathbf{N}^{*}=\left(N_{i}^{*}\right)$ and $\mathbf{P}=\left(P_{i}\right)$. The domain $\mathcal{D}$ of the operator $\mathcal{A}$ contains the set

$$
\mathbf{W}_{0}^{1,2} \cap \mathbf{W}^{2,2} \times \mathbf{W}_{0}^{1,2} \times W_{0}^{1,2} \cap W^{2,2} \times W_{0}^{1,2} \times W_{0}^{1,2} \cap W^{2,2} \times W_{0}^{1,2} \times W^{2,2}
$$

which is a dense subspace of the Hilbert space $\mathcal{Z}$.
The boundary-initial-value problem can be transformed into the following abstract equation in the space $\mathcal{Z}$

$$
\begin{equation*}
\frac{d \omega}{d t}=\mathcal{A} \omega+G(t), \quad \omega(0)=\omega_{0} \tag{62}
\end{equation*}
$$

where $G(t)=\left(\mathbf{0}, \mathbf{f}, 0, \kappa_{1}^{-1} \rho_{0} g, 0, \kappa_{2}^{-1} \rho_{0} l, a^{-1} \rho_{0} S\right), \omega_{0}=\left(\mathbf{u}^{0}, \mathbf{v}^{0}, \varphi_{1}^{0}, \varphi_{2}^{0}, \psi_{1}^{0}, \psi_{2}^{0}, \theta^{0}\right)$. Let $\omega=(\mathbf{u}, \mathbf{v}, \varphi, \zeta, \psi, \chi, \theta)$ and $\omega^{\prime}=\left(\mathbf{u}^{\prime}, \mathbf{v}^{\prime}, \varphi^{\prime}, \zeta^{\prime}, \psi^{\prime}, \chi^{\prime}, \theta^{\prime}\right)$. We introduce the inner product

$$
\begin{equation*}
<\omega, \omega^{\prime}>=\int_{B}\left(\rho v_{i} v_{i}^{\prime}+\kappa_{1} \zeta \zeta^{\prime}+\kappa_{2} \chi \chi^{\prime}+a \theta \theta^{\prime}+2 W^{*}\right) d v, \tag{63}
\end{equation*}
$$

where

$$
\begin{gathered}
2 W^{*}=C_{i j r s} e_{i j} e_{r s}^{\prime}+\alpha_{i j} \varphi_{, i} \varphi_{, j}^{\prime}+\gamma_{i j} \psi_{, i} \psi_{, j}^{\prime}+b_{i j}\left(\varphi_{, i} \psi_{, j}^{\prime}+\varphi_{, i}^{\prime} \psi_{, j}\right)+B_{i j}\left(e_{i j} \varphi^{\prime}+e_{i j}^{\prime} \varphi\right) \\
+D_{i j}\left(e_{i j} \psi^{\prime}+e_{i j}^{\prime} \psi\right)+\alpha_{1} \varphi \varphi^{\prime}+\alpha_{2} \psi \psi^{\prime}+\alpha_{3}\left(\varphi \psi^{\prime}+\varphi^{\prime} \psi\right) .
\end{gathered}
$$

It is worth noting that this inner product defines the norm

$$
\begin{equation*}
\|\omega\|^{2}=\int_{B}\left(\rho v_{i} v_{i}+\kappa_{1} \zeta^{2}+\kappa_{2} \chi^{2}+a \theta^{2}+2 W\right) d v \tag{64}
\end{equation*}
$$

where $W$ has been defined at (59).
This norm is equivalent to the usual norm in $\mathcal{Z}$. We also note that for every $\omega \in \mathcal{D}$, we have

$$
\begin{equation*}
<\mathcal{A} \omega, \omega>=-\frac{1}{2 T_{0}} \int_{B} k_{i j} \theta_{, i} \theta_{, j} d v \leq 0 . \tag{65}
\end{equation*}
$$

Lemma 1. Suppose that conditions (i)-(iv) hold. Let $\rho(\mathcal{A})$ be the resolvent of $\mathcal{A}$. Then, $0 \in \rho(\mathcal{A})$.

Proof. Let us show that we can find $\omega=(\mathbf{u}, \mathbf{v}, \varphi, \zeta, \psi, \chi, \theta) \in \mathcal{D}$ such that

$$
\begin{equation*}
\mathcal{A} \omega=\mathcal{F}, \tag{66}
\end{equation*}
$$

for any $\mathcal{F}=\left(\mathbf{f}_{1}, \mathbf{f}_{2}, f_{3}, f_{4}, f_{5}, f_{6}, f_{7}\right) \in \mathcal{Z}$. In terms of the components we get

$$
\begin{gather*}
\mathbf{v}=\mathbf{f}_{1}, \quad \mathbf{M u}+\mathbf{N} \varphi+\mathbf{N}^{*} \psi+\mathbf{P} \theta=\rho \mathbf{f}_{2}, \zeta=f_{3} R \mathbf{u}+S \varphi+T \psi+U \theta=\kappa_{1} f_{4}  \tag{67}\\
\chi=f_{5} V \mathbf{u}+W \varphi+X \psi+Y \theta=\kappa_{2} f_{6} \quad Q \mathbf{v}+L \zeta+G \chi+R^{*} \theta=a f_{7} . \tag{68}
\end{gather*}
$$

From these equations we see that $\mathbf{v} \in \mathbf{W}_{0}^{1,2}$ and $\chi, \zeta \in W_{0}^{1,2}$ and we can write

$$
R^{*} \theta=a f_{7}-Q \mathbf{f}_{1}-L f_{3}-G f_{5} .
$$

As the right hand side of this equation belongs to $W^{-1,2}$, we see that there exists a solution $\theta \in W_{0}^{1,2}$. We then obtain the system
$\mathbf{M u}+\mathbf{N} \varphi+\mathbf{N}^{*} \psi=\rho \mathbf{f}_{2}-\mathbf{P} \theta, R \mathbf{u}+S \varphi+T \psi=\kappa_{1} f_{4}-U \theta, V \mathbf{u}+W \varphi+X \psi=\kappa_{2} f_{6}-Y \theta$.

To solve this system we define the bilinear form:

$$
\mathcal{B}\left[(\mathbf{u}, \varphi, \psi),\left(\mathbf{u}^{*}, \varphi^{*}, \psi^{*}\right)\right]=I,
$$

where

$$
I=\int_{B}\left(\left(\mathbf{M u}+\mathbf{N} \varphi+\mathbf{N}^{*} \psi\right) \mathbf{u}^{*}+(R \mathbf{u}+S \varphi+T \psi) \varphi^{*}+(V \mathbf{u}+W \varphi+X \psi) \psi^{*}\right) d v
$$

After the use of the divergence theorem we see that this is a bounded bilinear form defined in $\mathbf{W}^{1,2}$. In view of the condition (60) it is coercive. On the other side the right-hand side belongs to $\mathbf{W}^{-1,2} \times W^{-1,2} \times W^{-1,2}$. The existence of solution for this system is guarantee because of the Lax-Milgran theorem. Consequently, there exists $\mathbf{u}, \varphi, \psi \in \mathbf{W}_{0}^{1,2}$ satisfying the system (69). Thus, we conclude that the equation (66) has a solution in the domain $\mathcal{D}$ and the theorem is proved.
Theorem 2. Suppose that hypotheses (i)-(iv) hold. Then the operator $\mathcal{A}$ is the generator of a $C^{0}$-semigroup of contractions in the Hilbert space $\mathcal{Z}$.

Proof. The proof is a direct consequence of the Lumer-Phillips theorem, since the operator $\mathcal{A}$ is dissipative, with a dense domain and $0 \in \rho(\mathcal{A})$ (see for example Liu and Zheng, [28]).

Now, we can state the main result of this section.
Theorem 3. Suppose that hypotheses (i)-(iv) hold. Let $G(t) \in C^{1}\left(\mathbb{R}^{+}, \mathcal{Z}\right) \cap C^{0}\left(\mathbb{R}^{+}, \mathcal{D}\right)$ and $\omega_{0} \in \mathcal{D}$. Then, there exists a unique solution $\omega(t) \in C^{1}\left(\mathbb{R}^{+}, \mathcal{Z}\right) \cap C^{0}\left(\mathbb{R}^{+}, \mathcal{D}\right)$ to the problem (62).

Remark. The existence of a $C^{0}$-semigroup implies the continuous dependence with respect initial data and supply terms. As we have seen the existence, uniqueness and continuous dependence of solutions, we have proved that the problem is well posed in the sense of Hadamard. Furthermore, as we assume that the internal energy is positive we see that

$$
\|\omega(t)\| \leq E(0)
$$

for every $t$ in the case of the homogeneous problem. This gives the stability of the solutions in the case that (i)-(iv) hold. In view of the results in the previous section, we see that the positive definiteness of the internal energy plays a fundamental role to guarantee the stability of the solutions of the homogeneous problem.

## ELASTIC SPACE WITH A SPHERICAL CAVITY

In this section we study the equilibrium of an unbounded medium with a spherical cavity of radius $a$, with center at the origin of coordinates. We assume that the body
forces and the heat source are absent and that the boundary of the cavity is subjected to a constant temperature $T^{*}$ and is free of traction. As we have pointed out before, in our theory the porosity structure is influenced by the displacement field in the static case. Therefore the analysis will be more difficult than the one corresponding to the classical theory.

In absence of time dependence, the equations (41) reduce to

$$
\begin{align*}
& \mu \Delta u_{i}+(\lambda+\mu) u_{j, j i}+b \varphi_{, i}+d \psi_{, i}=\beta \theta_{, i} \\
& \alpha \Delta \varphi+b_{1} \Delta \psi-b u_{j, j}-\alpha_{1} \varphi-\alpha_{3} \psi=-\gamma_{1} \theta  \tag{70}\\
& b_{1} \Delta \varphi+\gamma \Delta \psi-d u_{j, j}-\alpha_{3} \varphi-\alpha_{2} \psi=-\gamma_{2} \theta
\end{align*}
$$

and

$$
\begin{equation*}
\Delta \theta=0 \tag{71}
\end{equation*}
$$

We introduce the notation $r=\left(x_{1}^{2}+x_{2}^{2}+x_{3}^{2}\right)^{1 / 2}$. On the boundary of cavity we have the conditions

$$
\begin{equation*}
t_{j i} n_{j}=0, \quad \sigma_{i} n_{i}=0, \quad \tau_{i} n_{i}=0, \quad \theta=T^{*} \text { on } r=a \tag{72}
\end{equation*}
$$

The conditions at infinity are

$$
\begin{align*}
& u_{i}=O(1), u_{i, j}=O\left(r^{-1}\right), \theta=O\left(r^{-1}\right), \theta, j=o\left(r^{-1}\right), \varphi=O\left(r^{-1}\right), \varphi_{, j}=o\left(r^{-1}\right) \\
& \psi=O\left(r^{-1}\right), \psi_{, j}=o\left(r^{-1}\right) \tag{73}
\end{align*}
$$

The conditions at infinity for the displacement vector are the same as in classical thermoelasticity. The solution of the equation (71) which satisfies the condition on the boundary of cavity and the conditions at infinity is given by

$$
\begin{equation*}
\theta=\frac{a}{r} T^{*} . \tag{74}
\end{equation*}
$$

We seek the solution for the system of equations (70) in the form

$$
\begin{equation*}
u_{i}=\frac{\partial G(r)}{\partial x_{i}}, \quad \varphi=\Phi(r), \psi=\Psi(r) \tag{75}
\end{equation*}
$$

where $G, \Phi$ and $\Psi$ are unknown functions. The equations (70) are satisfied if the functions $G, \Phi$ and $\Psi$ satisfy the equations

$$
\begin{align*}
& (\lambda+2 \mu) \Delta G+b \Phi+d \Psi=\beta \theta \\
& \left(\alpha \Delta-\alpha_{1}\right) \Phi+\left(b_{1} \Delta-\alpha_{3}\right) \Psi-b \Delta G=-\gamma_{1} \theta  \tag{76}\\
& \left(b_{1} \Delta-\alpha_{3}\right) \Phi+\left(\gamma \Delta-\alpha_{2}\right) \Psi-d \Delta G=-\gamma_{2} \theta
\end{align*}
$$

From the first equation we get

$$
\begin{equation*}
\Delta G=\kappa(\beta \theta-b \Phi-d \Psi) \tag{77}
\end{equation*}
$$

where $\kappa=1 /(\lambda+2 \mu)$. We introduce the notations

$$
\begin{equation*}
L_{11}=\alpha \Delta-\alpha_{1}^{*}, L_{12}=b_{1} \Delta-\alpha_{2}^{*}, L_{22}=\gamma \Delta-\alpha_{3}^{*}, \tag{78}
\end{equation*}
$$

where the constants $\alpha_{j}^{*}$ are defined by

$$
\begin{equation*}
\alpha_{1}^{*}=\alpha_{1}-b^{2} \kappa, \alpha_{2}^{*}=\alpha_{2}-\kappa d^{2}, \quad \alpha_{3}^{*}=\alpha_{3}-\kappa b d . \tag{79}
\end{equation*}
$$

In view of (76) and (77) we find that the functions $\Phi$ and $\Psi$ satisfy the equations

$$
\begin{equation*}
L_{11} \Phi+L_{12} \Psi=-s_{1} \theta, \quad L_{12} \Phi+L_{22} \Psi=-s_{2} \theta . \tag{80}
\end{equation*}
$$

Here we have used the notations

$$
\begin{equation*}
s_{1}=\gamma_{1}-\kappa \beta b, \quad s_{2}=\gamma_{2}-\kappa \beta d . \tag{81}
\end{equation*}
$$

We seek the solution of the system (80) in the form

$$
\begin{equation*}
\Phi=\Phi_{0}+\chi_{1} \theta, \quad \Psi=\Psi_{0}+\chi_{2} \theta, \tag{82}
\end{equation*}
$$

where $\chi_{1}=\left(s_{1} \alpha_{2}^{*}-s_{2} \alpha_{3}^{*}\right) / d_{1}, \chi_{2}=\left(s_{2} \alpha_{1}^{*}-s_{1} \alpha_{3}^{*}\right) / d_{1}, d_{1}=\alpha_{1}^{*} \alpha_{2}^{*}-\left(\alpha_{3}^{*}\right)^{2}$. It follows from (80) and (82) that the functions $\Phi_{0}$ and $\Psi_{0}$ satisfy the equations

$$
\begin{equation*}
L_{11} \Phi_{0}+L_{12} \Psi_{0}=0, L_{12} \Phi_{0}+L_{22} \Psi_{0}=0 \tag{83}
\end{equation*}
$$

We introduce the notation

$$
\begin{equation*}
D=L_{11} L_{22}-L_{12}^{2} . \tag{84}
\end{equation*}
$$

Let

$$
\begin{equation*}
\Phi_{0}=L_{22} V, \quad \Psi_{0}=-L_{12} V, \tag{85}
\end{equation*}
$$

where the function $V$ satisfies the equation

$$
\begin{equation*}
D V=0 \tag{86}
\end{equation*}
$$

Then $\Phi_{0}$ and $\Psi_{0}$ satisfy the equations (83). We can prove this assertion by substituting the functions $\Phi_{0}$ and $\Psi_{0}$ from (85) into the system (83). The operator $D$ can be written in the form

$$
\begin{equation*}
D=\left(\alpha \gamma-b_{1}^{2}\right)\left(\Delta-k_{1}^{2}\right)\left(\Delta-k_{2}^{2}\right), \tag{87}
\end{equation*}
$$

where $k_{1}^{2}$ and $k_{2}^{2}$ are the roots of the equation

$$
\begin{equation*}
\left(\alpha \gamma-b_{1}^{2}\right) x^{2}-\left(\alpha_{1}^{*} \gamma+\alpha_{2}^{*} \alpha-2 b_{1} \alpha_{3}^{*}\right) x+\alpha_{1}^{*} \alpha_{2}^{*}-\left(\alpha_{3}^{*}\right)^{2}=0 . \tag{88}
\end{equation*}
$$

We note that the positive definiteness of the internal energy implies that $\alpha \gamma-b_{1}^{2}>0$.
The function $V$ satisfies the equation

$$
\left(\Delta-k_{1}^{2}\right)\left(\Delta-k_{2}^{2}\right) V=0 .
$$

We can write $V=V_{1}+V_{2}$ where the functions $V_{1}$ and $V_{2}$ satisfy the equations

$$
\begin{equation*}
\left(\Delta-k_{1}^{2}\right) V_{1}=0, \quad\left(\Delta-k_{2}^{2}\right) V_{2}=0 \tag{89}
\end{equation*}
$$

Let us assume that $k_{1}$ and $k_{2}$ are distinct positive constants. The other cases can be studied in a similar way. The functions $V_{1}$ and $V_{2}$ that satisfy the equations (89) and the conditions at infinity are given by

$$
V_{1}=C_{1} r^{-1} e^{-k_{1} r}, \quad V_{2}=C_{2} r^{-1} e^{-k_{2} r},
$$

where $C_{1}$ and $C_{2}$ are arbitrary constants. Thus, we get

$$
\begin{equation*}
V=r^{-1}\left(C_{1} e^{-k_{1} r}+C_{2} e^{-k_{2} r}\right) \tag{90}
\end{equation*}
$$

It follows from (82), (85), (89) and (90) that the functions $\Phi$ and $\Psi$ have the form

$$
\begin{align*}
& \Phi=r^{-1}\left[p_{1} C_{1} e^{-k_{1} r}+p_{2} C_{2} e^{-k_{2} r}+\chi_{1} a T^{*}\right], \\
& \Psi=r^{-1}\left[\pi_{1} C_{1} e^{-k_{1} r}+\pi_{2} C_{2} e^{-k_{2} r}+\chi_{2} a T^{*}\right], \tag{91}
\end{align*}
$$

where $p_{\beta}=\gamma k_{\beta}^{2}-\alpha_{3}^{*}$ and $\pi_{\beta}=\alpha_{2}^{*}-b_{1} k_{\beta}^{2},(\beta=1,2)$. Let us denote

$$
\begin{equation*}
m_{\alpha}=b p_{\alpha}+d \pi_{\alpha},(\alpha=1,2), 2 \beta^{*}=\beta-b \chi_{1}-d \chi_{2} . \tag{92}
\end{equation*}
$$

In view of (74), (89) and (91), from (77) we obtain

$$
\begin{equation*}
G=C_{3} r^{-1}+\kappa\left(a \beta^{*} T^{*} r-m_{1} k_{1}^{-2} C_{1} r^{-1} e^{-k_{1} r}-m_{2} k_{2}^{-2} C_{2} r^{-1} e^{-k_{2} r}\right), \tag{93}
\end{equation*}
$$

where $C_{3}$ is an arbitrary constant. From (35) and (75) we find

$$
\begin{align*}
& t_{i j}=\lambda \delta_{i j} \Delta G+2 \mu G_{, i j}+(b \Phi+d \Psi-\beta \theta) \delta_{i j}, \\
& \sigma_{i}=\left(\alpha \Phi^{\prime}+b_{1} \Psi^{\prime}\right) x_{i} r^{-1}, \tau_{i}=\left(b_{1} \Phi^{\prime}+\gamma \Psi^{\prime}\right) x_{i} r^{-1}, \tag{94}
\end{align*}
$$

where $f^{\prime}=d f / d r$. On the boundary $r=a$ we have

$$
\begin{align*}
& t_{j i} n_{j}=x_{i} a^{-1}\left[\lambda \Delta G+2 \mu G^{\prime \prime}+b \Phi+d \psi-\beta \theta\right], \\
& \sigma_{i} n_{i}=\alpha \Phi^{\prime}+b_{1} \Psi^{\prime}  \tag{95}\\
& \tau_{i} n_{i}=b_{1} \Phi^{\prime}+\gamma \Psi^{\prime} .
\end{align*}
$$

If we use (91) and (93), then the relations (95) become

$$
\begin{align*}
t_{j i} n_{j} & =x_{i} a^{-1}\left\{4 \mu C_{3} a^{-3}+\left[\zeta_{1} a^{-1}-2 \mu \Gamma_{1}(a)\right] C_{1} e^{-k_{1} a}+\right. \\
& \left.+\left[\zeta_{2} a^{-1}-2 \mu \Gamma_{2}(a)\right] C_{2} e^{-k_{2} a}+\zeta_{3} T^{*}\right\},  \tag{96}\\
\sigma_{i} n_{i} & =-a^{-1}\left\{\left(k_{1}+a^{-1}\right) S_{11} C_{1} e^{-k_{1} a}+\left(k_{2}+a^{-1}\right) S_{12} C_{2} e^{-k_{2} a}-\left(\chi_{1} \alpha+\chi_{2} b_{1}\right) T^{*}\right\} \\
\tau_{i} n_{i} & =-a^{-1}\left\{\left(k_{1}+a^{-1}\right) S_{21} C_{1} e^{-k_{1} a}+\left(k_{2}+a^{-1}\right) S_{22} C_{2} e^{-k_{2} a}-\left(\chi_{1} \alpha+\chi_{2} \gamma\right) T^{*}\right\},
\end{align*}
$$

where we have used the notations

$$
\begin{align*}
& \Gamma_{\alpha}(r)=\kappa m_{\alpha}\left(2 k_{\alpha}^{-2} r^{-3}+2 k_{\alpha}^{-3} r^{-2}+k_{\alpha}^{-4} r^{-1}\right),(\text { no sum } ; \alpha=1,2), \\
& \zeta_{\alpha}=\left(p_{\alpha} b+\pi_{\alpha} d\right)(1-\lambda \kappa), \zeta_{3}=(1-\lambda \kappa)\left(\chi_{1} b+\chi_{2} d-\beta\right)  \tag{97}\\
& S_{1 \rho}=\alpha p_{\rho}+b_{1} \pi_{\rho}, S_{2 \rho}=b_{1} p_{\rho}+\pi_{\rho} \gamma
\end{align*}
$$

In view of (96), the conditions $\sigma_{i} n_{i}=0$ and $\tau_{i} n_{i}=0$ on $r=a$, imply that the constants $C_{1}$ and $C_{2}$ are given by

$$
\begin{aligned}
& C_{1}=\frac{a T^{*} e^{k_{1} a}}{\vartheta\left(1+k_{1} a\right)}\left[S_{22}\left(\chi_{1} \alpha+\chi_{2} b_{1}\right)-S_{12}\left(\chi_{1} b_{1}+\chi_{2} \gamma\right)\right], \\
& C_{2}=\frac{a T^{*} e^{k_{1} a}}{\vartheta\left(1+k_{1} a\right)}\left[S_{11}\left(\chi_{1} b_{1}+\chi_{2} \gamma\right)-S_{21}\left(\chi_{1} \alpha+\chi_{2} b_{1}\right)\right], \\
& \vartheta=S_{11} S_{22}-S_{12} S_{21} .
\end{aligned}
$$

From the condition $t_{j i} n_{j}=0$ on the boundary of cavity we determine the constant $C_{3}$,

$$
C_{3}=\frac{a^{2}}{4 \pi}\left\{\left[2 a \mu \Gamma_{1}(a)-\zeta_{1}\right] C_{1} e^{-k_{1} a}+\left[2 a \mu \Gamma_{2}(a)-\zeta_{2}\right] C_{2} e^{-k_{2} a}-a \zeta_{3} T^{*}\right\}
$$

The solution of the problem is given by (75), (91) and (93). The results established here can be used in order to obtain in the solution in the case of a thick walled spherical shell.
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## APPENDIX

The aim of the appendix is to prove that

$$
\begin{gather*}
\mu>0,3 \lambda+2 \mu>0, \alpha_{2}>0, \quad \alpha_{1} \alpha_{2}-\alpha_{3}^{2}>0  \tag{98}\\
(3 \lambda+2 \mu)\left(\alpha_{1} \alpha_{2}-\alpha_{3}^{2}\right)>3\left(\alpha_{1} d^{2}+\alpha_{2} b^{2}-2 \alpha_{3} b d\right), \quad \alpha>0, \alpha \gamma>b_{1}^{2} \tag{99}
\end{gather*}
$$

is a family of necessary and sufficient conditions to guarantee that the internal energy is positive definite in the isotropic and homogeneous case.

It is clear that a necessary and sufficient condition is that

$$
\begin{equation*}
\mu>0, \alpha>0, \alpha \gamma>b_{1}^{2} \tag{100}
\end{equation*}
$$

and that the matrix

$$
\left(\begin{array}{ccccc}
\lambda+2 \mu & \lambda & \lambda & b & d \\
\lambda & \lambda+2 \mu & \lambda & b & d \\
\lambda & \lambda & \lambda+2 \mu & b & d \\
b & b & b & \alpha_{1} & \alpha_{3} \\
d & d & d & \alpha_{3} & \alpha_{2}
\end{array}\right)
$$

is positive definite. If we apply the Sylvester rule we see that this matrix is positive definite if and only if

$$
\begin{gather*}
3 \lambda+2 \mu>0,(3 \lambda+2 \mu) \alpha_{1}>3 b^{2},  \tag{101}\\
(3 \lambda+2 \mu)\left(\alpha_{1} \alpha_{2}-\alpha_{3}^{2}\right)>3\left(\alpha_{1} d^{2}+\alpha_{2} b^{2}-2 \alpha_{3} b d\right) . \tag{102}
\end{gather*}
$$

We can write our bilinear form in an alternative order to consider the matrix

$$
\left(\begin{array}{ccccc}
\alpha_{2} & \alpha_{3} & d & d & d \\
\alpha_{3} & \alpha_{1} & b & b & b \\
d & b & \lambda+2 \mu & \lambda & \lambda \\
d & b & \lambda & \lambda+2 \mu & \lambda \\
d & b & \lambda & \lambda & \lambda+2 \mu
\end{array}\right) .
$$

In this case we obtain that a family of conditions is (taking in mind that $\mu>0$ )

$$
\begin{gather*}
\alpha_{2}>0, \alpha_{1} \alpha_{2}-\alpha_{3}^{2}>0  \tag{103}\\
(3 \lambda+2 \mu)\left(\alpha_{1} \alpha_{2}-\alpha_{3}^{2}\right)>3\left(\alpha_{1} d^{2}+\alpha_{2} b^{2}-2 \alpha_{3} b d\right) . \tag{104}
\end{gather*}
$$

Therefore (100)-(102) is equivalent to (100), (103), (104). First we see in a clear way that (100)-(102) implies (98), (99). On the other side we have to see from (98), (99) that

$$
(3 \lambda+2 \mu) \alpha_{1}>3 b^{2}
$$

but this is a direct consequence of the equivalence between the two family of conditions (100)-(102) and (100), (103), (104).

