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Abstract—COPE is a new architecture for unicasts in wireless
mesh networks that employs opportunistic network coding to
improve total throughput. Katti et al. showed through experi-
ments that this system significantly improves the throughput of
wireless networks with UDP traffic, and several attempts have
been made to analyze the COPE performance. However, they
are not completely satisfactory. In this paper, we give a new
analysis of COPE, and argue that the key to COPE’s success lies
in the interaction between COPE and the MAC protocol. The
local fairness enforced by the MAC protocol among competing
nodes play an important role here. Based on the analysis, we
also propose a simple modification to the COPE system that can
further improve the network throughput.

I. I NTRODUCTION

The introduction of network coding in 2000 [1] has the
potential to revolutionize the way we operate networks. The
broadcast nature of the wireless medium renders network
coding particularly useful. One of the first practical network
coding systems for wireless networks is COPE, introduced by
Katti et al. [2], [3]. COPE is a new forwarding architecture
for wireless network that inserts a coding shim between the
IP and MAC layers, which identifies coding opportunities and
benefits from them by forwarding multiple packets in a single
transmission.

The outstanding performance of COPE has generated a
lot of research interests. Some researchers tried to model
the COPE system and analyze its performance [4], [5], and
we will discuss these in more details in Section II. Others
proposed new coded wireless network systems based on the
idea of COPE. Donget al. [6] proposed loop coding, which
allows receivers to temporarily store coded packets for future
decoding. Omiwadeet al. [7] proposed BFLY, a localized
network coding protocol that allows intermediate nodes not
only to XOR packets together (as in COPE), but also to
forward coded packets. Chaporkaret al. [8] presented a joint
network coding and scheduling schemes to optimize network
throughput.

So far, the attempts to model and analyze COPE’s perfor-
mance are not completely satisfactory. In this paper, we try
to explain the COPE performance curve by closely examining
one coding structure, and we show that the throughput gain
is a result of the interaction between COPE and the MAC
protocol. The local fairness enforced by the MAC protocol
among competing nodes when distributing bandwidth plays
an important role here. In addition, based on our observations
in the analysis, we propose a simple modification to the COPE
system that can further improve the network throughput.

The rest of this paper is organized as follows. We first
introduce the basic idea of COPE and existing work on COPE
performance analysis in Section II. Section III presents our
analysis of COPE’s performance under UDP traffic. In Section
IV, we propose a simple improvement to COPE, and the paper
is concluded in Section V.

II. BACKGROUND

A. The COPE system

We first explain the basic idea of COPE by using the
Alice-and-Bob network shown in Fig. 1. Here, Alice and Bob
want to exchange a pair of packets via a router,R. In a
traditional routing network, Alice and Bob would first send
their packets toR, and thenR forwards the two packets to their
respective destinations in two time slots. This process takes 4
transmissions. However, if network coding is allowed in the
router, afterR has received the two packets from Alice and
Bob, it can XOR the two packets together and broadcast this
new packet. When Alice and Bob receive the XOR-ed packet,
they can obtain each other’s packet by XOR-ing again with
their own packet. In this way, we utilize the broadcast nature
of the medium and save one transmission, which can be used
to send additional data, increasing the network throughput.
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Fig. 1. Example of how COPE increases the throughput in the Alice-and-Bob
wireless network.

Even larger coding gain can be obtained when more packets
are coded together. For example, consider the cross network
shown in Fig. 2. Here, nodes 1, 2, 4, 5 each has a packet
to be sent to the opposite node via node 3 in the middle. In
addition, when node 1 sends, nodes 2 and 4 can overhear the
transmission. Same goes for nodes 2, 4, and 5. It is easy to see
that in conventional routing network, it takes 8 transmissions
for the 4 packets to be delivered. However, in COPE, we can
first let the four source nodes send their packets to node 3,
and then node 3 XORs all of them together and broadcast the
coded packet. Since every node has its own packet and the two
packets overheard from the transmissions of their neighbors, it
can derive the packet destined to it from the XOR-ed packet.



2

3
4

1

5

Fig. 2. Cross network.

Therefore, in COPE, the process only takes 5 transmissions,
and we save 3/8 of the bandwidth as compared to the routing
case.

In summary, COPE employs network coding to utilize the
broadcast nature of the wireless channel. The coding here is
simple XOR, and the decoding is done at the next hop,i.e.,
there is no forwarding of the coded packets. Implementationof
the COPE system involves many practical issues, as explained
in [2], [3]. Here, we only summarize the three main techniques
incorporated in COPE:

1) Opportunistic Listening: Since the wireless channel
is a broadcast medium, and the nodes are equipped
with omni-directional antennae, COPE makes the nodes
snoop on all communications over the wireless medium
and store the overheard packets for a limited period. In
addition, each node broadcasts reception report to its
neighbors about which packets it has stored, to enable
their neighbors to find coding opportunities.

2) Opportunistic Coding: Based on its knowledge of what
the neighbors have, a node decides on what packets
to code together. The rule it follows is to maximize
the number of native packets delivered in a single
transmission, while ensuring that each intended nexthop
has enough information to decode its native packet.

3) Learning Neighbor State: In addition to using the
reception reports to find out what packets a neighbor has,
a node may also need to guess whether a neighbor has a
particular packet. This is done intelligently by leveraging
the routing computation. In the absence of deterministic
information, COPE estimates the probability that a par-
ticular neighbor has a packet as the delivery probability
of the link between the packet’s previous hop and the
neighbor.

COPE has been implemented by Kattiet al. [3] in a 20-
node wireless mesh network, and tested with both TCP and
UDP traffic. In their tests, TCP does not show any significant
improvement with coding, and this is due to TCP’s reaction
to collision-related losses. Due to collisions at the bottleneck
nodes, the TCP flows suffer timeouts and excessive back-off.
Thus, the bottleneck nodes never see enough traffic to make
use of coding. Few coding opportunities arise, and hence the
throughput performance is the same with and without coding.

On the other hand, with UDP traffic, COPE can provide

Fig. 3. COPE can provide a several-fold (3-4x) increase in the throughput
of wireless ad hoc networks with UDP flows. This figure is takenfrom [3].

a several-fold increase in the throughput of wireless ad hoc
networks. Fig. 3, taken from [3], demonstrates the throughput
gain of the COPE system for the 20-node testbed for UDP
traffic with randomly picked source-destination pairs, Poisson
arrivals, and heavy-tail size distribution.

B. Existing analysis of COPE

The good performance of COPE with UDP traffic has
attracted the attention of many researchers, and several at-
tempts have been made to model COPE and explain the huge
throughput gain.

Senguptaet al. formulated the throughput computation in
a wireless network coding system into a linear programming
(LP) problem [4]. Their formulation only considers the coding
cases involving two packets, the scenario illustrated in Fig. 1.
However, from the statistics in [3], we see that coded packets
consisting of more than two native packets plays an important
role in the throughput gain. In addition, the LP formulation
does not capture the interaction between COPE and the MAC
protocol very well. The LP problem enforces fairness among
the overall flows, whereas in reality, fairness is enforced by
the MAC protocol on a local scale. These differences lead
to discrepancies between the experimental results and that
predicted by the theoretical formulation.

Le et al. [5] tries to understand COPE by focusing on one
coding structure at a time. Acoding structure includes one
coding node as well as the one-hop predecessor nodes and
the one-hop successor nodes of the associated coding flows.
The networks in Fig. 1 and Fig. 2 are both examples of single
coding structures. The key performance measure they use is
the encoding number, i.e., the number of packets that can
be encoded by a coding node in each transmission. They
upper bound the throughput gain in COPE by2n/(n + 1)
for a general wireless network, wheren is the maximum
encoding number in one of its coding structures. Clearly, this
upper bound is less than 2, which is much smaller than the
throughput gain observed in Fig. 3. This is due to the fact that
the analysis in [5] only deals with coding gain, but does not
take into consideration the coding+MAC gain.



III. COPE PERFORMANCE ANALYSIS

The existing analysis of COPE fails to address two impor-
tant aspects of the performance curves.

1) The magnitude of the throughput gain in COPE experi-
ments is much larger than that predicted by the analysis;

2) As shown in Fig. 3, for both the COPE and the non-
COPE systems, the throughput first increases linearly
with the offered load. After reaching apeak point, the
throughput decreases with increased load, and finally
settles down to asaturation level. On the contrary, the
performance curves derived from the existing theoretical
formulations have a different shape. The throughput rises
with increased load until it reaches a saturation level,
and further increase in load does not affect the total
throughput by much.

These discrepancies motivate us to take a closer look at the
COPE system. We find out that the key to explain the COPE
performance curves lies in the interaction between coding and
the MAC protocol, and the local fairness enforced by the MAC
protocol when it assigns bandwidth to competing nodes.

To understand this, we first look at the simple Alice-and-
Bob network shown in Fig. 1. Here, we assume that the three
nodes in the network share the wireless channel, and the
total bandwidth is 1. Flows of size 0.01 are originated from
nodeA/B, and are to be sent to nodeB/A, respectively. The
relay node,R, does not generate any traffic. By increasing
the number of flows, the total offered load to the network is
increased. Also, the probability that a flow is generated byA
or B is equal. We denote the bandwidth allocated to nodesA,
B, andR asBWa, BWb, andBWr, respectively. The wireless
channel is lossless.

• Routing (non-COPE) case:When the offered load is
very small, every node can get enough bandwidth to
transfer what they have, and the total throughput grows
linearly with the offered load. The bandwidth demand for
the relay node is equal to the sum of the sending rates
at A and B, and the total throughput of the system is
always equal toBWr. The throughput reaches its peak
when the channel bandwidth is completely used up, i.e.,

BWa = 0.25, BWb = 0.25, BWr = 0.5.

In this case, the total throughput of the system is 0.5.
As the offered load increase beyond 0.5, the system will
not be able to handle all the traffic. Queues at some
of the nodes will grow, and packets are going to be
dropped. Consider thesaturation case, when the offered
load is very large, all the nodes have backlogs. They are
constantly competing for the channel. In this case, the
MAC protocol will allocate the channel fairly among the
three nodes, i.e.,

BWa = BWb = BWr = 1/3.

Note that the total throughput of this system is always
equal toBWr, thus, the saturation throughput is 1/3.
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Fig. 4. Throughput for COPE and non-COPE systems in an Alice-and-Bob
network with cross traffic only.

Now, we look at the transition stage where the offered
load is between 1/2 and 2/3. For simplicity, assume
symmetric load for nodesA andB, and we denote it by
l. If the assigned bandwidth forA andB is less than that
required to clear their queues, they would be constantly
requesting for the channel. This situation is the same as
that in the saturation stage, and they will be allocated
1/3 bandwidth each. However, since their demand is less
than 1/3, they won’t have a backlog in this case. This is a
contradiction, therefore, nodesA andB will be assigned
bandwidthsl, and the bandwidth assigned toR is then
equal to1− 2l. The complete throughput curve is shown
in Fig. 4.

• Coding (COPE) case:When coding is allowed at the re-
lay node, if the loads atA andB are perfectly symmetric,
every packet delivered byR generates a throughput of 2
packets. Similar to the routing case, when the offered load
is small, every node gets its required bandwidth, and the
throughput grows linearly with offered load until the total
bandwidth is used up, i.e.,

BWa = BWb = BWr = 1/3.

Since every transmission byR delivers two packets, the
peak throughput of the COPE system is 2/3. When the
offered load is increased further, packets starts to get
dropped byA andB, however, the bandwidth allocation
remains the same in the saturation stage, and the total
throughput stays at 2/3. This throughput curve is also
plotted in Fig. 4.

We next consider the cross network shown in Fig. 2. Assume
symmetric traffic is generated at the four side nodes, 1, 2, 4,
and 5, and is to be delivered to the opposite nodes. Also, when
node 1 transmits, nodes 2 and 4 can overhear the transmission,
and they store the overheard packets for future decoding. Same
goes for the other three nodes. The curves in Fig. 5 show
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Fig. 5. Throughput for COPE and non-COPE systems in a cross network
with cross traffic only.

the throughput performance for this network with and without
coding.

• Routing (non-COPE) case:Similar to the Alice-and-
Bob network, the total throughput first increases linearly
with the offered load until it reaches the peak where
BW1 = BW2 = BW4 = BW5 = 1/8, BW3 = 1/2,
and total throughput is 1/2. The throughput then drops
when offered load is increased further until it reaches the
saturation stage where each node is allocated a bandwidth
of 1/5, and the total throughput is also equal to 1/5.

• Coding (COPE) case:When the load at the four side
nodes are perfectly symmetric, the relay node 3 can
code four packets together every time it transmits. The
throughput of this system peaks at 4/5 when the offered
load at each side node is equal to 1/5. The throughput
then remains at this level when offered load is further
increased.

As we can see, when more flows are involved in the coding
structure, the throughput gain becomes larger. This gain isnot
just due to coding, but also due to the fact that the MAC
protocol allocates bandwidth among competing node fairly.
The throughput of the system is limited by the bandwidth at
the bottleneck node. With coding, the bottleneck node drains
it queue multiple times faster than that in the non-coding
case, thus resulting in the significant throughput gain. Even
larger throughput gain can be obtained if the coding structure
involves more than four flows, but they rarely happen in a
practical system.

In the above simple models, we only considered cross traffic
and all flows can be coded together. What happens when there
exist unicast flows that cannot be coded with any other flow?
To answer this question, we consider the cross network where
in addition to the traffic generated by the side nodes, there
are also flows generated by the center node, node 3, to be
sent to one of the side nodes. The throughput performance of
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Fig. 6. Throughput for COPE and non-COPE systems in a cross network
with cross traffic and traffic generated at the center node.

the COPE and non-COPE systems for this scenario is plotted
in Fig. 6. As we can see, in the coded system, the total
throughput drops after reaching the peak. This is because the
traffic generated by the center node cannot be coded with any
other packets, and the bandwidth used to send these ‘unicast’
packets are less efficiently used as compared to that used
for sending the coded packets. As more and more flows are
generated by node 3, these ‘unicast’ packets take up more
and more bandwidth at the bottleneck node, reducing the total
throughput.

The curves in Fig. 6 resembles that in Fig. 3 both in
shape and in the magnitude of gain. As in the experiments,
the largest gains are observed when the non-COPE curve
has started dropping from the peak, and the COPE curve
has yet to drop. Although our analysis only focuses on one
coding structure, we believe the performance of COPE in
a general network follows the same trend. This is because
in a practical network, the throughput is limited by a few
bottleneck nodes (coding structures). Therefore, by closely
examining one coding structure, we can understand what really
causes the COPE system behave in such a way. As mentioned
previously, the key factor here is the interaction between COPE
and the MAC and also the the local fairness enforced by the
MAC protocol.

IV. I MPROVEMENTS ONCOPE

Our observation in the previous section leads to a simple
improvement of COPE that can further increase the network
throughput. Recall that in the case when there are both cross
traffic and traffic originated from the center node (Fig. 6), the
reason why the COPE curve drops is because the center node
has to use some of its bandwidth to take care of the ‘unicast’
packets, which are less efficient in terms of throughput. To
improve the total throughput, we would like to give higher
priority to coded packets, as they help to drain the queue



Queue at the coding node

P21 P11… P52 P32P42 P22 P12 P51 P41 P31

Sequence of packets sent

… P32 P31C2 C1

C1=P11+P21+P41+P51

C2=P12+P22+P42+P52

Fig. 7. An example of queue status and packets sent in a cross network with
COPE.

Virtual queues at the coding node

Sequence of packets sent

… P15 P13P14 P12 P11

C1=P11+P21+P41+P51

C =P +P +P +P

… P25 P23P24 P22 P21

… P35 P33P34 P32 P31

… P55 P53P54 P52 P51

… P45 P43P44 P42 P41

Sequence of packets sent

C5 C4 P31C3 C2

C2=P12+P22+P42+P52

C3=P13+P23+P43+P53

C4=P14+P24+P44+P54

C5=P15+P25+P45+P55

C1…

Fig. 8. An example of queue status and packets sent in a cross network with
modified COPE.

at the bottleneck node at a faster rate. A simple way to do
this is to have virtual queues for each input-output pair at the
coding node, and packets are sent from these virtual queues
in a round-robin manner.

In the current COPE system, only one queue is maintained
at a node. Every time there is a transmission opportunity,
the node dequeues the first packet, and checks if it can be
coded with any other packets currently in its queue. If yes, the
packets would be coded together and sent out; otherwise, the
native packet will be sent alone. Fig. 7 illustrates the sequence
of packets sent by the center node in a cross network with
COPE. Here,Pij denotes thej-th packet from nodei. As we
can see, in this case, ‘coded’ and ‘uncoded’ packets share the
bandwidth equally, which is very inefficient and unfair, as the
coded packets serve more users than the uncoded one.

If we keep separate virtual queues for each input-output
pair and serve them in a round robin manner, what would
happen in the cross network case is illustrated in Fig. 8. Here,
the uncoded packets take up a much smaller fraction of the
bandwidth, and the total throughput of the system improves.

We simulated the cross network with this simple modifica-
tion, and the results are shown in Fig. 9. This modification
leads to about 50% gain in the network throughput as com-
pared to the original COPE system.

V. CONCLUSION

In this paper, we analyzed the performance of COPE with
UDP traffic. We showed that the local fairness enforced by
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Fig. 9. Throughput for COPE, modified COPE, and non-COPE systems in
a cross network with cross traffic and traffic generated at thecenter node.

the MAC protocol among competing nodes and the effect of
COPE on this play an important role in COPE’s performance.
Our analysis successfully explains both the magnitude of gain
in throughput with COPE and the shape of the performance
curve. Furthermore, we proposed to use one virtual queue
for each input-output pair in the coding node to give higher
priority to coded packets. This modification to COPE is very
simple, and it leads to significant gain in throughput when the
offered load is high.
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