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Abstract. When automatic plagiarism detection is carried out consid-
ering a reference corpus, a suspicious text is compared to a set of original
documents in order to relate the plagiarised text fragments to their po-
tential source. One of the biggest difficulties in this task is to locate
plagiarised fragments that have been modified (by rewording, insertion
or deletion, for example) from the source text.

The definition of proper text chunks as comparison units of the sus-
picious and original texts is crucial for the success of this kind of appli-
cations. Our experiments with the METER corpus show that the best
results are obtained when considering low level word n-grams compar-
isons (n = {2, 3}).
Keywords: Plagiarism detection, reference corpus, n-grams, informa-
tion extraction, text reuse.

1 Introduction

Automatic plagiarism detection is mainly focused, but not limited to, academic
environments. Plagiarise means including another persons text in the own work
without the proper citation (the easy access to the information via electronic
resources, such as the Web, represent a high temptation to commit it). Plagiarism
based on verbatim copy is the easiest to detect. However, when a plagiarism case
implies rewording (changing words by synonyms or changing the order of part
of the text), the task becomes significantly harder.

In plagiarism detection with reference, the suspicious text fragments are com-
pared to a reference corpus in order to find the possible source of the plagiarism
cases. We have carried out experiments based on the exhaustive comparison of
reference and suspicious word-level n-grams. The obtained results show that low
values of n, except n = 1 (unigrams), are the best option to approach this task.

2 Method Description

2.1 Related Work

Some methods have been developed in order to find original-plagiarised text pairs
on the basis of flexible search strategies (able to detect plagiarised fragments
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even if they are modified from their source). If two (original and suspicious)
text fragments are close enough, it can be assumed that they are a potential
plagiarism case that needs to be investigated deeper. A simple option is to carry
out a comparison of text chunks based on word-level n-grams. In Ferret [4], the
reference and suspicious texts are split into trigrams, composing two sets that
are after compared. The amount of common trigrams is considered in order to
detect potential plagiarism cases. Another option is to split the documents into
sentences. PPChecker [2] detects potentially plagiarised sentences on the basis
of the intersection and complement of the reference and suspicious sentences
vocabulary. Considering complement avoids detecting casual common text sub-
strings as plagiarism cases. In this work, the suspicious sentence vocabulary is
expanded based on Wordnet relations.

Our approach is mainly based on a combination of the main principles of
PPChecker and Ferret. However, as we describe in the following section, the
word-level n-grams comparison is not carried out considering sentences or entire
documents, but in an asymmetric way (i.e., suspicious sentence versus reference
document.

2.2 Proposed Method

Given a suspicious document s and a reference corpus D, our objective is to
answer the question “Is a sentence si ∈ s plagiarised from a document d ∈ D?”.
We must consider that plagiarised text fragments use to appear mixed and modi-
fied. The n-gram based comparison attempts to tackle this problem. We consider
n-grams due to the fact that independent texts have a small amount of common
n-grams. For instance, Table 1 shows how likely is that different documents in-
clude a common n-gram (note that the analysed documents were written by the
same author and on the same topic). It is evident that the probability of finding
common n-grams in different documents decreases as n increases.

Table 1. Common n-grams in different documents (avg. words per document: 3,700)

Documents 1-grams 2-grams 3-grams 4-grams

2 0.1692 0.1125 0.0574 0.0312
3 0.0720 0.0302 0.0093 0.0027
4 0.0739 0.0166 0.0031 0.0004

Additionally, due to the fact that a plagiarised sentence could be made of
fragments from multiple parts of an original document, the reference documents
should not be split into sentences, but simply into n-grams. Our method is based
on the next four considerations:

1. The suspicious document s is split into sentences (si);
2. si is split into word n-grams. The set of n-grams represents the sentence;
3. a document d is not split into sentences, but simply into word n-grams; and
4. each sentence si ∈ s is searched singleton over the reference documents.
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In order to determine if si is a candidate of being plagiarised from d ∈ D, we
compare the corresponding sets of n-grams. Due to the difference in size of these
sets, an asymmetric comparison is carried out on the basis of the containment
measure [3]:

C(si | d) =
|N(si) ∩ N(d)|

|N(si)| , (1)

where N(·) is the set of n-grams in (·). If the maximum C(si | d), after consid-
ering every d ∈ D, is greater than a given threshold, si becomes a candidate of
being plagiarised from d.

3 Experimental Results

The aim of our experiments is to define the best n-gram level to detect plagiarism
cases. We have proved n-gram levels in the range [1, · · · , 10]. Subsection 3.1
describes the used corpus. The obtained results are discussed in Subsection 3.2.

3.1 The Corpus

In our experiments, we have used the XML version of the METER corpus [1].
This corpus is composed of news written by the Press Association (PA) as well as
notes about the same news written by nine British newspapers. The newspapers
are allowed to use the PA notes as a source for their own publications.

Around 750 PA notes compose our reference corpus. 444 from the 942 news-
paper notes compose the suspicious documents set. We selected them because
the fragments in their sentences are identified as verbatim, rewrite or new, for
exact copy of the PA note, rewritten from the PA note or nothing to do with the
PA note, respectively. A sentence si is considered plagiarised if a high percentage
of its words belong to verbatim or rewritten fragments; in particular, if it fulfils
the inequality |siV ∪ siR | > 0.4|si|, where siV and siR are the words in verbatim
and rewritten fragments in si, respectively. This estimation avoids considering
sentences with incidental common fragments (such as named entities) as pla-
giarised. The distribution of verbatim, rewritten and new fragments in all the
suspicious sentences is {43, 17, 39}%, respectively. When considering only the
plagiarised sentences, it is {65, 26, 7}%.

The average number of words in the reference documents is 293 (330 for the
suspicious ones). The reference corpus has a vocabulary of 18,643 words (14,796
for the suspicious one). The global vocabulary length is of 24,574 words. The
pre-processing consists of words and punctuation marks splitting (for instance,
“cases, respectively.” becomes “cases , respectively .”) and stemming [5].

3.2 Obtained Results

In the experiments we carried out a 5-fold cross validation process. We have var-
ied the containment threshold in order to decide whether a suspicious sentence
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is plagiarised or not. Precision, Recall and F -measure were estimated by consid-
ering 4 sets of suspicious documents. The threshold with the best F -measure t∗

was after applied to the fifth set (unseen during the estimation). Fig. 1 shows
the obtained results by considering n-grams with n in the range [1, 5] (higher
n values obtain worst results). Note that the results obtained by considering t∗

over the test sets were exactly the same ones than those obtained during the
estimation.
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Fig. 1. Results considering different n-gram levels and thresholds

Considering n = 1 (i.e., bag of words) a a good Recall is obtained (practically
constant until t = 0.7). However, the probability of a document d of containing
the entire vocabulary of a sentence si is too high. Due to this reason, the obtained
Precision is the lowest among all the experiments. On the other side, considering
n = 4 (and higher n) produces a rigid search strategy. Minor changes in a
plagiarised sentence avoids its detection, resulting in the lowest Recall values.

The best results are obtained by considering n = {2, 3} (best F -measures are
0.68 and 0.66, respectively). In both cases, the word n-grams are short enough
to handle modifications in the plagiarised sentences and long enough to compose
strings with a low probability of appearing in any (but the plagiarism source)
text. Trigram based search is more rigid, resulting in a better Precision. Bigram
based search is more flexible, allowing better Recall. The difference is reflected
in the threshold where the best F -measure values are obtained for both cases:
0.34 for bigrams versus 0.17 for trigrams. Selecting bigrams or trigrams depends
on the interest of catching as most as possible plagiarised fragments or leaving
out some of them with the aim of after reviewing less candidates.
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4 Conclusions

In this paper we have explored the search of plagiarism suspicious text over
a reference corpus (commonly named plagiarism detection with reference). Our
flexible search strategy is based on the asymmetric search of suspicious sentences
across a set of reference documents (both codified as n-grams). Comparing sen-
tences to entire documents becomes the search strategy even more flexible.

The experimental results show that bigrams and trigrams are the best compar-
ison units for this task. Bigrams favour Recall while trigrams favour Precision,
obtaining an F -measure of 0.68 and 0.66, respectively.

As future work, we would like to carry out some further experiments to ex-
tend the n-grams vocabulary in order to handle synonymic and other kinds of
words substitutions. Additionally, results should be validated by considering an-
other kind of documents (i.e., not necessarily journalistic notes), such as student
papers.
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