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ON AUTOMORPHISM GROUPS OF

IDEMPOTENT EVOLUTION ALGEBRAS

SONGPON SRIWONGSA AND YI MING ZOU

1

Abstract. We study the automorphism group of an idempotent
evolution algebra, show that any finite group can be the automor-
phism group of an evolution algebra, and describe certain evolu-
tion algebras with given automorphism groups. In particular, we
classify n-dimensional idempotent evolution algebras whose auto-
morphism group is isomorphic to the symmetric group Sn, and
classify idempotent evolution algebras with maximal diagonal au-
tomorphism subgroups.

1. Introduction

Evolution algebras are non-associative and commutative algebras
motivated by the evolution laws of genetics [10]. These algebras are
related to different fields and present many interesting properties [1, 2,
3, 4, 5, 7, 10]. Here we consider finite dimensional evolution algebras
over a field F. According to [10], an n-dimensional evolution algebra E
over F can be defined by using a natural basis e1, ..., en and a structure
matrix A = (aij), aij ∈ F, 1 ≤ i, j ≤ n, such that

eiej = 0, if i 6= j and (e21, ..., e
2
n) = (e1, ..., en)A.(1.1)

Note that in general, natural bases are not unique and different natural
bases lead to different structure matrices [7, 10]

We call an evolution algebra E idempotent if E2 = E . From (1.1), it
is clear that

E2 = E ⇔ e21, ..., e
2
n form a basis of E ⇔ A is nonsingular.(1.2)

1Note added in this version: This paper was first submitted to Proc. of AMS
in May 2019, since the editor was unable to find a referee for the paper for over
two years, it was then withdrawn from PAMS upon the suggestion of the editor
and submitted to LAA. After it was accepted by LAA and subsequently posted on
arXiv, the authors were informed the existence of the reference [6] by A. Viruel.
Partial results of this paper were presented in the 42nd Australasian Conference
on Combinatorial Mathematics and Combinatorial Computing (42ACCMCC) in
December 2019.
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2 SONGPON SRIWONGSA AND YI MING ZOU

We denote by E(A) the evolution algebra with the structure matrix
A if we need to specify A, and denote by ΓA (or ΓE) the graph whose
adjacency matrix is obtained from A by replacing all nonzero entries of
A by 1. The vertices of ΓA will be just e1, ..., en. We call ΓA the graph
associated with E . Note that ΓA is a digraph.
The automorphism group of an idempotent finite dimensional evolu-

tion algebra has been studied in [7, 8] via the associated graph ΓA. In
particular, it was shown in [7] that the automorphism group of a finite
dimensional idempotent evolution algebra is finite.
In section 2, we revisit the main results of [7, 8] on the automorphism

groups of finite dimensional idempotent evolution algebras using a dif-
ferent approach to gain more insight on these automorphism groups.
The classifications of evolution algebras in dimensions ≤ 4 have been
attempted, however, the classification lists are long even for these low
dimensions [2, 3] (even with incomplete classifications). In this paper,
we consider the problem from a different viewpoint: classify evolution
algebras with a given automorphism group. Since the automorphism
group of an idempotent evolution algebra is finite (usually not finite
otherwise [8]), it is natural to consider idempotent evolution algebras
associated with a given finite group. In section 3, we show that any
finite group can be the automorphism group of an evolution algebra,
and identify certain evolution algebras with given groups. In particular,
we give a classification of n-dimensional idempotent evolution algebras
that have Sn as the automorphism group. In section 4, we show that
the maximal diagonal automorphism subgroup that an n-dimensional
idempotent evolution algebra can have is the cyclic group C2n−1 of order
2n− 1. Under the assumption that the field F is algebraically closed of
characteristic 0, we show that, up to isomorphism, there exists only one
n-dimensional idempotent evolution algebra whose diagonal automor-
phism subgroup is C2n−1, and its automorphism group is C2n−1 ⋊ Cn.

2. Automorphisms of an idempotent evolution algebra

Let E (resp. E ′) be an idempotent evolution algebra with a natural
basis e1, ..., en (resp. e

′

1, ..., e
′

n) and the structure matrix A = (aij) (resp.
B = (bij)). If φ : E → E ′ is an isomorphism, then (φ(e1), ..., φ(en)) is a
natural basis of E ′ with the structure matrix A. Let P = (pij) be the
matrix of bases change in E ′ defined by (φ(e1), ..., φ(en)) = (e′1, ..., e

′

n)P .
Then we have the following from [10]:

BP (2) = PA and B(P ∗ P ) = 0,(2.1)
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where P (2) = (p2ij), and P ∗P = (ckij) is an n× n(n−1)
2

matrix whose rows
are indexed by k and columns are indexed by the pairs (i, j) such that
1 ≤ i < j ≤ n. The entries are defined by ckij = pkipkj, i < j. Since we
assumed that E ′ is idempotent, B is nonsingular, so P ∗ P = 0, which
implies that for each row k (1 ≤ k ≤ n) of P , there exists exactly one
nonzero element, say pkk′. By the fact that det(P ) 6= 0, we see that
there exists a permutation σ ∈ Sn such that σ(k′) = k, 1 ≤ k ≤ n.
Thus we have the following:

Theorem 2.1. Two idempotent evolution algebras E and E ′ are iso-
morphic if and only if there exists a permutation σ ∈ Sn and an n× n
matrix P = (pij), such that pij 6= 0 ⇔ i = σ(j) and BP (2) = PA.

Now consider G = Aut(E) for an idempotent evolution algebra E . For
g ∈ G, let G = (gij) be the matrix of g with respect to a natural basis
e1, ..., en, that is, g(ei) =

∑n

i=1 gkiek, 1 ≤ i ≤ n. Applying Theorem
2.1 to the setting A = B,G = P , we have the following ([7], Corollary
4.7):

Corollary 2.1. For any g ∈ G, there exists an element σ of the
symmetric group Sn such that g(ei) = dieσ(i) for some 0 6= di ∈ F,
1 ≤ i ≤ n.

For g ∈ G, let Dg = diag(d1, ..., dn) be the diagonal matrix deter-
mined by g, and let Pσ be the permutation matrix corresponds to σ,
where the di’s and the σ are determined by g as in Corollary 2.1. Then
in matrix form, we have

g : (e1, ..., en) −→ (e1, ..., en)PσDg.(2.2)

Define φ : G −→ Sn by φ(g) = σ, where σ corresponds to the
permutation matrix Pσ determined by g as in (2.2). Note that

P−1
σ diag(d1, ..., dn)Pσ = diag(dσ(1), ..., dσ(n)).(2.3)

This can be seen by reducing it to the case of a transposition. Note
also that

P−1
σ2

P−1
σ1

diag(d1, ..., dn)Pσ1
Pσ2

= diag(dσ1σ2(1), ..., dσ1σ2(n)).

This is because if P−1
σ1

diag(d1, ..., dn)Pσ1
= diag(d′1, ..., d

′

n), where d′i =
dσ1(i), then

P−1
σ2

diag(d′1, ..., d
′

n)Pσ2
= diag(d′σ2(1), ..., d

′

σ2(n))

= diag(dσ1σ2(1), ..., dσ1σ2(n)).

Thus for g1, g2 ∈ G, we have

(Pσ1
Dg1)(Pσ2

Dg2) = Pσ1
Pσ2

D′ = Pσ1σ2
D′(2.4)
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for some diagonal matrix D′, which implies that φ is a group homo-
morphism and ker(φ) consists of the diagonal automorphisms of E .
Furthermore, if g(ei) = dieσ(i), 1 ≤ i ≤ n, then from g(e2i ) = d2i e

2
σ(i)

and e2i =
∑n

j=1 ajiej (see (1.1)), we have

n
∑

j=1

ajidjeσ(j) = d2i

n
∑

j=1

ajσ(i)ej = d2i

n
∑

j=1

aσ(j)σ(i)eσ(j).(2.5)

Since (e1, ..., en) is a basis, (2.5) holds if and only if

djaji = d2iaσ(j)σ(i), ∀ i, j.(2.6)

Then since di 6= 0, 1 ≤ i ≤ n, aji 6= 0 if and only if aσ(j)σ(i) 6= 0. Thus
g induces a graph automorphism of ΓA via σ.
Let Aut(ΓA) be the graph automorphism group of ΓA. Then Aut(ΓA)

is a subgroup of Sn.
For our convenience, we recall the following from [10]. Let E be an

arbitrary n-dimensional evolution algebra with a natural basis e1, ..., en
and the structure matrix A. For a linear endomorphism g of E , let G
be the matrix of g with respect to e1, ..., en. Then

Aut(E) = {G | det(G) 6= 0, AG(2) = GA, and A(G ∗G) = 0}.(2.7)

Note that for a diagonal matrix D, A(D∗D) = 0 is always true since
D ∗D = 0, and D(2) = D2. If D = diag(d1, ..., dn) ∈ ker(φ) ⊂ Aut(E),
then AD(2) = DA is equivalent to

d2jaij = diaij , 1 ≤ i, j ≤ n.(2.8)

If E is idempotent, then det(A) 6= 0, which implies that there exists a
permutation τ ∈ Sn such that for each 1 ≤ j ≤ n, aτ(j)j 6= 0. This in
turn implies that d2j = dτ(j) by (2.8). Let the order of τ be t. If t = 1,
i.e. τ is the identity, then d2j = dj, so all dj = 1 since dj 6= 0. If t > 1,
then

d2
t

j = (d2j)
2t−1

= d2
t−1

τ(j) = · · · = dτ t(j) = dj, ∀ 1 ≤ j ≤ n.

This implies that all dj are roots of x2t−1 − 1 since dj 6= 0.
Let tA be the smallest such t. That is, tA is the minimum order

of the permutations τ ∈ Sn such that aτ(1)1 · · · aτ(n)n 6= 0. Then our
discussions have proved the following theorem, which summarizes the
main results of [7, 8] on the automorphism group of a finite dimensional
idempotent evolution algebra (cf. Theorem 4.8 of [7], and Theorem 3.2
of [8]).

Theorem 2.2. Let E be an n-dimensional idempotent evolution alge-
bra with natural basis e1, ..., en and structure matrix A, let G be the
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automorphism group of E , and let D ⊂ G be the subgroup of diagonal
automorphisms.
(1) The subgroup D is a normal subgroup of G. The diagonal entries

of an element of D are roots of x2tA−1 − 1. In particular, D is a finite
group of odd order.
(2) The quotient group G/D is isomorphic to a subgroup of Aut(ΓA).

In particular, G is finite.

It is clear that, in general, not every graph automorphism of the
associated graph ΓA induces an automorphism of the evolution algebra
E . However, we have the following:

Theorem 2.3. Let A = (aij) be the adjacency matrix of a graph Γ with
n vertices. If an evolution algebra E has A as the structure matrix,
then every element of Aut(Γ) induces an element of G = Aut(E). If
in addition A is nonsingular, that is, E is idempotent, then G/D ∼=
Aut(Γ).

Proof. Let E be defined by A with the natural basis e1, ..., en. If Pσ =
(pij) is the matrix of a permutation σ ∈ Sn with respect to the basis
e1, ..., en, that is

σ : (e1, ..., en) −→ (eσ(1), ..., eσ(n)) = (e1, ..., en)Pσ,

then the entries pij = 1 if σ(j) = i (equivalently, j = σ−1(i)) and 0
otherwise. Thus,

Pσ defines an element of Aut(Γ) ⇔ PσA = APσ.(2.9)

This can be seen as follows. The permutation σ induces an automor-
phism of Γ if and only if aij = aσ(i)σ(j), or equivalently, aσ−1(i)j = aiσ(j),
∀ i, j. On the other hand,

(PσA)ij =
∑

k

pikakj = piσ−1(i)aσ−1(i)j = aσ−1(i)j ,

(APσ)ij =
∑

k

aikpkj = aiσ(j)pσ(j)j = aiσ(j).

So aij = aσ(i)σ(j), ∀ i, j ⇔ PσA = APσ.
Since for any σ ∈ Sn, eσ(i)eσ(j) = 0 (i 6= j) is always true, so by (2.7),

we have

σ induces an automorphism of E ⇔ AP (2)
σ = PσA.(2.10)

But P
(2)
σ = (p2ij) = Pσ since pij = 0 or 1. Thus (2.9) and (2.10)

are equivalent, and hence every graph automorphism of Γ induces an
automorphism of E . The second part of the theorem follows from part
(2) of Theorem 2.2. �
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3. Evolution algebras with given automorphism groups

We now turn to the question of whether every finite group can be
the automorphism group of an evolution algebra.

Theorem 3.1. Let F be a field of characteristic 0. Given any finite
group G, there exists a finite dimensional idempotent evolution algebra
E over F such that Aut(E) ∼= G.

Proof. A well-known result due to Frucht [9] says that for any finite
group G, there exists a graph Γ such that Aut(Γ) ∼= G. Suppose Γ has
n vertices. Let the adjacency matrix of Γ be B. For any nonnegative
integer x, set A(x) = B + xIn, where In is the identity matrix of size
n. Then for σ ∈ Sn,

PσA(x) = A(x)Pσ ⇔ PσB = BPσ.(3.1)

So by (2.9), the graph automorphism group of the graph corresponding
to A(x) is the same as that of Γ for any nonnegative integer x. Now
det(A(x)) is a polynomial of degree n in x, so it has at most n roots in
F. Since char(F) = 0, F contains a copy of Z, thus there is a positive
integer m ∈ F such that A(m) is nonsingular.
Define an n-dimensional evolution algebra E by using A(m) as the

structure matrix together with a natural basis e1, ..., en. Then E is
idempotent. Since all the diagonal entries of A(m) are nonzero, the
identity permutation e satisfies ae(1)1 · · · ae(n)n 6= 0, so tA(m) = 1 (see
the paragraph just before Theorem 2.2), and thus Theorem 2.2 (1)
implies that the subgroup D of diagonal automorphisms of E is trivial.
Now (2.10), (3.1), and Theorem 2.3 together imply Aut(E) ∼= Aut(Γ) ∼=
G. �

We denote by E(Γ) the evolution algebra defined by using the ad-
jacency matrix of a graph Γ as its structure matrix with respect to a
natural basis.

Example 3.1. Let Kn be the complete graph with n-vertices without
self-loop, then Aut(Kn) ∼= Sn. Abusing notation, we also denote the
adjacency matrix of Kn by Kn. Suppose that char(F) does not divide
n− 1. For n > 1, Kn has 0 on the diagonal and 1 at all other places,
thus det(Kn) = (−1)n−1(n−1) 6= 0. So for n > 1, E(Kn) is idempotent.
If D = diag(d1, ..., dn) ∈ D, then for each pair i 6= j, since both the
(i, j) and the (j, i) entries of Kn are equal to 1, we must have d2i = dj
and di = d2j by (2.8). Thus all di’s are roots of x3 − 1.

For n = 2, Aut(K2) ∼= S2 = Z2. If char(F) = 3, then since x3 − 1 =
(x− 1)3, D is trivial, and Aut(E(K2)) ∼= Z2. If char(F) 6= 3 and x3− 1
splits in F, then D is generated by diag(ξ, ξ2), where ξ is a primitive
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root of x3 − 1, so D ∼= Z3. Let σ be the generator of Aut(K2), then
σ−1diag(ξ, ξ2)σ = diag(ξ2, ξ), and so Aut(E(K2)) ∼= S3 in this case.
For n ≥ 3, by using distinct triples i, j, k and (2.8), we see that

diag(d1, ..., dn) ∈ D if and only if all di = 1. So D is trivial and
Aut(E(Kn)) ∼= Sn by Theorem 2.3.

Example 3.1 shows that for an n-dimensional idempotent evolution
algebra E , Aut(E) can be bigger than Sn. We next give a classification
of n-dimensional idempotent evolution algebras whose automorphism
groups are exactly Sn.

Lemma 3.1. Let Γ be a graph with n-vertices (self-loops are allowed)
and let A = (aij) be its adjacency matrix. If Aut(Γ) ∼= Sn, then A =
aKn + bIn, where a, b ∈ {0, 1}.

Proof. This is clear. Under the assumption, either all vertices have no
self-loop, or they all have; and if aij 6= 0 for some pair i 6= j, then for
for any other pair r 6= s, there is a σ ∈ Sn such that σ(i) = r and
σ(j) = s. �

Lemma 3.2. For n ≥ 4, if E is an n-dimensional idempotent evolu-
tion algebra such that Aut(E) ∼= Sn, then the diagonal automorphism
subgroup D is trivial and Aut(ΓE) ∼= Sn.

Proof. For n = 4, S4 has two nontrivial normal subgroups: the alter-
nating subgroup A4 and V4 = {(1), (12)(34), (13)(24), (14)(23)}, they
both have even orders. Since the order of D is an odd number by The-
orem 2.2 (1), D must be trivial. For n ≥ 5, the only nontrivial normal
subgroup of Sn is the alternating subgroup An, so D is also trivial.
Now Theorem 2.2 (2) completes the proof. �

Let E be an n-dimensional idempotent evolution algebra with a nat-
ural basis e1, ..., en, and the structure matrix A = (aij). Assume that
G = Aut(E) = Sn. Consider the cases n < 4.
The case n = 1 is trivial. Let n = 2. Since D ⊂ S2 = Z2 and |D|

is an odd number, D must be trivial, and so Aut(ΓA) ∼= Z2. Thus

A =

(

a b
b a

)

, a 6= 0, a2 − b2 6= 0; or a = 0, b 6= 0 and x3 − 1 has only

one root in F. These evolution algebras are isomorphic to one of the

evolution algebras given by the structure matrices C =

(

1 c
c 1

)

, c2 6= 1,

or isomorphic to the one given by the structure matrix

(

0 1
1 0

)

. In

the former case, the isomorphism is given by ei → ae′i, i = 1, 2, where
(e′1, e

′

2) is the natural basis corresponding to the structure matrix C and
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c = b/a. In the latter case, the isomorphism is given by ei → be′i, i =
1, 2. We will show in Theorem 3.2 that the isomorphism classes of these

evolution algebras are represented by

(

1 c
c 1

)

, c2 6= 1 and

(

0 1
1 0

)

(the

structure matrices depend on the choice of the natural bases, so it
needs to show that the algebras represented by these matrices are non-
isomorphic).
Now consider the case n = 3. Let diag(d1, d2, d3) ∈ G. If at least

two of the diagonal elements aii, 1 ≤ i ≤ 3, of A are nonzero, then by
(2.8) and the fact that A is nonsingular, we see that all di = 1, which
implies that D is trivial and Aut(ΓE) ∼= S3. That will imply (use (2.9))

A =





a b b
b a b
b b a



 , a 6= 0, b 6= a,−a/2 (char(F) 6= 2).(3.2)

The isomorphism classes of these 3-dimensional idempotent evolution
algebras are represented by the following family of structure matrices
(see Theorem 3.2):

A =





1 c c
c 1 c
c c 1



 , c 6= 1,−1/2 (char(F) 6= 2).(3.3)

The isomorphism is given by ei → ae′i, 1 ≤ i ≤ 3, where (e′1, e
′

2, e
′

3) is a
natural basis of the evolution algebra with the structure matrix given
by (3.3) and c = b/a.
Assume that there is only one aii 6= 0. Then without lost of gen-

erality, we can assume a11 = a22 = 0 and a33 6= 0. If D is trivial,
we again have Aut(ΓE) ∼= S3, that will imply all aii 6= 0, a contradic-
tion. So D is nontrivial, then as a normal subgroup of S3, D ∼= Z3.
Let D = diag(d1, d2, d3) be a generator of D. Then d3 = 1 since
a33 6= 0, and both d1 and d2 are primitive roots of x3 − 1. Since
G/D ∼= Z2, there exists an element of the form P(12)D in G (see

(2.2)). By using A(P(12)D)(2) = P(12)DA (see (2.10)), we see that
a12 6= 0 ⇔ a21 6= 0; a13 6= 0 ⇔ a23 6= 0; and a31 6= 0 ⇔ a32 6= 0. Since
we assumed that a11 = a22 = 0, we must have a12 6= 0, otherwise A
would be singular. Also, since d3 = 1, any of a13, a23, a31, a32 is nonzero
would imply d1 = d2 = 1. So all these entries must be 0. Now use
A(P(12)D)(2) = P(12)DA again, we see under the assumption that D is
nontrivial, we have

A =





0 a 0
a 0 0
0 0 b



 , a 6= 0, b 6= 0.(3.4)
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All these evolution algebras are isomorphic to the one with a = b = 1
by the map ei → ae′i, i = 1, 2, e3 → be′3.
Assume that all aii = 0, let D = diag(d1, d2, d3) be a diagonal au-

tomorphism. Argue as before by using the fact that aij 6= 0 implies
di = d2j and that A is nonsingular, we see that di = 1, 1 ≤ i ≤ 3. Thus
D is trivial, and that leads to

A =





0 a a
a 0 a
a a 0



 , a 6= 0.(3.5)

So up to isomorphism, there is only one such evolution algebra repre-
sented by the one with a = 1.
We now ready to classify all n-dimensional idempotent evolution

algebras E such that Aut(E) = Sn.

Theorem 3.2. The following is a complete list of non-isomorphic n-
dimensional idempotent evolution algebras whose automorphism group
is Sn.

(1) For n = 1, there is only one isomorphic class given by the
structure matrix (1).

(2) For n = 2, the non-isomorphic classes are represented by the

structure matrices

(

1 c
c 1

)

, c2 6= 1; and

(

0 1
1 0

)

(only if x3 − 1

has one root in F).
(3) For n = 3, the non-isomorphic classes are represented by the

following structure matrices (note that the class given by the
matrix in the middle only exists if x3 − 1 has 3 distinct roots in
F):





1 c c
c 1 c
c c 1



 , c 6= 1,−1/2 (char(F) 6= 2),





0 1 0
1 0 0
0 0 1



 ,





0 1 1
1 0 1
1 1 0



 (char(F) 6= 2).

(4) For n ≥ 4, the non-isomorphic classes are represented by the
following structure matrices (char(F) ∤ n− 1 for the second and
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the third cases):










1 c · · · c

c 1
. . .

...
...

. . .
. . . c

c · · · c 1











, c 6= 1, 1/(1− n),











0 1 · · · 1

1 0
. . .

...
...

. . .
. . . 1

1 · · · 1 0











.

Proof. Let E be an n-dimensional idempotent evolution algebra with
the structure matrix A with respect to a natural basis e1, ..., en such
that Aut(E) = Sn. To prove the theorem, we first find the structure
matrices for n ≥ 4. By Lemma 3.1 and Lemma 3.2, we have

A =











a b · · · b

b a
. . .

...
...

. . .
. . . b

b · · · b a











such that det(A) 6= 0.(3.6)

Since det(A) = (a + (n − 1)b)(a − b)n−1, we have det(A) 6= 0 ⇔ a 6=
b, (1−n)b. Denote the matrix of (3.6) by A(a, b) and the corresponding
evolution algebra by E(a, b). If a 6= 0, then E(a, b) is isomorphic to
E(1, b/a) by ei → ae′i, 1 ≤ i ≤ n. If a = 0, E(0, b) is isomorphic to
E(0, 1) by ei → be′i, 1 ≤ i ≤ n.
It remains to prove that E(1, c), c 6= 1, 1/(1 − n), and E(0, 1) are

pairwise non-isomorphic evolution algebras.
Let Kn = (γij) (the adjacency matrix of the complete graph with n

vertices without self-loop). Then γii = 0, 1 ≤ i ≤ n and γij = 1, i 6= j.
Note that A(1, c) = In + cKn and A(0, 1) = Kn.
Assume that E(0, 1) is isomorphic to some E(1, c). Then by The-

orem 2.1 and equation (2.1), there exists a matrix P = (pij) and a
permutation σ ∈ Sn such that

pij 6= 0 ⇔ i = σ(j) and KnP
(2) = P + cPKn.

Thus for all 1 ≤ i, j ≤ n, from

(KnP
(2))ij =

n
∑

k=1

γikp
2
kj = γiσ(j)p

2
σ(j)j and

(P + cPKn)ij = pij + c
n

∑

k=1

pikγkj = pij + cγσ−1(i)j ,

we have γiσ(j)p
2
σ(j)j = pij + cγσ−1(i)j . Set i = σ(j), we have pσ(j)j = 0,

which is a contradiction. Thus E(0, 1) cannot be isomorphic to any
E(1, c).
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Now assume that E(1, c) is isomorphic to E(1, b) for some c 6= b.
Again apply Theorem 2.1 and equation (2.1), let P = (pij) and σ ∈ Sn

be such that

pij 6= 0 ⇔ i = σ(j) and P (2) + bKnP
(2) = P + cPKn.

Then similar to the discussions above, for all 1 ≤ i, j ≤ n, we have
p2ij+γiσ(j)p

2
σ(j)j = pij+cγσ−1(i)j . Choose i = σ(j), we have p2σ(j)j = pσ(j)j ,

which implies pσ(j)j = 1, 1 ≤ j ≤ n, that is, P is the permutation

matrix of σ. Thus since P (2) = P , we have bKnP = cPKn. But that
would lead to a contradiction since c 6= b and KnP = PKn by (2.9).
Therefore E(1, c), c 6= 1, 1/(1−n) are pairwise non-isomorphic. Finally,
note that the proof covers the case n = 2, 3 too (recall that we only
need to show the listed matrices define non-isomorphic algebras for
these two cases). �

4. Diagonal automorphism subgroup of an idempotent
evolution algebra

Let E be an idempotent evolution algebra with a natural basis e1, ..., en
and the structure matrix A = (aij), and let D be the diagonal auto-
morphism subgroup of Aut(E). We consider the problem of which
idempotent evolution algebra E processes the maximal possible D. To
simplify our discussions, we assume that F is algebraically closed of
characteristic 0 in this section.
Let σ ∈ Sn be such that aσ(j)j 6= 0, 1 ≤ j ≤ n. Suppose that

σ = σ1σ2 · · ·σp = (i1 · · · ir)(j1 · · · js) · · · (p1 · · · pt)

is the decomposition of σ into disjoint cycles. For D = diag(d1, ..., dn)
in D, we can divide {d1, ..., dn} into disjoint subsets

{di1, ..., dir}, {dj1, ..., djs}, ..., {dp1, ..., dpt}

according to the decomposition of σ. Then by (2.8), we see that the
dih’s are roots of x2r−1 − 1, the djh’s are roots of x2s−1 − 1, and so on.
Furthermore, we have d2ih = dσ1(ih) = dih+1

, and so on.
If τ ∈ Sn is another permutation such that aτ(j)j 6= 0, 1 ≤ j ≤ n, let

τ = τ1τ2 · · · τq be its disjoint decomposition. If, say, for some 1 ≤ h ≤ r,

ih appears in τ1, then dih is also a root of x2t−1 − 1, where t = o(τ1).

This will imply that dih is a common root of x2r−1−1 and x2t−1−1, and
so it is a root of xd − 1, where d = gcd(2r − 1, 2t − 1). Therefore, for a
fixed n, the maximal possible D occur when there exists only one σ such
that aσ(j)j 6= 0, 1 ≤ j ≤ n. This can also be seen by the fact that more
nonzero entries of A would impose more constraints on the possible
value of the di’s. Thus, given n, the maximal possible D occur among
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those E such that the structure matrices satisfy aij 6= 0 ⇔ i = σ(j) for
some σ ∈ Sn.
Let A be a structure matrix such that aij 6= 0 ⇔ i = σ(j) for some

fixed σ ∈ Sn. If σ = σ1σ2 · · ·σp (p ≥ 1) is the decomposition of σ into
the product of disjoint cycles cycles of length ≥ 2, let o(σi) = ni, 1 ≤
i ≤ p. Then

∑p

i=1 ni ≤ n. From the above discussions, we see that in
this case, the maximal possible order of D is

(2n1 − 1)(2n2 − 1) · · · (2np − 1) < 2n12n2 · · · (2np − 1)

< 2
∑p

i=1
ni − 1 ≤ 2n − 1.

On the other hand, if σ is a cycle of length n, then from d2j = dσ(j),
1 ≤ j ≤ n, we see that D is determined by d1. Since we assume that F
is algebraically closed of characteristic 0, in this case, D is isomorphic
to the cyclic group C2n−1 formed by the roots of x2n−1 − 1.

Theorem 4.1. Assume the base field F is algebraically closed of char-
acteristic 0. Let E be an idempotent evolution algebra with a natural
basis e1, ..., en and the structure matrix A = (aij), and let D be the
diagonal automorphism subgroup of Aut(E).

(1) The maximal possible order of D is 2n−1. This maximal order
is achieved if and only aij 6= 0 ⇔ i = σ(j) for some fixed cyclic
permutation σ ∈ Sn of length n; and in this case, D is cyclic of
order 2n − 1 and Aut(E) ∼= C2n−1 ⋊ Cn.

(2) All n-dimensional idempotent E with maximal D are isomorphic
to the one represented by the structure matrix A = Pσ, where
σ = (12 · · ·n).

Proof. It remains to prove (2) and Aut(E(Pσ)) ∼= C2n−1 ⋊ Cn, where
σ = (12 · · ·n). Since ΓPσ

is a cyclic digraph, Aut(ΓPσ
) ∼= Cn. So

Theorem 2.2 implies Aut(E(Pσ)) ∼= C2n−1 ⋊ Cn.
To prove (2), let B be the structure matrix of an n-dimensional

evolution algebra with a diagonal automorphism subgroup of order
2n − 1. Then there exists b = (b1, ..., bn)

T ∈ Fn such that b1 · · · bn 6= 0
and B = Pτdiag(b1, ..., bn) for some cyclic permutation τ of length n.
By relabeling if necessary, we can assume that τ = σ = (12 · · ·n).
Thus we need to prove that E(B) ∼= E(Pσ) for B = Pσdiag(b1, ..., bn).
By Theorem 2.1, it suffices to find a nonsingular diagonal matrix D =
diag(d1, ..., dn) such that BD(2) = DPσ. This is equivalent to solving
the following equation for the di’s:

Pσdiag(b1, ..., bn)diag(d
2
1, ..., d

2
n) = diag(d1, ..., dn)Pσ.
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That is, to solve

diag(b1d
2
1, ..., bnd

2
n) = P−1

σ diag(d1, ..., dn)Pσ

= diag(dσ(1), ..., dσ(n))

= diag(d2, ..., dn, d1).

Note that if we know d1, then we can find all di, i > 1, by

d2 = b1d
2
1, d3 = b2d

2
2 = b2b

2
1d

4
1, ..., dn = (

n−1
∏

i=1

b2
n−i−1

i )d2
n−1

1 .(4.1)

The constraint for d1 is

d1 = bnb
2
n−1 · · · b

2n−1

1 d2
n

1 = (

n
∏

i

b2
n−i

i )d2
n

1 .

Thus, if we take a root of the polynomial (
∏n

i b
2n−i

i )x2n−1 − 1 as d1,
then we can find a nonsingular diagonal matrixD that satisfies BD(2) =
DPσ by (4.1). �
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