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ABSTRACT

Due to their commercial value, search engines and recom-
mender systems have become two popular research topics
in both industry and academia over the past decade. Al-
though these two fields have been actively and extensively
studied separately, researchers are beginning to realize the
importance of the scenarios at their intersection: providing
an integrated search and information discovery user expe-
rience. In this paper, we study a novel application, i.e.,
personalized entity recommendation for search engine users,
by utilizing user click log and the knowledge extracted from
Freebase.

To better bridge the gap between search engines and rec-
ommender systems, we first discuss important heuristics and
features of the datasets. We then propose a generic, robust,
and time-aware personalized recommendation framework to
utilize these heuristics and features at different granularity
levels. Using movie recommendation as a case study, with
user click log dataset collected from a widely used commer-
cial search engine, we demonstrate the effectiveness of our
proposed framework over other popular and state-of-the-art
recommendation techniques.

Categories and Subject Descriptors

H.3.3 [Information Search and Retrieval]: Search Pro-
cess, Information Filtering

Keywords

Entity Recommendation; Entity Graph; Personalization; Search
Click Log; User Behavior Analysis

1. INTRODUCTION
In order to meet web users’ ever-increasing information

needs, search engines are shifting their focus from the top-
10-blue-link query answering paradigm to information dis-
covery. Instead of passively matching users’ queries to web
documents, today’s search engines are striving to proactively
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Figure 1: Related entity suggestion feature on major
search engines

Figure 2: Personalized entity recommendation sce-
nario studied in this paper. When a user types
movie related queries in a search engine, like
“movies”, “skyfall”, we show movie recommenda-
tions for this user based on his/her past user log.

provide valuable and related information to users. Inspired
by this paradigm change, many techniques have been pro-
posed to help users explore web content, e.g., query sug-
gestion [3] and website recommendation [16] [28]. However,
such efforts are conducted on a relatively coarse granularity.
For example, though website recommender systems suggest
websites of potential interest to users, they treat sites as
black boxes without considering the content, and thus they
cannot present detailed information to users directly.

With the active study and rapid evolution of semantic web
techniques, entity graphs which contain entities, attributes,
relationships as well as other structural data become widely
accessible. Most recently, several commercial search engines
have enhanced their search experience by displaying related
entity information from entity graphs along with web search
results. For example, when answering a query like “sky-
fall”, besides traditional web search results and the entity
attributes of this movie, as shown in Figure 1, search en-
gines also suggest “related movies” or display “people also
search for” results. These features take an important step
forward in unifying search and information discovery expe-
rience, as the recommendations are now generated at the
entity level.



Figure 3: Heterogeneous relations between users,
web pages and entities

However, to our best knowledge, no existing search en-
gine currently provides personalized entity recommendations
based on users’ past behaviors. To further enhance user
search experience and improve information recommendation
quality in search engines, we study personalized entity rec-
ommender systems for search engine users in this paper.

By taking advantage of user click log and knowledge ex-
tracted from Freebase1, the proposed framework analyzes
users’ preferences and interests, and then recommends en-
tities of interest to search engine users during search ses-
sions. By deploying such a system, when a user searches for
movie-related web content, in addition to suggesting“related
movies”, we present personalized movie recommendations as
well, illustrated in Figure 2. Notice that in this work, per-
sonalized entity recommendations may not directly depend
on the queries. Instead, we use the search queries only to
determine the domain of recommendation.

In order to build such a system, we are facing many tech-
nical as well as data related challenges, including but not
limited to:

• How to map users’ clicked URLs to specific entities in
the knowledge base.

• How to take advantage of entity relationships and dif-
ferent types of attributes in the user log and knowledge
base when defining recommendation models.

• How to model users’ drift of interests over time.

• How to utilize users’ non-entity related click logs.

Aiming to solve the problems mentioned above, we first
explore heuristics and features which are critical to the en-
tity recommendation problem, such as different types of en-
tity relationships in the knowledge base, the consistency
and drift of users’ interests, and cross-domain correlations.
Then we propose a global recommendation model which uti-
lizes the aforementioned heuristics and features. We ap-
ply the same global recommendation model to different user
click logs to achieve personalized recommendation results
for different users. We then propose personalized recom-
mendation models for different users to further distinguish
users’ behaviors at the model level. Empirical studies and
analysis in Section 5 demonstrate the effectiveness of the
proposed framework over traditional entity recommendation
techniques.

1http://www.freebase.com/

The major contributions of this paper are summarized as
follows:

• Conceptual: In order to improve user information
discovery experience, we study a novel application, i.e.,
personalized entity recommender system for search en-
gine users, which requires good understanding on both
user click log and the Freebase knowledge base.

• Modeling: We design a general learning framework
which can model different features from both user click
log and Freebase entity graph at different granularity
levels.

• Experimental: We conduct experiments on user click
data extracted from a commercial search engine. The
results demonstrate the effectiveness of our proposed
framework in comparison with several popular recom-
mendation algorithms.

The remainder of this paper is organized as follows. Sec-
tion 2 introduces the background and preliminaries of this
paper. Section 3 discusses features and heuristics in user
click log and the Freebase entity graph. Section 4 introduces
the proposed entity recommender framework. Experiments
and results are discussed in Section 5. Related work, con-
clusions and future works are presented at the end of the
paper.

2. BACKGROUND AND PRELIMINARIES
In this section we present background and preliminaries

of this paper, including input data format and the definition
of the entity recommendation problem of our study.

2.1 User Click Log
User click log contains the web pages users visited when

using search engines. For each user, a user log sequence can
be collected by sequentially connecting web pages this user
visited following an ascending timestamp order. We denote
user click log sequence for user u as

Lu = 〈eu1 , e
u
2 , ..., e

u
t , ..., e

u
T 〉,

where eut is the web page u visited at timestamp t. At-
tributes including timestamp, language of the web page,
dwelling time of the visiting event, time of day, etc., may
be utilized for entity recommendation task as well.

Additionally, we use Lu
t to represent the user log history of

user u from timestamp 1 to t−1, i.e., Lu
t = 〈eu1 , e

u
2 , ..., e

u
t−1〉.

We name timestamp T , the most recent timestamp in the
user log sequence of u, the target timestamp. When evalu-
ating recommendation results, we use Lu

T as input and rec-
ommend potential entities of interest to user u at timestamp
T . We define euT as the entity page that u actually visited
at T , and use this entity page as the ground truth when
comparing different recommender systems in Section 5.

The top two layers (“Users” and “Web Pages”) in Figure 3
illustrate the relationship between users and web pages in
user click log.

2.2 Freebase Entity Graph
Freebase [1] is a large collaborative knowledge base con-

sisting of entities and relationships composed mainly by its
community members. It now contains 1.9 billion instances of
relationships between 40 million entities. Freebase is widely
used in academia and industry in many research problems
and applications [14] [19].

Each entity in Freebase are associated with some URLs
that are related to this entity. For example, for the movie en-
tity “Jobs”2, by utilizing the relationships “/common/topic/
2http://www.freebase.com/m/0j7j4ls

http://www.freebase.com/
http://www.freebase.com/m/0j7j4ls
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Figure 4: Partial movie related entity graph schema

official website”and“/common/topic/topic equivalent webpage”,
we can obtain this movie’s official site, IMDb pages as well
as Wikipedia pages. Moreover, we can also get other types
of entities related to this movie, including actors, directors,
genres, producers, etc.

Formally, a Freebase entity graph is a heterogeneous infor-
mation network [23], which contains multi-typed entities, re-
lationships and attributes collected from different domains.
Similar to an entity-relation diagram in relational databases,
we use an abstract graph to represent the entity and relation-
ship type restrictions in Freebase, which is usually referred
to as the entity graph schema, denoted as GT = (A,R).
An example of a partial entity graph schema for the movie
domain can be found in Figure 4.

The bottom two layers (“Web Pages” and “Entities & Re-
lations”) in Figure 3 present the relationship between web
pages and Freebase entity graph. Moreover, in this paper,
we use the phrases “Freebase”, “knowledge base” and “entity
graph” interchangeably.

2.3 Mapping URLs to Entities
With the definitions in Section 2.1 and Section 2.2, we

can now map users’ clicked URLs in user log to the corre-
sponding entities in Freebase, as demonstrated in Figure 3.
A user’s interests can now be represented by a set of en-
tities and web pages this user visited before. The visited
entities and web pages as well as various relationships be-
tween these entities can be utilized for making personalized
recommendation for this user.

2.4 Problem Definition
With the definitions of user click log and Freebase entity

graph, we define entity recommendation problem for search
engine users as follows:

Given a set of user click log sequences L, the Freebase
entity graph G, and a specific click log sequence Lu

T of user
u, an entity recommendation model for search engine users
should be able to recommend potential entities of interest
to user u at timestamp T . We denote this recommendation
result as êuT .

Important notations used in the rest of the paper can be
found in Table 1.

3. EXPLORING THE DATA
In this section, we discuss features and heuristics in search

engine user click log and the Freebase entity graph, which
can be advantageous when building entity recommender sys-
tems for search engine users.

3.1 Consistency and Drift of User Interest
Modeling user interests is crucial in building entity rec-

ommender systems. For a specific user, his or her interests
usually cover only a small number of topics over a certain

Table 1: Notations
Notation Description

eut entity page user u visited at timestamp t

L, G user log and entity graph
wt(·, ·) temporal similarity of two page visiting events
wu(·, ·) similarity between two user log sequences

êu
T

recommended entity to user u at timestamp T

Lu
t user log sequence of u from timestamp 1 to t − 1

N(·) user log subsequence neighbors
S(·, ·) a user log or entity graph pairwise feature

θ parameters for recommendation models

time period. A user may be interested in “X-Files” related
information this week, and then begins to search for roman-
tic movie related web pages the next week. Recommending
related entities in a timely manner can assist the information
gathering process of this user.

One possible way of recommending entities to users with
this motivation is to estimate conditional probabilities (a.k.a
co-click or co-occurrence) between entities in recent user
click log. With learned conditional probabilities, given a
user log sequence Lu

T , recommendation score for certain en-
tity êuT can be calculated as follows:

r(êuT , L
u
T ) ∝

∑

eut ∈Lu
T

P (êuT |e
u
t ). (1)

Conditional probability between entities is easy to esti-
mate and can be very effective with sufficient training data.
However, such approach can only recommend entities that
have previously been observed in the user log before, hence
it suffers from the cold start problem for newly introduced
entities.

Although user interests might follow one theme or topic
in a certain time period, eventually they change over time.
We demonstrate this phenomenon by measuring similari-
ties between entities (using pairwise shortest distance-based
method in entity graph) from different days in the same user
log sequence. In Figure 5(a), we sum up user log similarities
of all users for each day and plot the accumulated similarity
difference between days with a heat map (both axes repre-
sent date, 0 is March 1st, 1 is March 2nd, etc). Red color
indicates high similarity while blue indicates dissimilarity.
One can observe that the accumulated user log similarity is
higher when the two dates are closer. Notice that the heat
map possesses a 7-day periodic pattern, which is caused by
users’ weekly behavior repeat.

To eliminate such periodic patterns, we aggregate simi-
larity differences between days and plot it against day dif-
ference (1 means the entity similarities are one day apart)
(Figure 5(b)). The scale of y-axis has been removed to com-
ply with the company’s non-disclosure policy. In both plots,
users’ interests stay relatively consistent when the time in-
terval is small (1 or 2 days), but change dramatically when
the time interval is big (2 weeks).

In order to provide satisfying recommendation results, an
entity recommender system should model both the consis-
tency and the drift of user interest simultaneously. When
recommending entities, the recommender system should rely
more on recent behaviors, less on the old behaviors and age
user log with a time decay function accordingly.
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Figure 5: User interests drift over time ((a) is the
user interest similarity heat map and (b) is the ag-
gregated user interest similarity plot again time dif-
ference)

Table 2: Cross-Domain Correlation Example
Rank comicbookresources.com ruelala.com

1 The Avengers Magic Mike

2 Spider-Man The Avengers

3 The Dark Knight Rises Prometheus

4 Prometheus Moonrise Kingdom

5 Men In Black 3 Ted

6 Iron Man 2 Snow White and Huntsman

7 Superman : The Man of Steel Savages

8 Thor Hunger Games

9 Snow White and huntsman Rock of Ages

10 Battleship The Best Exotic Marigold Hotel

3.2 Entity Relationships in Entity Graph
The entity relationship heterogeneity of the Freebase en-

tity graph provides possibilities of measuring entity similar-
ities from different perspectives. Taking the movie entity
graph schema in Figure 4 as an example, we can claim two
movies are similar if they share the same genres (movie-genre
relation), cast (movie-actor relation), or directors (movie-
director relation). Additionally, previous studies [13] [23]
introduced approaches to quantitatively measure entity sim-
ilarities in entity graphs, and suggested that entities which
are connected by different types of paths could be similar for
different reasons. Entity relationships and similarity mea-
surements can help capture users’ different interests when
defining entity recommendation models.

3.3 Cross-Domain Correlation
When building recommendation models in one domain,

e.g., movie recommendation, certain seemingly irrelevant
information can also contribute (e.g., users’ preferences in
books and music). In order to demonstrate this cross-domain
correlation heuristic, we calculate the conditional probabili-
ties between movie entities and two non-movie websites with
user click log from summer 2012. The top 10 movies corre-
lated with each website can be found in Table 2.

We first observe that the two ranking lists are substan-
tially different. Comic Book Resources3 users are mostly in-
terested in comic book based sci-fi movies, including Spider-
Man, Superman, Thor, etc. Rue La La4 users, however,
prefer romantic movies, e.g., Magic Mike, Moonrise King-
dom, and Rock of Ages. Based on the above observation,
we believe by incorporating cross-domain information when

3comicbookresources.com, a comic book discussion website
4ruelala.com, a fashion boutique with mostly female cus-
tomers

Table 3: Representative Features
Entity Graph Path Features

movie−actor−movie movies with the same actors
movie−director−movie movies with the same directors
movie−producer−movie movies with the same producers
movie−star−movie movies with the same stars
movie−writer−movie movies with the same writers
movie−genre−movie movies with the same genres
movie−language−movie movies with the same language

Entity Graph Binary Features
is prequel movie1 is a prequel of movie2
is sequel movie1 is a sequel of movie2
actor−movie actor appears in the movie
director−movie director directs the movie
producer−movie producer produces the movie

Entity Graph Content Features
release date two movie with close release dates
description similarity text similarity in movie descriptions

User Log Features
co-click conditional probability between entities
global popularity movie popularity of all time
local popularity movie popularity today
cross-domain cross-domain correlation

defining recommendation models, the quality of the recom-
mendation results could be potentially improved. Most im-
portantly, it can also greatly alleviate the cold start problem.
When we know nothing about a user in a target domain,
cross-domain information becomes critical in personalizing
recommendation process.

3.4 Feature Calculation
Based on the above discussion, in Table 3, we present

representative features generated from both user click log
and Freebase, which can be potentially useful in building
movie recommendation models. We group these features
into four categories: entity graph path features which mea-
sure similarities between movies using the PathSim method
[23]; entity graph binary features which are defined with im-
portant entity graph relationships; entity graph content fea-
tures which utilize content based attributes to measure en-
tity similarities; user log features which are generated from
user click log following different heuristics.

Entity graph path features are defined along different types
of paths in entity graph. We use the entity types on paths
to represent the path types when there is no ambiguity (e.g.,
movie−actor−movie). If two entities are linked together by
paths following one certain path type, following [23], we can
calculate the similarity score between these two entities with
Equation 2:

SP (ei, ej) =
2× |{pei❀ej : pei❀ej ∈ P}|

|{pei❀ei : pei❀ei ∈ P}|+ |{pej❀ej : pej❀ej ∈ P}|

(2)
where P represents the path type. pei❀ej is a path between
ei and ej , pei❀ei is a path between ei and ei, and pej❀ej is
a path between ej and ej .

Entity graph binary features are defined with the existence
of certain entity relationship. Entity graph content features
are defined based on the content type. For example, we use
exponential decay function to define the movie release date
similarity and cosine similarity to measure movie description
similarity.

All features we used in this project are normalized to the
range of [0, 1]. One may notice that, although most of the



features are pairwise features defined between two entities,
point-wise features like popularity can facilitate the recom-
mendation as well. In order to incorporate such point-wise
features into the recommendation model, we rewrite such
features in a pairwise format S(ej) = S(·, ej). For such a
pseudo-pairwise functions, no matter what the first parame-
ter is, they always return the point-wise function value based
on ej .

4. RECOMMENDATION FRAMEWORK
With the features and heuristics discussed in Section 1 and

3, we present the proposed entity recommendation frame-
work in this section.

4.1 Global Recommendation Model
With features generated from user click log and the Free-

base dataset, considering the consistency and drift of user
interest over time, we propose the following global entity
recommendation model (Equation 3):

r(êuT ;L
u
T , θ) =

∑

eut ∈Lu
T

wt(ê
u
T , e

u
t )

K
∑

k=1

θkSk(ê
u
T , e

u
t ), (3)

where wt(eT , et) is the temporal similarity function between

two entity page visiting events, defined as wt(eT , et) = βe−α(T−t).
Intuitively, if timestamp T and t are nearby, wt will assign
a high similarity to these two events. However, if T and t
are two remote timestamps, wt will be small, which means
eut will have less effect on the recommendation results at T .

S(·, ·) are pairwise features as defined in the previous sec-
tion, and K is the total number of features. θ are the pa-
rameters for the global model, representing different weights
of these features. With the global recommendation model,
given a user log sequence Lu

T , we can assign recommenda-
tion scores to possible entities and return the entities with
high scores to user u as the recommendation results.

To estimate θ in global recommendation model, we first
denote the margin between the ground truth entity euT (the
entity u actually visited at T ) and the entity with the highest
recommendation score besides euT , as follows:

g(euT ;L
u
T , θ) = r(euT ;L

u
T , θ)− r(eum;Lu

T , θ), (4)

where eum = argmaxe6=eu
T
r(e;Lu

T , θ). As explained above, eum
is the entity with the highest recommendation besides euT .
θ can be estimated by minimizing the following objective
function:

Og(θ) = −
∑

u

g(euT ;L
u
T , θ) +

λ

2
‖θ‖22, (5)

where λ controls L2 regularization to prevent over-fitting.
Objective function defined in Equation 5 is one possi-

ble way to estimate global model parameters. One can
adopt other margin measures when defining g, like hinge
loss, or kernel based similarity. Moreover, we can also di-
rectly optimize ranking-based metrics like reciprocal rank
(Equation 12) by defining the margin as follows:

g′(euT ;L
u
T , θ) = RR(euT ;L

u
T , θ)−RR(eum;Lu

T , θ), (6)

where RR(e;LT , θ) is the reciprocal rank score of entity e
given θ and LT . However, due to scalability consideration,
we need to choose the most computational efficient method.
Equation 4 only requires the calculation of the recommen-
dation scores of euT and eum. While to utilize Equation 6, we
need to calculate the recommendation scores of all possible
entities and rank them accordingly. Preliminary evaluation
on a small dataset yields similar recommendation results

from these two methods, suggesting that Equation 4 can
achieve similar effectiveness as Equation 6. Hence, in this
paper, we use Equation 4 as the margin definition.

Global recommendation model takes advantage of various
features from both user click log and the Freebase entity
graph. However, when recommending entities to search en-
gine users, we apply the same model to all the users, which
may not be sufficient to capture user interest diversity.

4.2 Personalized Recommendation Model
In reality, search engine users have different interests and

preferences. Moreover, they may like the same entities for
different reasons. Some users may like comedy movies while
others may prefer movies with famous actors. Even for the
same movie, e.g., “The Dark Knight Rises”, some users are
interested in this movie due to the superhero theme while
other viewers might be the fans of the director. With the
global model, the recommender system cannot distinguish
users’ different preferences properly, which may lead to un-
satisfying recommendation results. To better model search
engine users’ interests and preferences, we propose a person-
alized recommendation model as follows:

r(êuT ;L
u
T , θ

u
T ) =

∑

eut ∈Lu
T

wt(ê
u
T , e

u
t )

K
∑

k=1

Sk(ê
u
T , e

u
t )θ

u
k . (7)

Different from Equation 3, personalized recommendation
model requires a set of parameters θu for each user.

When learning personalized models, directly maximizing
margins between euT and eum as we did when learning the
global model might not be as effective. Due to the data
sparsity issue, we do not have sufficient data from one user
to learn a personalized ranking model (we demonstrate this
claim in Section 5). To alleviate such problem, when learn-
ing personalized models, we use both the user log history
Lu

T of the target user, as well as other “similar” user log se-
quences, namely the neighbors of Lu

T , denoted by N(Lu
T ).

We provide the formal definition of neighbors as well as an
efficient approach to generate neighbors in Section 4.3.

Based on this philosophy, we propose the following per-
user objective function to estimate parameters for the per-
sonalized models:

Ou(θ
u) = −

T
∑

t=1

wt(e
u
T , e

u
t )g(e

u
t ;L

u
t , θ

u) +

λ1

∑

Lu′

T ′
∈N(Lu

T
)

wu(L
u′
T ′, L

u
T )g(e

u′
T ′;L

u′
T ′, θ

u) +

1
2
λ2 ‖θu − θg‖

2
2, (8)

where wt(·, ·) measures the temporal similarity of two visit-
ing events, and wu(·, ·) measures the similarity between two
user log sequences, the definition of which is given in Equa-
tion 10. We use θg to represent the previous learned global
model.

The personalized objective functionOu contains three terms.
The first term in Equation 8 models the consistency and drift
of user interest (Section 3.1). The personalized model pa-
rameters are learned to make predictions at T for each target
user. We use these parameters to predict target user’s past
behavior at a previous timestamp (t, from 1 to T ) given
the corresponding user log sequence Lu

t . The expected ac-
curacy of such prediction is controlled by wt(·, ·), i.e., θu

should provide a more accurate prediction if the visiting
events happened more recently. The second term (λ1) mod-
els the similarity between the target user log sequence and
the neighbor sequences. We use parameters of u at T to
predict the neighbors’ behaviors at their corresponding tar-



get timestamp T ′. Similarly, the expected accuracy of such
prediction is controlled by wu(·, ·), i.e., θu should explain
the neighbor’s behavior more accurately if the neighbor and
Lu

T are more similar. The third term (λ2) defines the L2

regularization between personalized models and the global
model to prevent over-fitting.

The aforementioned data sparsity issue not only compli-
cates parameter estimation process, but may also compro-
mise the quality of the recommendations. With insufficient
user log history, even with personalized models, the final rec-
ommendation results could be biased or unsatisfying. With
the neighbor definition available for Lu

T , we revisit the per-
sonalized recommendation model proposed in Equation 7
and propose a new neighborhood based personalized recom-
mendation model in Equation 9:

rn(ê
u
t ;L

u
T , θ

u) = r(êut ;L
u
T , θ

u) +

λ1

∑

Lu′

T ′
∈N(Lu

T
)

wu(L
u′
T ′, L

u
T )r(ê

u
t ;L

u′
T ′, θ

u).

(9)

In this neighborhood based recommendation function, be-
sides personalized recommendation function defined in Equa-
tion 7, we also use neighbor log sequences of Lu

T to facilitate
recommendation. Neighbors contribute to the recommen-
dation score differently based on the similarity between a
neighbor log sequence and the log sequence of the target
user Lu

T . λ1 controls the percentage of the neighborhood
recommendation score. When Lu

T = ∅, i.e., for a new user
with no user log history, the first term of rn(·) becomes zero,
and the recommendation score will be decided by only its
neighbors. In this situation, the wu(·, ·) function will be 1
for all users in the dataset, i.e., all users are neighbors of Lu

T

with the same neighbor similarity. Thus this personalized
model degeneralizes to the global model defined in Equa-
tion 3. When the log history of the target user is long and
dense (active users), the recommendation score will mostly
rely on the user’s previous behavior and the impact from the
neighbors will be lessened accordingly.

Discussion and performance comparison between Equa-
tion 7 and Equation 9 are presented in Section 5.

4.3 User Log Sequence Neighbors
As stated above, due to data sparsity, we may not have

enough data from one user to learn a personalized recom-
mendation model. Also insufficient personal user log se-
quence Lu

T may compromise recommendation results. To
alleviate this issue, we define similar user log sequences of
Lu

T as neighbors of the target sequence, denoted by N(Lu
T ).

We first define user log sequence similarity function as fol-
lows:

wu(L
u
T , L

u′
t′ ) =

r(E;Lu
T , θg) · r(E;Lu′

t′ , θg)

‖r(E;Lu
T , θg)‖‖r(E;Lu′

t′ , θg)‖
, (10)

where r(E; ·) represents the corresponding recommendation
score vector over the entire entity space given certain user
log L and the global model θg. ‖ · ‖ calculates the L2 norm
of the recommendation score vectors.

When searching for neighbors, we use user log subsequences
Lt = 〈e1, e2, ..., et−1〉 as neighbor candidates. Based on the
above definition, traditional K-NN method takes O(N2) to
find the nearest neighbors for all user log sequences. How-
ever, by employing random projection based locality sensi-
tive hashing, we can estimate the nearest neighbors of all
user log sequences in O(N). Details of this method can be
found in [26].

With the learned personalized recommendation models for
search engine users, for a target user u, the recommender

system can now assign recommendation scores to potential
entities of interest based on the user log history and the
neighborhood information. By presenting the top-K entities
when u searches for related web content in search engines,
the proposed system can facilitate user’s information discov-
ery process and further improve the overall user experience
of the search engines.

4.4 Parameter Estimation
In Equation 4, we utilize the margins between euT , the tar-

get entity, and eum, the entity with the highest score besides
euT given a certain θ. Notice that the entity ranking order
changes with θ, thus eum changes accordingly, which makes g
in Equation 4 non-continuous and both objective functions
(Equations 5 and 8) non-convex. Non-convex optimization
methods, e.g., Powell’s method, are mostly computation-
ally intractable. Considering the size of the training dataset
(commercial search engine user log and the Freebase entity
graph), we use the following method to approximate the re-
sults.

Although Equations 5 and 8 are non-convex during the
entire optimization process, when fixing eum, both functions
will become convex and differentiable. Due to the limitation
of space, we here only give the partial derivative of Equa-
tion 4 with a fixed eum as follows. The gradients of the two
objective functions can be obtained accordingly:

∂g

∂θk
=

∑

eut ∈Lu
T

wt(e
u
T , e

u
t )
(

Sk(e
u
T , e

u
t )− Sk(e

u
m, eut )

)

. (11)

With this observation, we can now employ the well-studied
and efficient iterative convex optimization techniques to es-
timate the models. In each iteration, given the current θ,
we first calculate and fix eum, and then compute the gradient
of the objective function accordingly. Similar optimization
methods have been employed before in [5], and it is known
that such approximation may lead to a local minimum. One
possible way to overcome this issue is to execute the opti-
mization process multiple times with randomly initialized θ,
and choose the parameters which produce the best results.
We compared Powell’s method and this method on a small
dataset. Similar results are generated separately, which sug-
gests the proposed objective function can be approximately
estimated in this way. With the approximated gradient, we
use L-BFGS to finally estimate the recommendation models.

5. EXPERIMENTS
In this section, we implement both global and personal-

ized entity recommendation models proposed in Section 4
along with several popular and state-of-the-art recommen-
dation methods which fit in the problem definition of this
study. We apply these methods on a user log dataset col-
lected from a commercial search engine, and the entity graph
extracted from Freebase. We then perform a series of ex-
periments to demonstrate the effectiveness of the proposed
models. We present experimental results with discussion
and performance analysis in this section.

5.1 Datasets
Although the proposed recommendation framework is generic,

we take movie related entity recommendation as a case study
in the following experiments. We use three months user
click log collected from a commercial search engine in 2012
as the user log dataset. We then extracted the correspond-
ing subgraph from Freebase. Note that this extracted Free-
base dataset not only contains movie entities, but also con-
tains other related entities as well as the relationships be-
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Figure 6: User Log Distribution

tween these entities, including actors, directors, producer,
etc. Moreover, the URLs related to those movie entities
can also obtained in order to map users’ clicked URLs to
movie related entities. Finally, after jointing the collected
user click log and the Freebase entity graph, we sampled ap-
proximately 1, 000, 000 users with at least one movie related
entity page visiting activity in the dataset. Data distribu-
tion of the movie entity related user log dataset can be found
in Figure 6.

To comply with the company’s non-disclosure policy, we
hide both axis scales of the plots. The first plot is users’
entity page visiting frequency (number of users v.s. visit
frequency) distribution, which follows a power law distribu-
tion. One can notice that most users only visited a small
number of movies related entity pages in the dataset. Simi-
larly, the second plot, movies’ entity page visiting frequency
distribution (number of movies v.s. visit frequency) is also a
power law distribution. From this plot, we can observe that
the majority of movie related entity pages have only been
visited for a small number of times while only a very small
number of movies have been viewed frequently. These two
plots demonstrate the sparsity issue of the user log dataset.

5.2 Performance Test
We partition the entire user log dataset into two sets:

10, 000 users with their corresponding user log sequences
are sampled as the test dataset, and the rest user log data
are used as the training dataset. As described in problem
definition, we adopt the leave-one-out validation method to
evaluate the performance, i.e., given the user log sequence
Lu

T , which contains entity pages u visited from timestamp 1
to T −1, we attempt to predict the entity u visited at T . We
call this entity euT the ground truth entity. We use top-10
mean reciprocal rank (MRR) as the evaluation metric:

MRR =
1

|Dtest|

|Dtest|
∑

i=1

1

rank(euT )
, (12)

where |Dtest| is the size of the test dataset and rank(euT ) rep-
resents the rank of the ground truth entity euT with certain
recommendation function. rank(euT ) will be 0 if the rec-
ommendation model can not rank euT in the top-10 results.
Notice that a larger MRR indicates better performance.

Models proposed in this paper are implemented as follows:

• Global recommendation model: estimate global rec-
ommendation model θg using Equation 5 and recom-
mend entities with Equation 3;

• Personalized recommendation model without neighbor
data: estimate personalized recommendation model θuT
with Equation 8 and recommend entities with Equa-
tion 7. We abbreviate this method as PRM;

• Personalized recommendation model with neighbor data:
estimate personalized recommendation model θu with

Table 4: Experiment Results
Method MRR

Global Popularity 0.024

Local Popularity 0.043

Cross Domain 0.039

Matrix Factorization 0.160

Co-Click 0.340

Global Model 0.354

PRM 0.361

PRM-KNN 0.451

Equation 8 and recommend entities using Equation 9.
We abbreviate this method as PRM-KNN.

We implement the following popular recommendation ap-
proaches besides the proposed methods. Features and mod-
els of all methods are learned in the training dataset and
MRRs are calculated based on the recommendation perfor-
mances in test dataset.

• Global Popularity: recommend the most popular (most
frequently visited) movies in the entire user log train-
ing dataset;

• Local Popularity: recommend the most popular movies
of the day;

• Cross-Domain: recommend movies based on users’ non-
movie web page visiting log;

• Co-Click: estimate conditional probabilities between
entities and recommend movies using Equation 1;

• Implicit binary matrix factorization: build binary user-
entity implicit feedback matrix with test user log dataset,
and apply the matrix factorization method presented
in [6], to recommend entities to users.

To make a fair comparison, we apply the same feature set
to all three proposed recommendation models. All meth-
ods are able to generate a recommendation score given a
user log sequence Lu

T and the target entity euT . Ideally we
should evaluate all entities with each method and rank these
entities accordingly, which can be, however, very time con-
suming. Also as presented in Figure 6, most users are only
interested in a small number of entities, which makes eval-
uating all entities for each user unnecessary and excessive.
For simplicity and efficient reasons, each method will only
rank a set of most promising candidates, which are pooled by
different features. With this evaluation process, the MRR
scores reported in this paper are the lower bounds of the ac-
tual performances of these methods. Performance results of
all the recommendation approaches are presented in Table 4.

In Cross-Domain method, we estimate the conditional
probabilities of movie entities with 3, 000 popular websites.
This method gives a similar performance of the popularity
based methods. Among these three single feature methods,
local popularity approach performs the best with MRR =
0.043. Binary matrix factorization method reaches MRR =
0.160 in the dataset. Although matrix factorization per-
forms well in traditional recommendation problem, it could
not fully take advantage of the heuristics and features gen-
erated from user click log and the entity graph. In order
to thoroughly evaluate matrix factorization based recom-
mender systems, we also implemented technique proposed
in [11], which utilizes temporal information during matrix
factorization process, but the performance does not change



as much. One possible explanation is that matrix factoriza-
tion method heavily depends on the learned user and item
factors, U and V ; if these two matrices are not accurately
learned due to the noises or the data sparsity, adding other
factors like temporal information, or other contextual infor-
mation may not achieve significantly better performance as
expected.

Co-Click model (conditional probability between entities)
outperforms all baseline methods, which makes it the strongest
baseline method for this problem. As stated in Section 4,
with a sufficient amount of data (approximately 1 million
users’ log), co-click can be very effective and provide satis-
fying recommendation results.

The proposed global recommendation model takes advan-
tage of pairwise similarity features extracted from both en-
tity graph and user log. In our experiments, parameters
are estimated with L-BFGS with a randomly sampled 5, 000
user log sequences. Regularization term λ in Equation 5 is
set to 0.2 which is determined by cross validation.

Personalized recommendation framework, different from
global recommendation model, assigns a different recom-
mendation model to each user. Parameters in each person-
alized recommendation model are estimated with the target
user log sequence Lu

T as well as the neighborhood data. With
personalized parameters, users’ behaviors and interests pat-
terns can be better interpreted. In this experiment, we use
the same set of features when defining personalized models
as in the global model. We use θg from global recommen-
dation model in the regularization term of Equation 7 as
well as neighbor similarity function (Equation 10). Neigh-
borhood similarity threshold in Equation 10 is set to 0.5.
In neighbor similarity definition, E represents the entire en-
tity space. For simplicity reason, we only use partial entity
space (5, 000 entities) to estimate neighborhood similarity.
This estimation could damage the performance of both per-
sonalized recommendation methods (PRM and PRM-KNN).

For computational efficiency, we set the upper bound of
neighborhood size of each user to 80, i.e., if the random
projection of user log Lu

T is “popular” and a large number
of similar neighbors are found, we only randomly sample
80 neighbors when estimating personalized models. Two
regularization parameters (λ1 and λ2) in Equation 8 are
set to 0.05 and 0.1 respectively and similar to global rec-
ommendation model, these two parameters are estimated
with cross validation. We use the global temporal similar-
ity function wt(·, ·) in personalized recommendation models
although later experiments suggest personalized temporal
similarity function may lead to better performance, since
the rates of user interest drift are different.

As discussed in previous section, when recommending en-
tities using personalized models, we can either include neigh-
bor data or only use the target user’s click log history. Based
on experiment results, when only using target user log, the
improvement of performance is not as significant compared
to global recommendation model (1.98% improvement on
MRR). But when including neighbor data during recom-
mendation, a much more significant performance boost can
be achieved (27.4%). Analysis and discussions of the per-
sonalized recommendation models are presented in the next
subsection.

5.3 Personalized Recommendation Model Per-
formance

In the following experiments, we analyze the performance
change of the proposed personalized recommendation frame-
work in different scenarios.

5.3.1 With Different Entity Frequencies
We first study the correlation between performance of the

personalized recommendation method and the frequency of
the target movie. We split the test dataset based on the
frequency of the target movies and apply personalized rec-
ommendation models on each group. The results of this ex-
periment can be found in Figure 7(a). Based on the results,
one can notice that popular movies (movies which appear
frequently in the user log dataset) are easier to predict than
other movies. Two reasons may be able to explain this per-
formance change. First, features in recommendation models
favor popular movies, e.g., global and local popularity. The
co-click feature provides more accurate prediction with pop-
ular movies considering the frequency of these movies in the
training dataset. Second, with sufficient training data for
popular movies, high quality recommendation models can
be learned in such scenarios, thus MRR will be increased
accordingly.

5.3.2 With Different Neighborhood Sizes
The second experiment we conducted on analyzing per-

sonalized recommendation framework is to study the corre-
lation between recommendation performance and the num-
ber of neighbors that locality sensitive hashing technique
can find for different user log sequences. Results are pre-
sented in Figure 7(b). From the plot one can notice that
the more neighbors each user log sequence has, the better
recommendation results our framework can provide. Two
reasons might be able to explain this phenomenon. First,
based on Equation 8, more neighbors indicate more data
during parameter estimation, so that a higher quality recom-
mendation model can be obtained in this situation. Second,
user log sequences with more neighbors, a.k.a., the “popu-
lar” user log sequences, are usually associated with popular
movie entities. Based on the previous experiment, user log
sequences with more neighbors are usually easier to model
which leads to a better recommendation results.

5.3.3 With Different Sequence Lengths
The third performance analysis experiment we conducted

is to study whether any correlation exists between personal-
ized recommendation performance and the length of the user
log sequences. Similar to the two previous experiments, we
split the test users into groups based on the lengths of their
user log sequences, and apply personalized recommendation
models on each group. The results of this study can be
found in Figure 7(c). The result plot indicates that the per-
formance of the proposed method peaks when lengths of user
log sequences are from 3 to 5. Shorter and longer user log
sequences lead to compromised performances. When a user
log sequence is too short (red circle in the plot), not enough
data are available when estimating parameters, which could
damage the quality of the personalized models. When a
user log sequence is too long (green circle in the plot), user’s
interests may drift overtime severely, and such information
varying can be hard to capture with a global temporal sim-
ilarity function. Another possible explanation for the com-
promised performance when user log sequence is long, is the
existence of Internet-addict users. These users visit a large
number of entity pages with a broad interests, which makes
building personalized recommendation model for these users
very challenging.

One might argue that, since performance peaks when user
log sequence length is in the range of 3 to 5, old visiting
events might not help as much as the most recent 3 to 5
web page visiting events. To verify this hypothesis, we chop
all user log sequences to length 3 (only preserve the most
recent 3 web page visiting events) and apply personalized
recommendation method on this dataset. MRR dropped to
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Figure 7: Personalized Framework Performance Analysis

0.114 which is much lower than the best performance we can
obtain when using all user web page visiting events. This
experiment demonstrates that previous behavior does help
entity recommendation in the near future. As we stated
before, personalized temporal similarity function might be
able to capture the each user’s interest drift more accurately,
with which recommendation performance can be improved.

This performance analysis experiment also explains the
performance improvement of personalized recommendation
method when using neighborhood data during recommen-
dation. As discussed above, the compromised performance
in red circle in Figure 7(c) is due to lack of data, and as
shown in Figure 6, the majority of users only have a very
limited number of web page visiting events so these users
belong to the red circle. Adding neighborhood data during
recommendation helps lessen the data sparsity problem so
that it can improve the performance for most users resulting
the significant result improvement in Table 4.

6. RELATED WORKS
In this section, we review two related research areas, which

are (1) the existing recommender systems, and (2) the in-
formation network analysis methods.

6.1 Recommender Systems
Recommender systems have received increasing attention

and have been actively studied in recent years due to the
various applications in E-commerce and other Web appli-
cations. Collaborative filtering techniques, which includes
neighbor-based approaches and model-based approaches, are
popular and widely applied. Neighbor-based methods usu-
ally study similarity calculation methods among users (user-
based) [2] [20] or items (item-based) [15] [22]. User-based
collaborative filtering methods provide recommendation to
target users by first finding similar users and then collecting
and analyzing neighbor ratings to further predict items that
target users would be interested in. Similarly, item-based
collaborative filtering methods take advantage of rating in-
formation of similar items.

Model-based collaborative filtering methods try to fit user-
item rating data into different models (Bayesian Network
[27], matrix factorization [12] [21], or clustering models [25]
etc) and use the learned models to recommend items to users
in unseen scenarios. Matrix factorization techniques gain ris-
ing attention in both explicit and implicit feedback applica-
tions. Using low-rank approximation to represent user-item
rating matrix suits the need of handling large scale datasets
nicely. Many studies have been done using this technique

to interpret different heuristics in user-item rating datasets
[10]. In [6], Hu et al. propose to model implicit feedback as
positive and negative preferences with different confidence
levels with a matrix factorization based approach. Koren et
al. incorporate temporal information in matrix factorization
models to further improve the recommendation quality [11].

Besides traditional recommender systems, researchers pro-
posed hybrid approaches to incorporate both user-item rat-
ing dataset as well as other contextual information in differ-
ent scenarios, including social network information, time in-
formation, etc. For instance, social trust or friend aware rec-
ommender approaches model trustworthiness or similarities
of users [7] [17] [27]. Koren in [11] proposed a time-aware col-
laborative filtering method that can effectively incorporate
time information into the matrix factorization framework.
Middleton et al. propose to use ontological user profiling
technique to build recommendation system [18]. Notice that
ontology is substantially different from the entity graph we
employed in this study. An ontology usually summarizes the
concept levels of certain domains, e.g., “text classification”
is a subtopic of “machine learning”, and the size of which
is usually small. Entity graph is built with real world en-
tities. The size of entity graphs can be of very large-scale.
Yu et al. [30] [31] introduced meta-path concept into hy-
brid recommender systems. However, these works usually
focus on the heterogeneous entity relationships, and can not
fully take advantage of the rich features in user click log and
Freebase.

The proposed framework in this paper belongs to hy-
brid recommender system category. Different from previous
works, our work models various features and heuristics gen-
erated from user click log and Freebase, which suits the ap-
plication better than transitional methods, thus can achieve
more promising performances.

6.2 Information Network Analysis
Heterogeneous information networks which contain multi-

typed entities and links are the general data format of en-
tity graphs. Information network analysis and mining have
gained wide attention in both academia and industry. Many
researchers believe that the heterogeneity and rich-relation
nature make information network a good data representa-
tion in many scenarios. A lot of information network min-
ing and learning tasks have been done in the past couple
of years, including clustering [24], classification [9], and link
prediction [29] etc. Studies regarding entity similarity mea-
surements, as a fundamental technique, have been actively
engaged in many research works as well [4] [8] [23]. Re-
searchers also discover that certain similarity measurements



could be defined along paths in information network, and
such path compatible measurements could capture different
similarity semantic meanings and can be used in different ap-
plications [13] [23]. These works also motivated user guided
data mining and analysis with information networks [24].

7. CONCLUSION AND FUTURE WORKS
In this paper, we study to bridge the gap between search

engines and recommender systems. We propose the entity
recommendation problem by utilizing user click log and the
Freebase entity graph. We present a generic entity recom-
mendation framework which utilizes various pairwise sim-
ilarity features extracted from both user log dataset and
the entity graph. The proposed recommendation frame-
work takes advantage of the consistency and drift natures of
user interest, different types of entity relationships as well
as several other heuristics, which are crucial to build such
a recommendation system. During empirical studies, we
compared our proposed methods with several existing pop-
ular and state-of-the-art recommendation approaches and
demonstrate the effectiveness of our method. We also ana-
lyze the performance of our methods under different scenar-
ios, explain the philosophies behind the proposed models
and discuss possible revisions to improve performances in
special cases.

With the fast development of search engines and recom-
mender systems, studies on bridging these two popular sys-
tems as does this paper could benefit both applications and
vastly improve user experience when employing such hy-
brid system. Interesting future studies include recommender
techniques which can incorporate users’ feedback on-the-
fly, systematic pairwise and non-pairwise feature generation
given a new domain, as well as a revised on-line version of
the framework in which parameters can be estimated effi-
ciently in almost real time.
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