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#### Abstract

This paper investigates a boundary value problem of Caputo type sequential fractional differential equations supplemented with nonlocal Riemann-Liouville fractional integral boundary conditions. Some existence results for the given problem are obtained via standard tools of fixed point theory and are well illustrated with the aid of examples. Some special cases are also presented. MSC: 34A08; 34B15 Keywords: fractional differential equations; sequential fractional derivative; integral boundary conditions; fixed point theorems


## 1 Introduction

The subject of fractional calculus has received great attention in the last two decades. Recent work on fractional differential equations supplemented with a variety of initial and boundary conditions clearly reflects an overwhelming interest in the subject; for instance, see [1-12] and the references cited therein. The tools of fractional calculus have considerably improved the mathematical modeling of many real world problems. One of the primary reasons for this development is the nonlocal nature of fractional-order differential operators which can describe the hereditary properties of many important materials. One can find applications of the subject in numerous fields of physical and technical sciences such as biomathematics, blood flow phenomena, ecology, environmental issues, viscoelasticity, aerodynamics, electro-dynamics of complex medium, electrical circuits, electronanalytical chemistry, control theory, etc. For further details, see [13-18]. Some more recent results concerning fractional boundary value problems can be found in a series of papers [19-27].
The concept of sequential fractional derivative is given, for example, on p. 209 of the monograph [28]. There is a close connection between the sequential fractional derivatives and the non-sequential Riemann-Liouville derivatives [29, 30]. For some recent work on sequential fractional differential equations, we refer the reader to the papers [31-33]. In [34, 35], the authors studied sequential fractional differential equations with different kinds of boundary conditions. Recently, the existence of solutions for higher-order sequential fractional differential inclusions with nonlocal three-point boundary conditions was discussed in [36]. However, to the best of our knowledge, the study of sequential

[^0]fractional differential equations supplemented with nonlocal Riemann-Liouville type fractional integral boundary conditions has yet to be initiated.
In this paper, we investigate the existence of solutions of a sequential fractional differential equation of the form:
\[

$$
\begin{equation*}
\left({ }^{\mathrm{c}} D^{\alpha}+k^{\mathrm{c}} D^{\alpha-1}\right) x(t)=f(t, x(t)), \quad t \in[0,1], 2<\alpha \leq 3, \tag{1.1}
\end{equation*}
$$

\]

supplemented with the boundary conditions

$$
\begin{equation*}
x(0)=0, \quad x^{\prime}(0)=0, \quad x(\zeta)=a \int_{0}^{\eta} \frac{(\eta-s)^{\beta-1}}{\Gamma(\beta)} x(s) d s, \quad \beta>0, \tag{1.2}
\end{equation*}
$$

where ${ }^{\mathrm{c}} D^{\alpha}$ denotes the Caputo fractional derivative of order $\alpha, 0<\eta<\zeta<1$, $f$ is a given continuous function, and $k, a$ are appropriate positive real constants.
Here, we emphasize that the integral boundary condition (1.2) can be understood in the sense that the value of the unknown function at an arbitrary position $\zeta \in(\eta, 1)$ is proportional to the Riemann-Liouville fractional integral of the unknown function $\int_{0}^{\eta} \frac{(\eta-s)^{\beta-1}}{\Gamma(\beta)} x(s) d s$, where $\eta \in(0, \zeta)$. Further, for $\beta=1$, the integral boundary condition reduces to the usual form of a nonlocal integral condition $x(\zeta)=a \int_{0}^{\eta} x(s) d s$.

The contents of the article are arranged as follows. In Section 2, we present a basic result that lays the foundation for defining a fixed point problem equivalent to the given problem (1.1)-(1.2). The main results, based on Banach's contraction mapping principle, Krasnoselskii's fixed point theorem and nonlinear alternative of Leray-Schauder type, are presented in Section 3. The paper concludes with some illustrating examples.

## 2 Basic result

Before presenting an auxiliary lemma, we recall some basic definitions of fractional calculus [13, 14].

Definition 2.1 For ( $n-1$ )-times absolutely continuous function $g:[0, \infty) \rightarrow \mathbb{R}$, the Caputo derivative of fractional order $q$ is defined as

$$
{ }^{\mathrm{c}} D^{q} g(t)=\frac{1}{\Gamma(n-q)} \int_{0}^{t}(t-s)^{n-q-1} g^{(n)}(s) d s, \quad n-1<q<n, n=[q]+1,
$$

where $[q]$ denotes the integer part of the real number $q$.
Definition 2.2 The Riemann-Liouville fractional integral of order $q$ is defined as

$$
I^{q} g(t)=\frac{1}{\Gamma(q)} \int_{0}^{t} \frac{g(s)}{(t-s)^{1-q}} d s, \quad q>0
$$

provided the integral exists.
Definition 2.3 The sequential fractional derivative for a sufficiently smooth function $g(t)$ due to Miller-Ross [28] is defined as

$$
\begin{equation*}
D^{\delta} g(t)=D^{\delta_{1}} D^{\delta_{2}} \cdots D^{\delta_{k}} g(t) \tag{2.1}
\end{equation*}
$$

where $\delta=\left(\delta_{1}, \ldots, \delta_{k}\right)$ is a multi-index.

In general, the operator $D^{\delta}$ in (2.1) can either be Riemann-Liouville or Caputo or any other kind of integro-differential operator. For instance,

$$
{ }^{\mathrm{c}} D^{q} g(t)=D^{-(n-q)}\left(\frac{d}{d t}\right)^{n} g(t), \quad n-1<q<n,
$$

where $D^{-(n-q)}$ is a fractional integral operator of order $n-q$. Here we emphasize that $D^{-p} f(t)=I^{p} f(t), p=n-q$; for more details, see p. 87 of [13].

To define the solution for problem (1.1)-(1.2), we establish the following lemma.

Lemma 2.4 For $h \in C([0,1], \mathbb{R})$, the integral solution of the linear equation

$$
\begin{equation*}
\left({ }^{\mathrm{c}} D^{\alpha}+k^{\mathrm{c}} D^{\alpha-1}\right) x(t)=h(t), \quad t \in[0,1], 2<\alpha \leq 3 \tag{2.2}
\end{equation*}
$$

supplemented with the boundary conditions (1.2) is given by

$$
\begin{align*}
x(t)= & \frac{\left(k t-1+e^{-k t}\right)}{\Delta}\left[a \int_{0}^{\eta} \frac{(\eta-s)^{\beta-1}}{\Gamma(\beta)}\right. \\
& \times\left(\int_{0}^{s} e^{-k(s-m)}\left(\int_{0}^{m} \frac{(m-\tau)^{\alpha-2}}{\Gamma(\alpha-1)} h(\tau) d \tau\right) d m\right) d s \\
& \left.-\int_{0}^{\zeta} e^{-k(\zeta-s)}\left(\int_{0}^{s} \frac{(s-\tau)^{\alpha-2}}{\Gamma(\alpha-1)} h(\tau) d \tau\right) d s\right] \\
& +\int_{0}^{t} e^{-k(t-s)}\left(\int_{0}^{s} \frac{(s-\tau)^{\alpha-2}}{\Gamma(\alpha-1)} h(\tau) d \tau\right) d s . \tag{2.3}
\end{align*}
$$

Proof Solving (2.2), we obtain

$$
\begin{align*}
x(t)= & b_{0} e^{-k t}+\frac{b_{1}}{k}\left(1-e^{-k t}\right)+\frac{b_{2}}{k^{2}}\left(k t-1+e^{-k t}\right) \\
& +\int_{0}^{t} e^{-k(t-s)}\left(\int_{0}^{s} \frac{(s-\tau)^{\alpha-2}}{\Gamma(\alpha-1)} h(\tau) d \tau\right) d s \tag{2.4}
\end{align*}
$$

where $b_{0}, b_{1}, b_{2}$ are unknown arbitrary constants. Using the boundary conditions (1.2) in (2.4), we find that $b_{0}=0, b_{1}=0$ and

$$
\begin{aligned}
b_{2}= & \frac{k^{2}}{\Delta}\left[a \int_{0}^{\eta} \frac{(\eta-s)^{\beta-1}}{\Gamma(\beta)}\left(\int_{0}^{s} e^{-k(s-m)}\left(\int_{0}^{m} \frac{(m-\tau)^{\alpha-2}}{\Gamma(\alpha-1)} h(\tau) d \tau\right) d m\right) d s\right. \\
& \left.-\int_{0}^{\zeta} e^{-k(\zeta-s)}\left(\int_{0}^{s} \frac{(s-\tau)^{\alpha-2}}{\Gamma(\alpha-1)} h(\tau) d \tau\right) d s\right],
\end{aligned}
$$

where

$$
\begin{equation*}
\Delta=k \zeta-1+e^{-k \zeta}-\frac{a}{\Gamma(\beta)}\left(\frac{k \eta^{\beta+1}}{\beta(\beta+1)}-\frac{\eta^{\beta}}{\beta}+\int_{0}^{\eta}(\eta-s)^{\beta-1} e^{-k s} d s\right) \neq 0 . \tag{2.5}
\end{equation*}
$$

Substituting the values of $b_{0}, b_{1}$ and $b_{2}$ in (2.4) yields the solution (2.3). This completes the proof.

## 3 Existence of solutions

Let $\mathcal{C}=C([0,1], \mathbb{R})$ denote the Banach space of all continuous functions from $[0,1] \rightarrow \mathbb{R}$ endowed with the sup norm defined by $\|x\|=\sup \{|x(t)|, t \in[0,1]\}<\infty$.
To simplify the proofs in the forthcoming theorems, we establish the bounds for the integrals arising in the sequel.

Lemma 3.1 For $h \in C([0,1], \mathbb{R})$, we have
(i) $\left|\int_{0}^{\eta} \frac{(\eta-s)^{\beta-1}}{\Gamma(\beta)}\left(\int_{0}^{s} e^{-k(s-m)}\left(\int_{0}^{m} \frac{(m-\tau)^{\alpha-2}}{\Gamma(\alpha-1)} h(\tau) d \tau\right) d m\right) d s\right|$
$\leq \frac{\eta^{\alpha+\beta-1}}{k^{2} \Gamma(\alpha) \Gamma(\beta)}\left(\eta k+e^{-k \eta}-1\right)\|h\|$,
(ii) $\left|\int_{0}^{\zeta} e^{-k(\zeta-s)}\left(\int_{0}^{s} \frac{(s-\tau)^{\alpha-2}}{\Gamma(\alpha-1)} h(\tau) d \tau\right) d s\right| \leq \frac{\zeta^{\alpha}}{k \Gamma(\alpha)}\left(1-e^{-k \zeta}\right)\|h\|$,
(iii) $\left|\int_{0}^{t} e^{-k(t-s)}\left(\int_{0}^{s} \frac{(s-\tau)^{\alpha-2}}{\Gamma(\alpha-1)} h(\tau) d \tau\right) d s\right| \leq \frac{1}{k \Gamma(\alpha)}\left(1-e^{-k}\right)\|h\|$.

Proof (i) Obviously,

$$
\int_{0}^{m} \frac{(m-\tau)^{\alpha-2}}{\Gamma(\alpha-1)} d \tau=-\left.\frac{(m-\tau)^{\alpha-1}}{\Gamma(\alpha)}\right|_{0} ^{m}=\frac{m^{\alpha-1}}{\Gamma(\alpha)}
$$

and

$$
\int_{0}^{s} e^{-k(s-m)} \frac{m^{\alpha-1}}{\Gamma(\alpha)} d m \leq \frac{s^{\alpha-1}}{\Gamma(\alpha)} \int_{0}^{s} e^{-k(s-m)} d m=\frac{s^{\alpha-1}}{\Gamma(\alpha)} \frac{\left(1-e^{-k s}\right)}{k} .
$$

Hence

$$
\begin{aligned}
& \left|\int_{0}^{\eta} \frac{(\eta-s)^{\beta-1}}{\Gamma(\beta)}\left(\int_{0}^{s} e^{-k(s-m)}\left(\int_{0}^{m} \frac{(m-\tau)^{\alpha-2}}{\Gamma(\alpha-1)} h(\tau) d \tau\right) d m\right) d s\right| \\
& \quad \leq\|h\| \int_{0}^{\eta} \frac{(\eta-s)^{\beta-1}}{\Gamma(\beta)} \frac{s^{\alpha-1}\left(1-e^{-k s}\right)}{k \Gamma(\alpha)} d s \\
& \quad \leq\|h\| \frac{\eta^{\alpha+\beta-1}}{k \Gamma(\alpha) \Gamma(\beta)} \int_{0}^{\eta}\left(1-e^{-k s}\right) d s=\|h\| \frac{\eta^{\alpha+\beta-1}}{k^{2} \Gamma(\alpha) \Gamma(\beta)}\left(\eta k+e^{-k \eta}-1\right) .
\end{aligned}
$$

The proofs of (ii) and (iii) are similar.

For the sake of convenience, we set

$$
\begin{equation*}
p=\sup _{t \in[0,1]}\left|\frac{\left(k t-1+e^{-k t}\right)}{\Delta}\right|=\frac{1}{|\Delta|}\left(e^{-k}+k-1\right) \tag{3.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\Lambda=p\left\{\frac{|a| \eta^{\alpha+\beta-1}}{k^{2} \Gamma(\alpha) \Gamma(\beta)}\left(k \eta+e^{-k \eta}-1\right)+\frac{\zeta^{\alpha-1}\left(1-e^{-k \zeta}\right)}{k \Gamma(\alpha)}\right\}+\frac{1-e^{-k}}{k \Gamma(\alpha)} . \tag{3.2}
\end{equation*}
$$

In view of Lemma 2.4, we transform problem (1.1)-(1.2) as

$$
\begin{equation*}
x=\mathcal{S}(x), \tag{3.3}
\end{equation*}
$$

where $\mathcal{S}: \mathcal{C} \rightarrow \mathcal{C}$ is defined by

$$
\begin{align*}
(\mathcal{S} x)(t)= & \frac{\left(k t-1+e^{-k t}\right)}{\Delta}\left[a \int_{0}^{\eta} \frac{(\eta-s)^{\beta-1}}{\Gamma(\beta)}\right. \\
& \times\left(\int_{0}^{s} e^{-k(s-m)}\left(\int_{0}^{m} \frac{(m-\tau)^{\alpha-2}}{\Gamma(\alpha-1)} f(\tau, x(\tau)) d \tau\right) d m\right) d s \\
& \left.-\int_{0}^{\zeta} e^{-k(\zeta-s)}\left(\int_{0}^{s} \frac{(s-\tau)^{\alpha-2}}{\Gamma(\alpha-1)} f(\tau, x(\tau)) d \tau\right) d s\right] \\
& +\int_{0}^{t} e^{-k(t-s)}\left(\int_{0}^{s} \frac{(s-\tau)^{\alpha-2}}{\Gamma(\alpha-1)} f(\tau, x(\tau)) d \tau\right) d s \tag{3.4}
\end{align*}
$$

Observe that problem (1.1)-(1.2) has solutions if the operator equation (3.3) has fixed points.

Theorem 3.2 Let $f:[0,1] \times \mathbb{R} \rightarrow \mathbb{R}$ be a jointly continuous function satisfying the condition
$\left(\mathrm{H}_{1}\right)|f(t, x)-f(t, y)| \leq L|x-y|, \forall t \in[0,1], x, y \in \mathbb{R}$,
where $L$ is the Lipschitz constant. Then the boundary value problem (1.1)-(1.2) has a unique solution if $\Lambda<1 / L$, where $\Lambda$ is given by (3.2).

Proof As the first step, we show that the operator $\mathcal{S}$ given by (3.3) maps $\mathcal{C}$ into itself. For that, we set $\sup _{t \in[0,1]}|f(t, 0)|=M<\infty$. Then, for $x \in \mathcal{C}$, we have

$$
\begin{aligned}
\|(\mathcal{S} x)\|= & \sup _{t \in[0,1]} \left\lvert\, \frac{\left(k t-1+e^{-k t}\right)}{\Delta}\left[a \int_{0}^{\eta} \frac{(\eta-s)^{\beta-1}}{\Gamma(\beta)}\right.\right. \\
& \times\left(\int_{0}^{s} e^{-k(s-m)}\left(\int_{0}^{m} \frac{(m-x)^{\alpha-2}}{\Gamma(\alpha-1)} f(\tau, x(\tau)) d \tau\right) d m\right) d s \\
& \left.-\int_{0}^{\zeta} e^{-k(\zeta-s)}\left(\int_{0}^{s} \frac{(s-x)^{\alpha-2}}{\Gamma(\alpha-1)} f(\tau, x(\tau)) d \tau\right) d s\right] \\
& \left.+\int_{0}^{t} e^{-k(t-s)}\left(\int_{0}^{s} \frac{(s-x)^{\alpha-2}}{\Gamma(\alpha-1)} f(\tau, x(\tau)) d \tau\right) d s \right\rvert\, \\
\leq & \sup _{t \in[0,1]}\left|\frac{\left(k t-1+e^{-k t}\right)}{\Delta}\right|\left[| a | \int _ { 0 } ^ { \eta } \frac { ( \eta - s ) ^ { \beta - 1 } } { \Gamma ( \beta ) } \left(\int_{0}^{s} e^{-k(s-m)}\right.\right. \\
& \left.\times\left(\int_{0}^{m} \frac{(m-\tau)^{\alpha-2}}{\Gamma(\alpha-1)}(|f(\tau, x(\tau))-f(\tau, 0)|+|f(\tau, 0)|) d x\right) d m\right) d s \\
& \left.+\int_{0}^{\zeta} e^{-k(\zeta-s)}\left(\int_{0}^{s} \frac{(s-\tau)^{\alpha-2}}{\Gamma(\alpha-1)}(|f(\tau, x(\tau))-f(\tau, 0)|+|f(\tau, 0)|) d x\right) d s\right] \\
& +\int_{0}^{t} e^{-k(t-s)}\left(\int_{0}^{s} \frac{(s-x)^{\alpha-2}}{\Gamma(\alpha-1)}(|f(\tau, x(\tau))-f(\tau, 0)|+|f(\tau, 0)|) d x\right) d s \\
\leq & (L\|x\|+M)\left\{p \left[|a| \int_{0}^{\eta} \frac{(\eta-s)^{\beta-1}}{\Gamma(\beta)}\left(\int_{0}^{s} e^{-k(s-m)}\left(\int_{0}^{m} \frac{(m-\tau)^{\alpha-2}}{\Gamma(\alpha-1)} d \tau\right) d m\right) d s\right.\right. \\
& \left.\left.+\int_{0}^{\zeta} e^{-k(\zeta-s)}\left(\int_{0}^{s} \frac{(s-\tau)^{\alpha-2}}{\Gamma(\alpha-1)} d \tau\right) d s\right]+\int_{0}^{t} e^{-k(t-s)}\left(\int_{0}^{s} \frac{(s-\tau)^{\alpha-2}}{\Gamma(\alpha-1)} d \tau\right) d s\right\}
\end{aligned}
$$

$$
\begin{aligned}
& \leq(L\|x\|+M)\left\{p\left[\frac{|a| \eta^{\alpha+\beta-1}}{k^{2} \Gamma(\alpha) \Gamma(\beta)}\left(k \eta+e^{-k \eta}-1\right)+\frac{\zeta^{\alpha-1}\left(1-e^{-k \zeta}\right)}{k \Gamma(\alpha)}\right]+\frac{1-e^{-k}}{k \Gamma(\alpha)}\right\} \\
& =(L\|x\|+M) \Lambda<\infty .
\end{aligned}
$$

This shows that $\mathcal{S}$ maps $\mathcal{C}$ into itself. Now, for $x, y \in \mathcal{C}$ and for each $t \in[0,1]$, we obtain

$$
\begin{aligned}
\|(\mathcal{S} x)-(\mathcal{S} y)\|= & \sup _{t \in[0,1]}|(\mathcal{S} x)(t)-(\mathcal{S} y)(t)| \\
\leq & \left.\sup _{t \in[0,1]} \frac{\left(k t-1+e^{-k t}\right)}{\Delta} \right\rvert\,\left[|a| \int_{0}^{\eta} \frac{(\eta-s)^{\beta-1}}{\Gamma(\beta)}\right. \\
& \times\left(\int_{0}^{s} e^{-k(s-m)}\left(\int_{0}^{m} \frac{(m-\tau)^{\alpha-2}}{\Gamma(\alpha-1)}|f(\tau, x(\tau))-f(\tau, y(\tau))| d \tau\right) d m\right) d s \\
& \left.+\int_{0}^{\zeta} e^{-k(\zeta-s)}\left(\int_{0}^{s} \frac{(s-\tau)^{\alpha-2}}{\Gamma(\alpha-1)}|f(\tau, x(\tau))-f(\tau, y(\tau))| d \tau\right) d s\right] \\
& +\int_{0}^{t} e^{-k(t-s)}\left(\int_{0}^{s} \frac{(s-\tau)^{\alpha-2}}{\Gamma(\alpha-1)}|f(\tau, x(\tau))-f(\tau, y(\tau))| d \tau\right) d s \\
\leq & L\|x-y\|\left\{p \left[|a| \int_{0}^{\eta} \frac{(\eta-s)^{\beta-1}}{\Gamma(\beta)}\right.\right. \\
& \times\left(\int_{0}^{s} e^{-k(s-m)}\left(\int_{0}^{m} \frac{(m-x)^{\alpha-2}}{\Gamma(\alpha-1)} d x\right) d m\right) d s \\
& \left.+\int_{0}^{\zeta} e^{-k(\zeta-s)}\left(\int_{0}^{s} \frac{(s-x)^{\alpha-2}}{\Gamma(\alpha-1)} d x\right) d s\right] \\
& \left.+\int_{0}^{t} e^{-k(t-s)}\left(\int_{0}^{s} \frac{(s-x)^{\alpha-2}}{\Gamma(\alpha-1)} d x\right) d s\right\} \\
\leq & L\left\{p\left[\frac{|a| \eta^{\alpha+\beta-1}}{k^{2} \Gamma(\alpha) \Gamma(\beta)}\left(k \eta+e^{-k \eta}-1\right)+\frac{\zeta^{\alpha-1}\left(1-e^{-k \zeta}\right)}{k \Gamma(\alpha)}\right]+\frac{1-e^{-k}}{k \Gamma(\alpha)}\right\}\|x-y\| \\
= & L \Lambda\|x-y\|,
\end{aligned}
$$

where $\Lambda$ is given by (3.2). As $\Lambda<1 / L$, therefore, $\mathcal{S}$ is a contraction. Thus, the conclusion of the theorem follows by the contraction mapping principle. This completes the proof.

Now, we state a known result due to Krasnoselskii [37] which is needed to prove the existence of at least one solution of (1.1)-(1.2).

Theorem 3.3 Let M be a closed, convex, bounded and nonempty subset of a Banach space $X$. Let $\mathcal{G}_{1}$, $\mathcal{G}_{2}$ be the operators such that: (i) $\mathcal{G}_{1} x+\mathcal{G}_{2} y \in M$ whenever $x, y \in M$; (ii) $\mathcal{G}_{1}$ is compact and continuous; (iii) $\mathcal{G}_{2}$ is a contraction mapping. Then there exists $z \in M$ such that $z=\mathcal{G}_{1} z+\mathcal{G}_{2} z$.

Theorem 3.4 Assume that $f:[0,1] \times \mathbb{R} \rightarrow \mathbb{R}$ is a jointly continuous function satisfying $\left(\mathrm{H}_{1}\right)$. In addition we suppose that the following assumption holds:
$\left(\mathrm{H}_{2}\right)|f(t, x)| \leq \mu(t), \forall(t, x) \in[0,1] \times \mathbb{R}$ with $\mu \in C([0,1], \mathbb{R})$.
Then the boundary value problem (1.1)-(1.2) has at least one solution on $[0,1]$ if

$$
\begin{equation*}
p\left[\frac{|a| \eta^{\alpha+\beta-1}}{k^{2} \Gamma(\alpha) \Gamma(\beta)}\left(k \eta+e^{-k \eta}-1\right)+\frac{\zeta^{\alpha-1}\left(1-e^{-k \zeta}\right)}{k \Gamma(\alpha)}\right]<1 . \tag{3.5}
\end{equation*}
$$

Proof Letting $\sup _{t \in[0,1]}|\mu(t)|=\|\mu\|$, we fix

$$
\begin{equation*}
r \geq \Lambda\|\mu\| \tag{3.6}
\end{equation*}
$$

where $\Lambda$ is given by (3.2), and consider $\mathcal{B}_{r}=\{x \in \mathcal{C}:\|x\| \leq r\}$. Define the operators $\mathcal{S}_{1}$ and $\mathcal{S}_{2}$ on $\mathcal{B}_{r}$ as

$$
\begin{aligned}
\left(\mathcal{S}_{1} x\right)(t)= & \int_{0}^{t} e^{-k(t-s)}\left(\int_{0}^{s} \frac{(s-\tau)^{\alpha-2}}{\Gamma(\alpha-1)} f(\tau, x(\tau)) d \tau\right) d s \\
\left(\mathcal{S}_{2} x\right)(t)= & \frac{\left(k t-1+e^{-k t}\right)}{\Delta}\left[a \int_{0}^{\eta} \frac{(\eta-s)^{\beta-1}}{\Gamma(\beta)}\right. \\
& \times\left(\int_{0}^{s} e^{-k(s-m)}\left(\int_{0}^{m} \frac{(m-\tau)^{\alpha-2}}{\Gamma(\alpha-1)} f(\tau, x(\tau)) d \tau\right) d m\right) d s \\
& \left.-\int_{0}^{\zeta} e^{-k(\zeta-s)}\left(\int_{0}^{s} \frac{(s-\tau)^{\alpha-2}}{\Gamma(\alpha-1)} f(\tau, x(\tau)) d \tau\right) d s\right] .
\end{aligned}
$$

For $x, y \in \mathcal{B}_{r}$, it follows from (3.6) that

$$
\left\|\mathcal{S}_{1} x+\mathcal{S}_{2} y\right\| \leq\left\{p\left[\frac{|a| \eta^{\alpha+\beta-1}}{k^{2} \Gamma(\alpha) \Gamma(\beta)}\left(k \eta+e^{-k \eta}-1\right)+\frac{\zeta^{\alpha-1}\left(1-e^{-k \zeta}\right)}{k \Gamma(\alpha)}\right]+\frac{1-e^{-k}}{k \Gamma(\alpha)}\right\}\|\mu\| \leq r .
$$

Thus, $\mathcal{S}_{1} x+\mathcal{S}_{2} y \in \mathcal{B}_{r}$. In view of condition (3.5), it can easily be shown that $\mathcal{S}_{2}$ is a contraction mapping. The continuity of $f$ implies that the operator $\mathcal{S}_{1}$ is continuous. Also, $\mathcal{S}_{1}$ is uniformly bounded on $\mathcal{B}_{r}$ as

$$
\left\|\mathcal{S}_{1} x\right\| \leq \frac{\left(1-e^{-k}\right)\|\mu\|}{k \Gamma(\alpha)} .
$$

Now we prove the compactness of the operator $\mathcal{S}_{1}$. Setting $\Omega=[0,1] \times \mathcal{B}_{r}$, we define $\sup _{(t, x) \in \Omega}|f(t, x)|=M_{r}$, and consequently we get

$$
\begin{aligned}
\left|\left(\mathcal{S}_{1} x\right)\left(t_{1}\right)-\left(\mathcal{S}_{1} x\right)\left(t_{2}\right)\right|= & \left\lvert\, \int_{0}^{t_{1}} e^{-k\left(t_{1}-s\right)}\left(\int_{0}^{s} \frac{(s-u)^{\alpha-2}}{\Gamma(\alpha-1)} f(u, x(u)) d u\right) d s\right. \\
& \left.-\int_{0}^{t_{2}} e^{-k\left(t_{2}-s\right)}\left(\int_{0}^{s} \frac{(s-u)^{\alpha-2}}{\Gamma(\alpha-1)} f(u, x(u)) d u\right) d s \right\rvert\, \\
\leq & \frac{M_{r}}{k \Gamma(\alpha)}\left(\left|t_{1}^{\alpha}-t_{2}^{\alpha}\right|+\left|t_{1}^{\alpha} e^{-k t_{1}}-t_{2}^{\alpha} e^{-k t_{2}}\right|\right)
\end{aligned}
$$

which is independent of $x$ and tends to zero as $t_{2} \rightarrow t_{1}$. Thus, $\mathcal{S}_{1}$ is relatively compact on $\mathcal{B}_{r}$. Hence, by the Arzelá-Ascoli theorem, $\mathcal{S}_{1}$ is compact on $\mathcal{B}_{r}$. Thus all the assumptions of Theorem 3.3 are satisfied and the conclusion of Theorem 3.3 implies that the boundary value problem (1.1)-(1.2) has at least one solution on [0,1]. This completes the proof.

Remark 3.5 In the above theorem we can interchange the roles of the operators $\mathcal{S}_{1}$ and $\mathcal{S}_{2}$ to obtain the second result replacing (3.5) by the following condition:

$$
\frac{1-e^{-k}}{k \Gamma(\alpha)}<1
$$

In the next theorem we prove the existence of a solution for the boundary value problem (1.1)-(1.2) via Leray-Schauder nonlinear alternative.

Lemma 3.6 (Nonlinear alternative for single-valued maps [38]) Let E be a Banach space, $C$ be a closed, convex subset of $E, U$ be an open subset of $C$ and $0 \in U$. Suppose that $F$ : $\bar{U} \rightarrow C$ is a continuous, compact (that is, $F(\bar{U})$ is a relatively compact subset of $C$ ) map. Then either
(i) $F$ has a fixed point in $\bar{U}$, or
(ii) there is $u \in \partial U$ (the boundary of $U$ in $C)$ and $\lambda \in(0,1)$ with $u=\lambda F(u)$.

Theorem 3.7 Suppose that $f:[0,1] \times \mathbb{R} \rightarrow \mathbb{R}$ is a jointly continuous function. Further, it is assumed that the following conditions hold:
$\left(\mathrm{H}_{3}\right)$ There exist a function $\phi \in C\left([0,1], \mathbb{R}^{+}\right)$and a nondecreasing function $\psi: \mathbb{R}^{+} \rightarrow \mathbb{R}^{+}$ such that $|f(t, x)| \leq \phi(t) \psi(\|x\|)$ for all $(t, x) \in[0,1] \times \mathbb{R}$.
$\left(\mathrm{H}_{4}\right)$ There exists a constant $M>0$ such that

$$
\frac{M}{\psi(M)\|\phi\| \Lambda}>1
$$

where $\Lambda$ is given by (3.2).
Then the boundary value problem (1.1)-(1.2) has at least one solution on $[0,1]$.

Proof Consider the operator $\mathcal{S}: \mathcal{C} \rightarrow \mathcal{C}$, where

$$
\begin{aligned}
(\mathcal{S} x)(t)= & \frac{\left(k t-1+e^{-k t}\right)}{\Delta}\left[a \int_{0}^{\eta} \frac{(\eta-s)^{\beta-1}}{\Gamma(\beta)}\right. \\
& \times\left(\int_{0}^{s} e^{-k(s-m)}\left(\int_{0}^{m} \frac{(m-\tau)^{\alpha-2}}{\Gamma(\alpha-1)} f(\tau, x(\tau)) d \tau\right) d m\right) d s \\
& \left.-\int_{0}^{\zeta} e^{-k(\zeta-s)}\left(\int_{0}^{s} \frac{(s-\tau)^{\alpha-2}}{\Gamma(\alpha-1)} f(\tau, x(\tau)) d \tau\right) d s\right] \\
& +\int_{0}^{t} e^{-k(t-s)}\left(\int_{0}^{s} \frac{(s-\tau)^{\alpha-2}}{\Gamma(\alpha-1)} f(\tau, x(\tau)) d \tau\right) d s
\end{aligned}
$$

We show that $\mathcal{S}$ maps bounded sets into bounded sets in $C([0,1], \mathbb{R})$. For a positive number $r$, let $\mathcal{B}_{r}=\{x \in C([0,1], \mathbb{R}):\|x\| \leq r\}$ be a bounded set in $C([0,1], \mathbb{R})$. Then

$$
\begin{aligned}
|(\mathcal{S} x)(t)| \leq & \left\lvert\, \frac{\left(k t-1+e^{-k t}\right)}{\Delta}\left[a \int_{0}^{\eta} \frac{(\eta-s)^{\beta-1}}{\Gamma(\beta)}\right.\right. \\
& \times\left(\int_{0}^{s} e^{-k(s-m)}\left(\int_{0}^{m} \frac{(m-\tau)^{\alpha-2}}{\Gamma(\alpha-1)} f(\tau, x(\tau)) d \tau\right) d m\right) d s \\
& \left.-\int_{0}^{\zeta} e^{-k(\zeta-s)}\left(\int_{0}^{s} \frac{(s-\tau)^{\alpha-2}}{\Gamma(\alpha-1)} f(\tau, x(\tau)) d \tau\right) d s\right] \\
& \left.+\int_{0}^{t} e^{-k(t-s)}\left(\int_{0}^{s} \frac{(s-\tau)^{\alpha-2}}{\Gamma(\alpha-1)} f(\tau, x(\tau)) d \tau\right) d s \right\rvert\, \\
\leq & p\left[|a| \int_{0}^{\eta} \frac{(\eta-s)^{\beta-1}}{\Gamma(\beta)}\right.
\end{aligned}
$$

$$
\begin{aligned}
& \times\left(\int_{0}^{s} e^{-k(s-m)}\left(\int_{0}^{m} \frac{(m-\tau)^{\alpha-2}}{\Gamma(\alpha-1)} \phi(\tau) \psi(\|x\|) d \tau\right) d m\right) d s \\
& \left.+\int_{0}^{\zeta} e^{-k(\zeta-s)}\left(\int_{0}^{s} \frac{(s-\tau)^{\alpha-2}}{\Gamma(\alpha-1)} \phi(\tau) \psi(\|x\|) d \tau\right) d s\right] \\
& +\int_{0}^{t} e^{-k(t-s)}\left(\int_{0}^{s} \frac{(s-\tau)^{\alpha-2}}{\Gamma(\alpha-1)} \phi(\tau) \psi(\|x\|) d \tau\right) d s \\
\leq & \psi(\|x\|)\|\phi\|\left\{p\left[\frac{|a| \eta^{\alpha+\beta-1}}{k^{2} \Gamma(\alpha) \Gamma(\beta)}\left(k \eta+e^{-k \eta}-1\right)+\frac{\zeta^{\alpha-1}\left(1-e^{-k \zeta}\right)}{k \Gamma(\alpha)}\right]+\frac{1-e^{-k}}{k \Gamma(\alpha)}\right\} \\
= & \psi(\|x\|)\|\phi\| \Lambda .
\end{aligned}
$$

Consequently,

$$
\|\mathcal{S} x\| \leq \psi(r)\|\phi\| \Lambda
$$

Next we show that $\mathcal{S}$ maps bounded sets into equicontinuous sets of $C([0,1], \mathbb{R})$. Let $t_{1}, t_{2} \in[0,1]$ with $t_{1}<t_{2}$ and $x \in \mathcal{B}_{r}$, where $\mathcal{B}_{r}$ is a bounded set of $C([0,1], \mathbb{R})$. Then we obtain

$$
\begin{aligned}
\left|(\mathcal{S} x)\left(t_{2}\right)-(\mathcal{S} x)\left(t_{1}\right)\right| \leq & \left\lvert\, \int_{0}^{t_{1}}\left(e^{-k\left(t_{2}-s\right)}-e^{-k\left(t_{1}-s\right)}\right)\left(\int_{0}^{s} \frac{(s-u)^{\alpha-2}}{\Gamma(\alpha-1)} f(u, x(u)) d u\right) d s\right. \\
& \left.+\int_{t_{1}}^{t_{2}} e^{-k\left(t_{2}-s\right)}\left(\int_{0}^{s} \frac{(s-u)^{\alpha-2}}{\Gamma(\alpha-1)} f(u, x(u)) d u\right) d s \right\rvert\, \\
& +\left\lvert\, \frac{k\left(t_{2}-t_{1}\right)+e^{-k t_{2}}-e^{-k t_{1}}}{\Delta}\left[a \int_{0}^{\eta} \frac{(\eta-s)^{\beta-1}}{\Gamma(\beta)}\right.\right. \\
& \times\left(\int_{0}^{s} e^{-k(s-m)}\left(\int_{0}^{m} \frac{(m-\tau)^{\alpha-2}}{\Gamma(\alpha-1)} f(\tau, x(\tau)) d \tau\right) d m\right) d s \\
& \left.-\int_{0}^{\zeta} e^{-k(\zeta-s)}\left(\int_{0}^{s} \frac{(s-\tau)^{\alpha-2}}{\Gamma(\alpha-1)} f(\tau, x(\tau)) d \tau\right) d s\right] \mid \\
\leq & \left\lvert\, \int_{0}^{t_{1}}\left(e^{-k\left(t_{2}-s\right)}-e^{-k\left(t_{1}-s\right)}\right)\left(\int_{0}^{s} \frac{(s-u)^{\alpha-2}}{\Gamma(\alpha-1)} \psi(r) \phi(u) d u\right) d s\right. \\
& \left.+\int_{t_{1}}^{t_{2}} e^{-k\left(t_{2}-s\right)}\left(\int_{0}^{s} \frac{(s-u)^{\alpha-2}}{\Gamma(\alpha-1)} \psi(r) \phi(u) d u\right) d s \right\rvert\, \\
& +\left\lvert\, \frac{k\left(t_{2}-t_{1}\right)+e^{-k t_{2}}-e^{-k t_{1}}}{\Delta}\left[a \int_{0}^{\eta} \frac{(\eta-s)^{\beta-1}}{\Gamma(\beta)}\right.\right. \\
& \times\left(\int_{0}^{s} e^{-k(s-m)}\left(\int_{0}^{m} \frac{(m-\tau)^{\alpha-2}}{\Gamma(\alpha-1)} \psi(r) \phi(\tau) d \tau\right) d m\right) d s \\
& \left.-\int_{0}^{\zeta} e^{-k(\zeta-s)}\left(\int_{0}^{s} \frac{(s-\tau)^{\alpha-2}}{\Gamma(\alpha-1)} \psi(r) \phi(\tau) d \tau\right) d s\right] \mid
\end{aligned}
$$

Obviously, the right-hand side of the above inequality tends to zero independently of $x \in$ $\mathcal{B}_{r}$ as $t_{2}-t_{1} \rightarrow 0$. As $\mathcal{S}$ satisfies the above assumptions, therefore it follows by the ArzeláAscoli theorem that $\mathcal{S}: \mathcal{C} \rightarrow \mathcal{C}$ is completely continuous.

The result will follow from the Leray-Schauder nonlinear alternative (Lemma 3.6) once we have proved the boundedness of the set of all solutions to equations $x=\lambda \mathcal{S} x$ for $\lambda \in$ $[0,1]$.

Let $x$ be a solution. Then, for $t \in[0,1]$, and using the computations employed in proving that $\mathcal{S}$ is bounded, we have

$$
\begin{aligned}
|x(t)| & =|\lambda(\mathcal{S} x)(t)| \\
& \leq \psi(\|x\|)\|\phi\|\left\{p\left[\frac{|a| \eta^{\alpha+\beta-1}}{k^{2} \Gamma(\alpha) \Gamma(\beta)}\left(k \eta+e^{-k \eta}-1\right)+\frac{\zeta^{\alpha-1}\left(1-e^{-k \zeta}\right)}{k \Gamma(\alpha)}\right]+\frac{1-e^{-k}}{k \Gamma(\alpha)}\right\} \\
& =\psi(\|x\|)\|\phi\| \Lambda .
\end{aligned}
$$

Consequently, we have

$$
\frac{\|x\|}{\psi(\|x\|)\|\phi\| \Lambda} \leq 1
$$

In view of $\left(\mathrm{H}_{4}\right)$, there exists $M$ such that $\|x\| \neq M$. Let us set

$$
U=\{x \in C([0,1], \mathbb{R}):\|x\|<M\} .
$$

Note that the operator $\mathcal{S}: \bar{U} \rightarrow C([0,1], \mathbb{R})$ is continuous and completely continuous. From the choice of $U$, there is no $x \in \partial U$ such that $x=\lambda \mathcal{S}(x)$ for some $\lambda \in(0,1)$. Consequently, by the nonlinear alternative of Leray-Schauder type (Lemma 3.6), we deduce that $\mathcal{S}$ has a fixed point $x \in \bar{U}$ which is a solution of problem (1.1)-(1.2). This completes the proof.

## 4 Examples

The following example is concerned with the illustration of Theorem 3.2.

Example 4.1 Consider the problem

$$
\left\{\begin{array}{l}
{ }^{\mathrm{c}} D^{3 / 2}(D+2) x(t)=\frac{L}{2}\left(\sqrt{t^{2}+1}+\sin t+x(t)+\tan ^{-1} x(t)\right), \quad 0 \leq t \leq 1,  \tag{4.1}\\
x(0)=0, \quad x^{\prime}(0)=0, \quad x(1 / 2)=\int_{0}^{1 / 3} x(s) d s
\end{array}\right.
$$

Here, $\alpha=5 / 2, f(t, x(t))=\frac{L}{2}\left(\sqrt{t^{2}+1}+\sin t+x(t)+\tan ^{-1} x(t)\right), k=2, a=1, \eta=1 / 3, \zeta=1 / 2$, $\beta=1$. Clearly

$$
|f(t, x)-f(t, y)| \leq L\left|x-y+\tan ^{-1} x-\tan ^{-1} y\right| / 2 \leq L|x-y| .
$$

With the given values, we find that $\Delta \approx 0.346810, p \approx 3.273652, \Lambda \approx 0.607518$. For $L<$ $1 / \Lambda \approx 1.646042$, it follows by Theorem 3.2 that problem (4.1) has a unique solution.

Next, we discuss an illustrative example for Theorem 3.7.

Example 4.2 Let us consider problem (4.1) with $f(t, x(t))=\frac{e^{-t}}{4 \sqrt{1+t^{2}}}\left(x^{2}+1\right)$.
We check the conditions of Theorem 3.7. Clearly assumption $\left(\mathrm{H}_{3}\right)$ holds with $\|\phi\|=$ $1 / 4, \psi(\|x\|)=1+\|x\|^{2}$; and by assumption $\left(\mathrm{H}_{4}\right)$ we find that $M_{1}<M<M_{2}$, where $M_{1} \approx$ 0.155555 and $M_{2} \approx 6.4286125$. Thus the conclusion of Theorem 3.7 applies, and hence problem (4.1) with the given value of $f(t, x(t))$ has a solution on $[0,1]$.

## 5 Conclusions

We have obtained some existence results for a boundary value problem of Caputo type sequential fractional differential equations with nonlocal Riemann-Liouville fractional integral boundary conditions with the aid of Banach's contraction mapping principle, Krasnoselskii's fixed point theorem and nonlinear alternative of Leray-Schauder type. We observe that some new special results follow by fixing the parameters involved in the given problem. For instance, if we choose $\beta=1$, then the results of this paper correspond to a Caputo type sequential fractional differential equation with the boundary conditions of the form $x(0)=0, x^{\prime}(0)=0, x(\zeta)=a \int_{0}^{\eta} x(s) d s$. Further, in the limit $a \rightarrow 0^{+}$, we obtain the results for the boundary conditions $x(0)=0, x^{\prime}(0)=0, x(\zeta)=0$.
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