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ABSTRACT Device-to-Device (D2D) communication with caching technology has emerged as a promising

technique for offloading the traffic and boosting the throughput of the fifth generation (5G) cellular networks.

The combined impact of cache memory size of user equipments (UEs) and content sizes, which are two

crucial factors in D2D-assisted caching networks, were usually ignored in the existing researches. In

this paper, an optimization algorithm is proposed to maximize the cache hit probability and cache-aided

throughput, with the consideration of various cache memory sizes of UEs and content sizes. Firstly, users

are grouped according to the cache memory sizes and the content sizes. Then the general mathematical

expressions for the optimization of cache hit probability and cache-aided throughput with the constraints of

cache memory sizes and content sizes are obtained. Subsequently, a Packet Cache Strategy (PCS) algorithm

is proposed to obtain the caching probability matrix with the maximum cache hit probability and cache-aided

throughout by taking user caching probability of a file as a variable. Finally, numerical results show that the

sizes of the requested files affect the caching willingness of users, and the proposed PCS can achieve the

highest cache hit probability and the best cache-aided throughput comparingwith two other existingmethods.

INDEX TERMS D2D-assisted caching, cache hit probability, cache-aid throughput, file size, memory size.

I. INTRODUCTION

With the rapid explosion of data volumes and content diver-

sities, data traffics are increasingly concentrated to hotspot

[1]. For limited network capacity and conventional routing

protocols, the wireless network is getting congested, espe-

cially in the network peak time. Device-to-Device (D2D)

communication is proposed to offload the traffic and boost

the throughput of cellular networks [2]. D2D-assisted caching

networks, which take both advantages of caching and D2D

communication technologies, have attracted much interests

recently [3]. When the requested contents are stored in local

caches, UEs can obtain contents directly from nearby UEs

instead of the Base Station (BS) in the D2D-assisted caching

networks [4]. It has been proven that effective caching of

popular contents can significantly reduce the mobile traffic,

The associate editor coordinating the review of this manuscript and

approving it for publication was Jonathan Rodriguez .

ensuring the efficient and fast operation of communication

network [5].

Recently, to maximize the total offloading probability of

D2D system and reduce the burden of BS, an optimal caching

D2D scheme combining the video-file placement and deliv-

ery of caching D2D links is proposed for small-cell networks

in [6]. The scheme is that closed-form solutoins are derived

to solve the optimal caching problem according to the pop-

ularity of D2D system. Furthermore, [7] acted unmanned

aerial vehicles as small-cell base stations, which are both

equipped with caches to provide videos to mobile users in

some small cells at off-peak time, and proposed a comprehen-

sive framework for hyper-dense small-cell networks. [8] ana-

lyzed YouTube request characteristics as observed at an edge

network over a 20 month period, and proposed a workload

modelling approach suitable for content delivery applications

with ephemeral content. [9] investigated the effect of bursty

traffic on the throughput and the delay performance of a

wireless caching helper network, considered the case that user
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requesting for content is not located in its own cache and

characterized the performance of the network by throughput

and delay. [10] took advantage of a trade-off between video

quality and video diversity, and suggested a method to cache

videos of different qualities. Meanwhile, a node association

algorithm was proposed for coping with the collision that

several users request files from the same device at the same

time.

In this paper, content preference, which is considered as

different users’ desires for the same content, is modeled

by user request probability of a file. It can be defined that

the greater the probability, the more popular the content is.

Actually, the UEs’ cache memories sizes and the sizes of

the requested files will affect the user request probability of

files.

Even though researchers have revealed that UEs’ cache

memory size and the desired file size both affect the content

dissemination process, normalized content sizes and normal-

ized UEs’ capacities are generally assumed in the existing

literatures, and the content popularity is regarded as the only

main factor affecting user caching probability, thus ignoring

the combined impact of the above-mentioned two factors

constraints on the performance of D2D-assisted caching net-

works. For instance, [11] assumed that the cache memory

size of users and the size of the desired files are normalized

which simplifies the computation process to obtain the max-

imum cache hit probability and cache-aided throughput. In

[12], the author took account in the capacity restriction and

proposed a caching strategy by normalizing the file size to

maximize the cache hit probability. Moreover, many studies

considered a simple case in which the impact of content size

was neglected.

On consideration of the combined impact of both content

sizes and capacities restriction, we design a D2D-assisted

caching algorithm, in which UEs are classified into various

groups according to their cache memory sizes, and the con-

tents are grouped by sizes, then the user caching probability in

each group is optimized to maximize the cache hit probability

and cache-aided throughput. The main contributions of this

paper are outlined as follows.

• We propose a Packet Cache Strategy (PCS) algorithm

based on the capacities restriction and the desired con-

tent with different sizes to find out the optimal solu-

tion for the cache hit probability and the cache-aided

throughput.

• Numerical results show that the cache memory size

and the content size have impacts on the optimal cache

strategy, and the proposed PCS algorithm outperforms

two other existing schemes.

The rest of this paper is organized as follows. The system

model is described in Section II, and the optimization prob-

lem is formulated in Section III. In Section IV, we propose

the caching deployment algorithm. The numerical results and

analysis are presented in Section V. Finally, we conclude our

work in Section VI.

FIGURE 1. D2D caching network schematic under multiple cache memory
size.

II. SYSTEM MODEL

A. NETWORK MODEL

The system model of this paper is illustrated in Fig. 1. M1,

M2,M3 denote different cache memory sizes. Two offloading

methods are considered in the scenario. If a request UE with

cache memory sizeM1 can obtain the requested file Fip from

nearby UE (within D2D communication range R) with cache

memory sizeM3 in which the requested file has been cached,

the method is called as D2D-offloading. Otherwise, if the

requested file Fip has already been stored in its own cache

memories and the Fip can be obtained directly, the method is

called as self-offloading.

To the best of our knowledge, the memories of UEs in

our daily life are varied. Therefore, in the system model, U

kinds of different cache memory sizes are considered, and

the location distribution of all UEs follows homogeneous

Poisson Point Process (PPP) with intensity λ. Each UE has

cache memory sizeMu (U ∈ [1,U ]) with a proportion of mu ,

0 < mu < 1. Obviously,
∑U

u=1 mu = 1. Thus, the locations

of UEs with the cache memory size Mu can be modeled by

PPP 8d with intensity muλ.

As far as we know, several existing literatures focused

on the content popularity distribution. For example, [13]

studied the characteristics of media traffic and found that

the requested frequency of multimedia files follow Zipf-

like distribution. The distribution of web page requests is

studied in [14] which proved that the web page requests

approximately follow Zipf distribution. A large number of

data researches were made for popular video websites such

as YouTube in [15], [16]. The results also showed the

request distribution of a video file could approximately fol-

low the Zipf distribution. Assuming a finite content category

F = {Fi} = {F1,F2, · · · ,FN }, where Fi is the i-th most

popular file library, then the request probability of file library

Fi is

qi =
1

iγ
∑N

j=1 j
−γ

, (1)

where i presents popularity order, γ is a popularity parameter

which denotes the degree of concentration of popular content.
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FIGURE 2. Relationship between popularity order i and average file
size Dip.

Generally, there are more than one file with different sizes

in the same popularity order. Therefore, we give a range to

group the files by sizes, and the average value is taken as the

average size of files in the group. Consequently, the files can

be divided into multiple groups of different sizes in the same

popularity order.

Assuming that there are Pi(i ∈ [1,N ]) groups of files

with different sizes in the i-th popularity order, the average

file size of group p (p ∈ [1,Pi]) is Dip and the proportion

of files in group p to the total files is denoted by dip , 0 <

dip < 1. Then we have
∑Pi

p=1 dip = 1. As shown in Fig. 2,

we can divide the files into P groups, P = P1 + P2 +

· · · + PN . Thus, the file library in the i-th popularity order

can be subdivided into Fi = {fip} = {fi1, fi2, · · · , fiPi}, (i ∈

[1,N ]). We define the probability that the file fip is cached

by the user with memory size Mu is cuip (0 < cuip < 1).

The cache strategy for all UEs can be represented as A =[
cuip
]
U×N×[P1,P2,···PN ]

T . Moreover, The location distribution

of UEs with cache memory size Mu and caching file fip fol-

lows PPP with intensity muλcuip , each UE has the probability

ρ ∈ [0, 1] to request file fip. Therefore, the distributions

of potential transmitters follow homogeneous PPPs 8u
f with

intensity (1 − ρ) λcuip .

B. CACHE HIT PROBABILITY

When an active UE requests a file in F , the cache hit proba-

bility contains the following two parts:

• Self-request cache hit probability: the probability that

the requested file has been cached in its own memories.

• D2D cache hit probability: the probability that the

requested file is not cached in its own memories, but

in the devices within a certain D2D communication

distance R.

While the requested file cannot be found through

the above two methods, the file will be downloaded

from core network to the nearest base station through

backhaul. In this paper, we assume the cross-tier interference

between D2D and cellular communications does not

exist [11].

III. PROBLEM FORMULATION

Based on the system model in Section II, we consider

cache hit probability and cache-aided throughput as the main

performance metrics. It is worth noticing that finding the

requested file in its own cache memories and the impact of

different file sizes on caching willingness of users in the

cache-related performance study are both often ignored in the

literatures [17], [18], and this is the main innovation of this

paper.

The cache hit probability includes two parts, namely,

self-request cache hit probability and D2D cache hit

probability. Details of each part are given as follows:

1) SELF-REQUEST CACHE HIT PROBABILITY

If the request probability of the i-th popular files follows Zipf

distribution and the request probability of file library Fi is qi ,

the request probability of file fip is qi ·dip . Moreover, the self-

request cache hit probability of UEs with cache memory size

Mu and requesting file fip can be expressed as muqidipcuip .

Therefore, the self-request cache hit probability of a random

user requesting random files is given as

phit,self =

U∑

u=1

mu

N∑

i=1

qi

Pi∑

p=1

dipcuip . (2)

2) D2D CACHE HIT PROBABILITY

D2D cache hit probability mainly depends on the popularity

degree of the files in the coverage area of D2D communi-

cation [19]. According to the Poisson distribution formula,

the probability of the file fip being found in the range of D2D

communication radius R can be obtained as

pd2dhit,fip
= 1 − exp


−

U∑

u=1

N∑

i=1

P
i∑

p=1

πR2 (1 − ρ)muλcuip


 .

(3)

The probability that one UE with cache memory

size Mu requests file fip which is not cached in

its own memories, is muqidip
(
1 − cuip

)
. Thus, D2D

cache hit probability can be presented as p
hit,d2d

=∑U
u=1

∑N
i=1

∑Pi
p=1 qimudip

(
1 − cuip

)
pd2dhit,fip

. Combining with

(3), we have

p
hit,d2d

=

U∑

u=1

mu

N∑

i=1

qi

Pi∑

p=1

dip
(
1 − cuip

)

·


1 − exp


−

U∑

u=1

N∑

i=1

Pi∑

p=1

(1 − ρ)muλcuip




 . (4)
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Thus, the total cache hit probability phit = phit,self + p
hit,d2d

can be obtained as

phit =

U∑

u=1

mu

N∑

i=1

qi

Pi∑

p=1

dipcuip +

U∑

u=1

mu

N∑

i=1

qi

Pi∑

p=1

dip

·
(
1 − cuip

)

1 − exp


−

U∑

u=1

N∑

i=1

Pi∑

p=1

bucuip




, (5)

where bu = πR2 (1 − ρ)muλ. In order to distinguish vari-

ables u, i, p in coefficients and exponents, we replace the

variables u, i, p with j, n, l, thus

phit =

U∑

j=1

mj

N∑

n=1

qn

Pn∑

l=1

dnl cjnl +

U∑

u=1

mj

N∑

i=1

qn

Pi∑

p=1

dnl

·
(
1 − cjnl

) (
1 − egu

)

=

U∑

j=1

mj

N∑

N=1

qn

Pn∑

l=1

dnl
(
1 − egu + cjnl e

gu
)

= 1 +

U∑

j=1

mj

N∑

n=1

qn

Pn∑

l=1

egudnl
(
cjnl − 1

)
, (6)

where gu =
∑U

u=1

∑N
i=1

∑Pi
p=1 bucuip .

After simplification, the total cache hit probability is

obtained as

phit = 1 +

U∑

j=1

mj

N∑

n=1

qn

Pn∑

l=1

egu dnl
(
cjnl − 1

)
. (7)

A. CACHE-AIDED THROUGHPUT

Cache-aided throughput is one of the most important indi-

cators to measure D2D caching network performances [19].

Unlike the traditional cache-aided throughput, the average

number of requests that can be successfully and simulta-

neously handled by local caches per unit area is studied

in [20].

Assuming that the transmission time of each file is the

same and the impact of transmission time on cache-aided

throughput is negligible [21]. In the case of self-request,

UE caches the requested file itself, so the probability of

finding requested file is 1. Meanwhile, ignoring the influence

of channel interference and channel fading, the probability of

obtaining files from their own caches and being transmitted is

also set as 1. Moreover, in the case of D2D communication,

the successful transmission probability of the requested file

depends on the received Signal to Interference plus Noise

Ratio (SINR) [22]. Therefore, the cache-aided throughput can

be presented as

T =

U∑

u=1

ρmuλ

U∑

u=1

N∑

i=1

Pi∑

p=1

qidnl cuip · 1 · 1

+

U∑

u=1

ρmuλ

U∑

u=1

N∑

i=1

Pi∑

p=1

qidip
(
1 − cuip

)

· pd2dhit,fip
· psucd2d,fip

, (8)

where ρmuλ is the density of UE with cache memory sizeMu

per unit area, that is, it is the total average number of UEs

with cache memory size Mu in per unit area. psucd2d,fip
is the

successful probability of file fip being transmitted via D2D

communication. qidip is defined as the probability of the file

being requested in the i-th popularity order with Dip memory

size.

Based on the self-request cache hit probability in (2) and

the D2D cache hit probability in (4), (8) can be simplified

as

T = ρλ

U∑

u=1

N∑

i=1

Pi∑

p=1

muqidnl cuip

+ ρλ

U∑

u=1

N∑

i=1

Pi∑

p=1

muqidip
(
1 − cuip

)
· pd2dhit,fip

· psucd2d,fip

= ρλ

(
phit,self · 1 + p

hit,d2d
· psucd2d,fip

)
. (9)

In this paper, we denote SINR received by user r as SINRr ,

which can be obtained by

SINRr =
P̃d
∣∣hr,r

∣∣2 s−α
fip

σ 2 +
∑

t∈8hit
t \{r} P̃d

∣∣ht,r
∣∣2 s−α

t,r

, (10)

where P̃d refers to the UE’s transmission power, ht,r
denotes the small-scale channel fading from transmitter t to

receiver r , which follows the Rayleigh fading with mean of 1.

st,r denotes the distance from transmitter t to receiver r . sfip
is the closest distance from the potential transmitters with

file fip to the request UE. σ
2 is the background thermal noise

power. The distribution of transmitter location in the case of

D2D cache hit approximately follows PPP8hit
t with intensity

λt = ρmuλphit,d2d .

For a given SINR target ε of successful D2D transmis-

sion, the success probability of D2D transmission is given

by

psucd2d,fip

= P


 P̃d

∣∣hr,r
∣∣2s−α

fip

σ 2 +
∑

t∈8hit
t \{r} P̃d

∣∣ht,r
∣∣2s−α

t,r

> ε




= P


∣∣hr,r

∣∣2 >
εsαfip

P̃d


σ 2 +

∑

t∈8hit
t \{r}

P̃d
∣∣ht,r

∣∣2s−α
t,r






= P


∣∣hr,r

∣∣2 >
εsαfipσ

2

P̃d
+ εsαfip

∑

t∈8hit
t \{r}

∣∣ht,r
∣∣2s−α

t,r




= Esfip


exp


−

εsαfipσ
2

P̃d
− εsαfip

∑

t∈8hit
t \{r}

∣∣ht,r
∣∣2s−α

t,r






= Esfip

[
exp

(
−

εsαfipσ
2

P̃d

)
· LId

(
εsαfip

)]
, (11)
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where

LId

(
εsαfip

)
= exp


−εsαfip

∑

t∈8hit
t \{r}

∣∣ht,r
∣∣2s−α

t,r




=
∏

t∈8hit
t \{r}

exp
(
−εsαfip ·

∣∣ht,r
∣∣2s−α

t,r

)

= exp
(
−2πρmuλphit,d2d · I

)

= exp


−

πρmuλphit,d2d

sinc
(
2
α

) ·
(
εsαfip

) 2
α




= exp


−

πρmuλphit,d2d · s2fip · ε
2
α

sinc
(
2
α

)


 , (12)

and I =
∫∞

0

(
1 − exp

(
−εsαfip

∣∣ht,r
∣∣2r−α

))
rdr .

Substituting (12) into (11), we obtain the success probabil-

ity of D2D transmission as

psucd2d,fip =

∫ ∞

0

fsfip (r) · e
− εrασ2

P̃d
−

πρmu λr2ε
2
α p

hit,d2d

sinc
(
2
α

)

dr, (13)

where fsfip (r) is the probability density function (PDF) of

the distance sfip between the request UE and the requested

UE. fsfip (r) can be obtained by the corresponding probability

distribution function Fsfip (r).

Setting event A that the requested users are in the circle

which the request user is in the center, and R (maximum D2D

communication distance) is the radius. The event B is that

the requested users with file fip locate in the circle, which

the request user is in the center, and r (the shortest distance

between the receiver and the transmitter) is the radius, r < R.

According to conditional probability, we have

Fsfip (r) = P (B|A) =
P (B)

P (A)
. (14)

Let S(R) =

(
−

U∑
u=1

N∑
i=1

Pi∑
p=1

πR2 (1 − ρ)muλcuip

)
. Then,

we have P (A) = 1 − S(R), P (B) = 1 − S(r). Substituting

P (A) and P (B) into (14), the probability distribution function

can be rewritten as

Fsfip (r) =





1 − e
−

U∑
u=1

N∑
i=1

Pi∑
p=1

πr2(1−ρ)muλcuip

1 − e
−

U∑
u=1

N∑
i=1

Pi∑
p=1

πR2(1−ρ)muλcuip

, if r ≤ R

0, otherwise

(15)

The corresponding PDF is given by

fsfip (r) = Fsfip
′ (r)

=





U∑
u=1

N∑
i=1

Pi∑
p=1

2πr(1−ρ)muλcuipe
−gu

1−e−gu
, if r ≤ R

0, otherwise

(16)

IV. SOLUTION ANALYSIS FOR PACKET

CACHING STRATEGY

In this section, we propose a Packet Caching Strategy (PCS)

algorithm and study the optimal caching probability by maxi-

mizing the cache hit probability and cache-aided throughput.

A. CACHE HIT PROBABILITY

The aim of this part is to discuss the value of cuip ,

which is the probability of UEs with cache memory size

Mu and caching file fip in the 3-dimensional (3D) matrix

A =
[
cuip
]
U×N×[P1,P2,···PN ]

T . The cache hit probability is

given by (7), accordingly, the optimization problem can be

expressed as

P1 : max
A

phit = 1 +

U∑

j=1

mj

N∑

n=1

qn

Pn∑

l=1

dnl
(
cjnl − 1

)
e−gu .

s.t.

N∑

i=1

Pi∑

p=1

cuip · Dip ≤ Mu, u ∈ [1,U ] ,

0 ≤ cuip ≤ 1. (17)

wherein, the constraint conditions mean that the total average

size of caching files cannot exceed the UEs’ cache memory

size.

In the 3D matrix A =
[
cuip
]
U×N×[P1,P2,···PN ]

T , assuming

that all the caching probabilities cjnl (j ∈ [1,U ] , j 6= u, n ∈

[1,N ] , n 6= i, l ∈ [1, 2, · · ·Pn] , l 6= p) are constant except

the variable cuip . Thus, equation (7) can be rewritten as

phit = 1 + mudipqi
(
cuip − 1

)
e−gu

︸ ︷︷ ︸
(i).j=u,n=i,l=p

+ mu

Pi∑

l=1,l 6=p

dilqi
(
cuil − 1

)
e−gu

︸ ︷︷ ︸
(ii).j=u,n=i,l 6=p

+ mu

N∑

n=1,n 6=i

qn

Pn∑

p=1

dnp
(
cunp − 1

)
e−gu

︸ ︷︷ ︸
(iii).j=u,n 6=i

+

U∑

j=1,j 6=u

mj

N∑

n=1

qn

Pn∑

l=1

dnl
(
cjnp − 1

)
e−gu

︸ ︷︷ ︸
(iv).j 6=u

. (18)

Firstly, the solvability of problem P1 is revealed by

Lemma 1. Then, we apply the relaxation variable µu

(u ∈ 1,U ) in Karush-Kuhn-Tucher (KKT) conditions to find

out the optimal result, the corresponding solution process of

relaxation variable is given in Corollary 1. Finally, based on

Lambert W Function, the general expression of the optimal

caching probability ĉuip is summarized in Corollary 2.

Lemma 1: When u ∈ [1,U ], i ∈ [1,N ], p ∈ [1,Pi],

the cache hit probability phit has the maximum value on the

UE’s caching probability cuip , that is,
∂2p

hit

∂c
uip

2 < 0.

Proof: Refer to Appendix A for the detailed proof.
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To find the optimal solution, we utilize Lemma 1 to

prove the solvability of the optimization problem P1. As

AppendixA shows, the optimization function phit is a concave

function about cuip , that is, the function phit exists a maximum

value. Thus, problem P1 can be rewritten as

min
A

phit = −1 −

U∑

j=1

mj

N∑

n=1

qn

Pn∑

l=1

dnl
(
cjnl − 1

)
e−gu

s.t.

N∑

i=1

Pi∑

p=1

cuip · Dip ≤ Mu, u ∈ [1,U ] ,

0 ≤ cuip ≤ 1. (19)

Considering relaxation variable µu ( u ∈ [1,U ] ),

the Lagrange function of (19) is as follows

L (A, µ) = −1 −

U∑

j=1

mj

N∑

n=1

qn

Pn∑

l=1

dnp
(
cjnl − 1

)
e−gu

+

U∑

k=1

µk




N∑

i=1

Pi∑

p=1

ckip · Dip −Mk


. (20)

Meanwhile, according to KKT, the following condi-

tions must be satisfied to solve the above optimization

problem.





δL (A, µ)

δcuip
= 0, (22.i)

µk ≥ 0, k ∈ [1,U ] , (21.ii)

U∑

k=1

µk




N∑

i=1

Pi∑

p=1

ckip · Dip −Mk


 = 0, (22.iii)

(21)

where (21.i) denotes a necessary condition for acquir-

ing extreme value by Lagrange function. (21.ii) is the

coefficient constraints. (21.iii) denotes the constraint con-

dition to guarantee the establishment of the equation.

The solution of the optimization problem is obtained by

condition (21.i).

Furthermore, proof of Lemma 1 leads to the following two

corollaries.

Corollary 1: When u ∈ [1,U ], the relaxation variable µu

of Lagrange function to solve the optimization problems can

be given as

µu =
e
−g

j

N∑
i=1

Pi∑
p=1

Dip


a− bu

U∑

j=1

N∑

n=1

Pn∑

l=1

mjqndnl
(
1 − cjnl

)

 ,

(22)

where a = mudipqi , gj =
∑U

j=1

∑N
n=1

∑Pi
l=1 bjcjnl , bj =

πR2 (1 − ρ)mjλ is the average number of all UEs in the circle

which the request user with cache memory size Mj is in the

center and R is the radius.

Proof: Refer to Appendix B for the detailed proof.

According to Corollary 1, we can find the highest cache hit

probability by relaxation variable.

Corollary 2: If the relaxation variable µu ( u ∈ [1,U ]) is

determined, the solution of problem P1 can be achieved by

Lambert W Function. Thus, we have

ĉuip =
dipqi

⌢

b

bmbu
+

⌢

b

bu
−

W




µu

N∑
i=1

Pi∑
p=1

Dip
⌢

b

mubm
e


 dip qi

⌢
b

bm
+

⌢

b






bu

−

Pi∑

l=1,l 6=p

cuil − χ, (23)

where bm =
U∑
j=1

N∑
n=1

Pn∑
l=1

bjqndnl ,
⌢

b =
U∑
j=1

bj =

U∑
j=1

πR2 (1 − ρ)mjλ, W () is Lambert W Function, χ =

N∑
n=1,n 6=i

Pn∑
l=1

cunl +
U∑

j=1,j 6=u

N∑
n=1

Pn∑
l=1

b
j

bu
cjnl .

Proof: Refer to Appendix C for the detailed proof.

In Corollary 2, the optimal caching probability ĉuip can be

obtained. Based on the general expression of ĉuip which is the

probability of UE with cache memory size Mu and caching

file fip. Thus, the optimal user caching probability of the rest

UEs can be obtained.

B. CACHE-AIDED THROUGHPUT

Similar to the study of the optimal cache hit probabil-

ity, the UE caching probability cuip is an unknown vari-

able, the cache strategy A =
[
cuip
]
U×N×[P1,P2,···PN ]

T is

also discussed to maximize the cache-aided throughput. The

optimization problem can be given as follows:

P2:

max
A

T =

U∑

u=1

ρmuλ

U∑

u=1

N∑

i=1

Pi∑

p=1

qidipcuip · 1 · 1

+

U∑

u=1

ρmuλ

U∑

u=1

N∑

i=1

Pi∑

p=1

qidip
(
1 − cuip

)
·pd2dhit,fip

·psucd2d,fip

s.t.

N∑

i=1

Pi∑

p=1

cuip · Dip ≤ Mu, u ∈ [1,U ] ,

0 ≤ cuip ≤ 1. (24)

The calculating process of D2D successful transmission

probability in the section III is particularly complex and hard

to simulate, in order to simplify the process, the result of (11)

is estimated by (25).

Ex

[
exp

(
−axb

)]
≈ exp

[
−aE

[
x2
] b
2

]
. (25)
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Lemma 2: The cache-aided throughput can be simplified

by (25) as

T =

U∑

u=1

ρmuλ

U∑

u=1

N∑

i=1

Pi∑

p=1

qidipcuip

+

U∑

u=1

ρmuλ

U∑

u=1

N∑

i=1

Pi∑

p=1

qidip
(
1 − cuip

)

· pd2dhit,fip
· p̂sucd2d,fip, (26)

where p̂sucd2d,fip is the probability of the estimated D2D suc-

cessful transmission, which is obtained as:

p̂sucd2d,fip ≈ e


−

εE

[
s2
fip

] α
2 σ2

P̃d
−

πρmu λp
hit,d2d ·E

[
s2
fip

]
·ε

2
α

sinc
(
2
α

)




,
(27)

where E
[
s2fip

]
is the result of simplification combining with

the PDF in (16), which is calculated as

E

[
s2fip

]
=
R2 · e−gu

1 − e−gu
−
R2

gu
. (28)

Proof: Refer to Appendix D for the detailed proof.

From Lemma 2, the complex expression of cache-aided

throughput T is simplified, which is used to solve problem

P2. And the proof of Lemma 2 is also carried out by KKT

conditions and Lambert W Function, which is similar to the

proof in the Lemma 1, Corollary 1 and Corollary 2. Details

are omitted for brevity.

According to the simplification results of T , it can be found

that the unit area throughput in the specified area is affected

by the UE distribution density λ and the probability qi that UE

requests the i-th order popular files Fi. We can infer that the

greater λ, the more distribution density the UE is, which will

lead the greater the throughput per unit area. The greater qi,

the higher probability of Fi being requested is and the greater

throughput per unit area is.

The algorithm of Problem P1 and Problem P2 is given

above.

V. NUMERICAL RESULTS

In this section, we make simulations to evaluate the impact

of the cache memory size constraint and the requested file

size on the caching performance. We consider a single cell

scenario where UEs density λ of each group is set to be 10−3

per m2. The D2D communication range is R = 10 m.

A. CACHE HIT PROBABILITY

Assuming that the caching network hasU = 2 different cache

memory size Mu (u ∈ [1,U ]), where M1 = 1, M2 = 2.

UEs request a random file in F with probability ρ = 0.5.

In the file library F , there are N = 2 popularity orders.

The 1-st order popular content library F1 is divided into

P1 = 2 groups, and the size matrix is D1p = [1, 2], whose

corresponding proportion is d1p = [0.5, 0.5]. The 2-nd order

popular content library F2 is divided into P2 = 3 groups,

Algorithm 1 Implementation algorithm of PCs

1: Initialization: Set the number of different UE cache

memoryU and their corresponding sizeMu (u ∈ [1,U ]),

the total file popularity order N and the size of each file

Sic (i ∈ [1,N ], c refers to the number of files at i-th

popularity order), D2D communication radius R, Poisson

distribution intensity λ, user request probability of a file

ρ, background thermal noise power σ 2, etc.

Set initial caching strategy matrix A =[
cuip
]
U×N×[P1,P2,···PN ]

T , (0 < cuip < 1).

2: Grouping: Grouping all files of each popularity order by

the size, get the number of the groups Pi and the average

file size of each group Dip(p ∈ [1,Pi]). i.e., the 1st order

popularity files can be divided into P1 groups at intervals

of 10M, the average file size of each group is D1p(p ∈

[1,P1]).

3: Optimization: Matching the dimension of the matrix by

adding zero.

4: flag = 1;

5: while flag == 1 do

6: for u = 1 : U do

7: for i = 1 : N do

8: for p = 1 : Pi (i)max do

9: Using KKT conditions and Lambert W Func-

tion to calculate the UE caching probability ĉuip
as (23).

10: if cuip==0 then

11: Restraining the corresponding element of

the optimal cache strategy matrix ĉuip=0.

12: end if

13: Update matrix A and get the new matrix A*.

14: end for

15: end for

16: end for

17: if A*==A then

18: flag=0;

19: end if

20: end while

21: Calculating the best cache hit probability phit,max accord-

ing to (20)

22: Calculating the cache-aided throughput T according to

(26)

and the size is D2p = [1, 2, 3], whose corresponding

proportion is d2p = [1/3, 1/3, 1/3]. The aforementioned

assumptions are referred to as initial hypothesis (IH).

In Fig. 3, the numerical and convergence of the optimal

cache hit probability are compared between value init A0 =

{0.5}2×2×[2,3]T and zero init A0 =
{
10−3

}
2×2×[2,3]T

. It

is obvious that two initial strategies have no effect on the

optimal cache hit probability and its convergence under the

same caching network. Moreover, three different caching

networks settings are given in Fig. 3, in which the points of

the pentagram denote IH. Compared with the IH, the UEs in
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FIGURE 3. Impact of initial layout scheme on convergence of PCS.

TABLE 1. Optimal cache strategy for IH.

the second caching network (noted by triangle) have larger

cache memory sizes. However, in the third caching network

(noted by circular), popular file size is larger. In the above

three caching networks, the second caching network has the

highest cache hit probability while the third caching network

is the lowest. Therefore, it can be obtained that UEs with

larger cache memory sizes have higher cache hit probability,

and the size of file will also affect the caching intention of

UEs, that is, compared to more popular but larger size files,

the users may prefer to the smaller size but less popular ones.

Furthermore, we can obtain the optimal cache strategy A

corresponding to the maximum cache hit probability. Taking

the IH condition as an example, the optimal caching strategy

is given in TABLE 1, where the rank denotes the popularity

order and the column denotes file group. Moreover, if the

caching probability of the initial strategy is set to be 0, it indi-

cates that the file does not exist. From the strategy, we can

prioritize caching more desired contents, to maximize the use

of limited cache memory size.

We compare the proposed caching strategy with two other

exsiting ones as follows:

(1) Packet Caching Strategy (PCS), which is the proposed

strategy, is to consider the combined impact of different

UE cache memory sizes and requested file sizes.

(2) Separate Cache Placement (SCP), is the strategy that the

users are assumed to have equal cache memory size and

the requested file sizes are normalized [11].

(3) Joint Cache Placement (JCP), is the strategy that the

different UE cache memory sizes are considered, but the

requested file sizes are normalized [12].

In Fig. 4, Fig. 5, Fig. 6 and Fig. 7, four effecting

parameters (the content popularity parameter γ , user request

FIGURE 4. Impact of content popularity parameter γ on cache hit
probability.

FIGURE 5. Impact of user request probability of a file ρ on cache hit
probability.

FIGURE 6. Impact of D2D communication radius R on cache hit
probability.

probability ρ of a file, D2D communication radius R and

the user distribution density λ) of the cache hit probability

are studied, separately. The same color denotes the same
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FIGURE 7. Impact of user distribution density λ on cache hit probability.

caching network, different point shapes represent different

cache strategies. Fig. 4 shows the impact of popularity param-

eter γ on phit,max . From Fig. 4, we can observe that SCP

and JCP have an obvious upward trend while the content

popularity parameter γ increases. However, PCS is relatively

flat. Comparing PCS with JCP, we know that the growth

rate of PCS is obviously lower than that of JCP when the

probability qi of the i-th order popular files being requested

increases, that is, the requested file size may prevent the

increase of cache hit probability. With the normalization of

file size, that is, the file size is small and the same, the more

popular the content is, the more users will request. While the

file size is large, the users have to concern about whether if

their cache memory size can support, not always more users

will cache more popular files. The cache hit probability may

almost the same while the file size is too large for the cache

memory size, even though the file is the most popular of

all. This proves again that the larger the requested file size,

the lower the cache hit probability is.

In Fig. 5, all curves show that the optimal cache hit proba-

bility decreases as user request probability of a file increases.

User request probability of a file can also be understood as the

proportion of request users to all users in the caching network.

When the number of request users increases, the number of

potential D2D transmitters in the network decreases. There-

fore, some UEs cannot make full use of adjacent resources,

only rely on the files cached by their own memories, this

will lead the fact that the cache hit probability of the system

become relatively reduced. In addition, the curve of PCS and

JCP is closer, while their interval increases as ρ increases.

This is because the file size is normalized in JCP algorithm

and request probability of each popularity order represents

that of a file. Under the same number of files, user request

probability of a file in JCP is relatively low so that the caching

probability of file is also reduced. Compared with PCS, when

the proportion of request UEs increases, the probability of

request UEs obtaining a file is also reduced. Thus, the caching

strategy PCS proposed in this paper has a higher cache hit

probability.

FIGURE 8. Impact of user distribution density λ on cache-aided
throughput.

In Fig. 6, the cache hit probability affected by different

D2D communication radius is analyzed. In SCP, each pop-

ularity order corresponds to a file of size 1, we called it

file library in this paper, while PCS supposes few files of

different sizes with the same popularity order. That means,

within a certain popularity order, PCS considers more files

in the system, which is closer to reality. That is why PCS

is superior to SCP. With the expansion of communication

distance, more devices are included, then the possibility of

finding the requested file also increases.

In Fig. 7, the number of users become dense in the D2D

networks when the distribution density λ increases, more

UEs can provide D2D services for nearby UEs, which leads

the increase of the cache hit probability. Compared with the

other two existing strategy, PCS still has the highest cache

hit probability, which also demonstrates the effectiveness of

PCS.

B. CACHE-AIDED THROUGHPUT

In this section, we mainly study the impact of UE distribution

density λ and the probability of UE requesting the i-th order

popular file library qi on cache-aided throughput. Set UE

transmission power P̃d = 0.1 mW, the background noise

power σ 2 = −140 dB and the target SINR of successful D2D

transmissions ε = 0 dB.

In Fig. 8, the cache-aided throughput T increases as user

distribution density λ increases when γ is constant, which

indicates that the number of D2D successful transmission

per unit area increases in the intensive environment. The

reason is that the distances of UEs are relatively shorter in

the intensive environment, the probability of D2D successful

transmission is higher, and hence the cache-aided throughput

also increases. In addition, if λ is constant, the higher the user

request probability of a file, the higher the D2D cache hit

probability is, the probability of successful D2D transmission

increases, and hence the cache-aided throughput increases.

Compared with JCP, when λ = 0.2 and λ = 0.6, PCS

performs better in the cache-aided throughput, while λ = 1.5,

VOLUME 8, 2020 52767



Y. Lin et al.: On Consideration of Content and Memory Sizes in 5G D2D-Assisted Caching Networks

FIGURE 9. Impact of D2D communication radius R on cache-aided
throughput.

PCS cannot be better than JCP. The reason is that JCP set

the file size as 1, and set the users memory size unequal and

lager than 1, that means, in density environment, when file

become more popular, the cache hit probability will highly

increase, which leads the increase of the cache-aided through-

put. To some extent, that is unreasonable. In PCS, though in

the density environment, and the file is much more popular,

the cache hit probability is still limited by the combine effect

of file size and cache memory size.

Fig. 9 shows the impact of D2D communication radius

R and the proportion of request UEs ρ on cache-aided

throughput. From Fig. 9, a higher cache-aided throughput

can be obtained in the environment of more request users.

The reason is that, when the request users increase, more

files will be requested, so that the cache-aided throughput

will also increase. when the proportion of request users is

fixed, the cache-aided throughput decreases with the increase

of D2D communication distance. Because of the effect of

interference and fading of signals, some requests cannot be

successfully and simultaneously handled by local caches.

Although the requested content has been cached in the net-

work, the D2D connect is failed, which leads the cache-aided

throughput not as high as small-scale range.

VI. CONCLUSION

In this paper, we propose a cache algorithm PCS based

on different cache memory sizes and file sizes to maxi-

mize the cache hit probability and cache-aided throughput.

Users are grouped according to cache memory sizes and file

sizes, and the optimal caching strategy is solved by KKT

conditions, and the corresponding cache-aided throughput

is finally obtained. The superiority and effectiveness of the

algorithm PCS are verified by numerical simulation. Specif-

ically, the following insights are observed.

• The requested file size will affect the user’s willingness

to cache the file.

• In the intensive environment, more users cached popular

files, the probability that users find requested files from

nearby UEs is higher, that means D2D service will be

more popular.

• In areas of popular files, the willingness of users caching

files will increase, the cache hit probability and the

probability of D2D successful transmission will also

increase.

When the proposed caching algorithm is applied to themobile

scenario, a coupling effect caused by the interference and

fading of signals will be considered in the proposed strategy.

Besides, the coupling relationship between D2D in small-

cell networks collaborative caching and the combining effect

of file size and cache memory size is the focus of our next

research.

APPENDIXES

APPENDIX A

PROOF OF LEMMA 1

Considering (18), two order partial derivatives wich variable

cuip is conducted as follows

∂2phit

∂cuip
2

=
∂2phit,j=u,n=i,l=p

∂cuip
2

+
∂2phit,j=u,n=i,l 6=p

∂cuip
2

+
∂2phit,j=u,n 6=i

∂cuip
2

+
∂2phit,j6=u

∂cuip
2

. (A.1)

From (18), the first order partial derivative of cuip in (i) is

given as

∂phit,j=u,n=i,l=p

∂cuip
= mudipqie

−gu
(
1 − bucuip + bu

)
. (A.2)

The second order partial derivative of cuip in (i) is given as

∂2phit,j=u,l=p

∂cuip
2

= mudipqibue
−gu

(
1 − bucuip + bu

)

+mudipqie
−gu ·

(
−bu

)

= mudipqibue
−gu

(
−2 + bucuip − bu

)
. (A.3)

The positive and negative characteristics of (A.3) can be

judged as follows:

∵ bu = πR2 (1 − ρ)muλ > 0, 0 ≤ cuip ≤ 1

∴ bucuip ≤ bu

∴ −2 + bucuip − bu < 0

∵ mudipqibue
−gu > 0

∴

∂2phit,j=u,l=p

∂cuip
2

= mudipqibue
−gu

(
−2 + bucuip − bu

)
< 0.

(A.4)

The first order partial derivative of cuip in (18) (ii) is given

as

∂phit,j=u,n=i,l 6=p

∂cuip
=

Pi∑

l=1,l 6=p

mudilqi ·
(
−bu

)
·
(
cjil − 1

)
e−gu .

(A.5)
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The second order partial derivative of cuip in (18) (ii) is

given as

∂2phit,j=u,n=i,l 6=p

∂cuip
2

=

Pi∑

l=1,l 6=p

mudilqibu
2
(
cjil − 1

)
e−gu . (A.6)

The same as the analysis in (A.4), the positive and negative

characteristics of (A.6) can be obtained as

∂2phit,j=u,n=i,l 6=p

∂cuip
2

=

Pi∑

l=1,l 6=p

mudilqibu
2
(
cjil −1

)
e−gu <0. (A.7)

Similarly, the positive and negative characteristics of

the second order partial derivative of cuip in (18) (iii) and (iv)

can be observed, respectively.

For (iii) in (18):

∂phit,j=u,n6=i

∂cuip
= mu

N∑

n=1,n 6=i

qn

Pn∑

l=1

dnl ·
(
−bu

)
·
(
cunl − 1

)
e−gu .

(A.8)

∂2phit,j=u,n6=i

∂cuip
2

= mu

N∑

n=1,n 6=i

qn

Pn∑

l=1

dnlbu
2
(
cunl − 1

)
e−gu < 0.

(A.9)

For (iv) in (18):

∂phit,j6=u

∂cuip
=

U∑

j=1,j6=u

N∑

n=1

Pn∑

l=1

mudnlqn ·
(
−bu

)
·
(
cjnl − 1

)
e−gu .

(A.10)

∂2phit,j6=u

∂cuip
2

=

U∑

j=1,j6=u

N∑

n=1

Pn∑

l=1

mjqndnpbu
2
(
cjnl − 1

)
e−gu < 0.

(A.11)

Substituting (A.4), (A.7), (A.9), (A.11) into (A.1), we can

obtain that (A.1) is negative, that is,
∂2phit
∂cuip2

< 0.

APPENDIX B

PROOF OF COROLLARY 2

Assuming that cuip is an unknown variable, and the rest

caching probability cjnl (j ∈ [1, 2, · · ·U ], n ∈ [1, 2, · · ·N ],

l ∈ [1, 2, · · ·Pn]) are constants. Expanding (20), the follow-

ing equation is obtained.

L (A, µ) = −1 − mudipqi
(
cuip − 1

)
e−gu

︸ ︷︷ ︸
j=u,n=i,l=p

− mu

Pi∑

l=1,l 6=p

dilqi
(
cuil − 1

)
e−gu

︸ ︷︷ ︸
j=u,n=i,l 6=p

− mu

N∑

n=1,n 6=i

qn

Pn∑

p=1

dnp
(
cunp − 1

)
e−gu

︸ ︷︷ ︸
j=u,n 6=i

−

U∑

j=1,j 6=u

mj

N∑

n=1

qn

Pn∑

l=1

dnl
(
cjnp − 1

)
e−gu

︸ ︷︷ ︸
j 6=u

+

U∑

k=1

µk




N∑

i=1

Pi∑

p=1

ckip · Dip −Mk


. (B.1)

Let
δL(A,µ)

δc
uip

= 0:

δL (A, µ)

δcuip

=


−1 − mudipqi

(
cuip − 1

)
e−gu

︸ ︷︷ ︸
j=u,n=i,l=p




′

−



mu

Pi∑

l=1,l 6=p

dilqi
(
cuil − 1

)
e−gu

︸ ︷︷ ︸
j=u,n=i,l 6=p




′

−



mu

N∑

n=1,n 6=i

qn

Pn∑

p=1

dnp
(
cunp − 1

)
e−gu

︸ ︷︷ ︸
j=u,n 6=i




′

−




U∑

j=1,j 6=u

mj

N∑

n=1

qn

Pn∑

l=1

dnl
(
cjnp − 1

)
e−gu

︸ ︷︷ ︸
j 6=u




′

+


µu




N∑

i=1

Pi∑

p=1

cuip · Dip −Mu






′

+




U∑

k=1,k 6=u

µk




N∑

i=1

Pi∑

p=1

cuip · Dip −Mk






′

. (B.2)

Substituting (A.3), (A.6), (A.9), (A.11) into (B.2), we have

δL (A, µ)

δcuip

= −mudipqie
−gu

(
1 − bucuip + bu

)
︸ ︷︷ ︸

j=u,n=i,l=p

−

Pi∑

l=1,l 6=p

mudilqi ·
(
−bu

)
·
(
cjil − 1

)
e−gu

︸ ︷︷ ︸
j=u,n=i,l 6=p

− mu

N∑

n=1,n6=i

qn

Pn∑

l=1

dnl ·
(
−bu

)
·
(
cunl − 1

)
e−gu

︸ ︷︷ ︸
j=u,n 6=i
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−

U∑

j=1,j 6=u

N∑

n=1

Pn∑

l=1

mjdnlqn ·
(
−bu

)
·
(
cjnl − 1

)
e−gu

︸ ︷︷ ︸
j 6=u

+ µu

N∑

i=1

Pi∑

p=1

Dip

= −e−gu


υu −

U∑

j=1

N∑

n=1

Pn∑

l=1

(
−υjbucjnl + υjbu

)



+ µu

N∑

i=1

Pi∑

p=1

Dip

= −e−gu


υu − bu

U∑

j=1

N∑

n=1

Pn∑

l=1

mjqndnl
(
1 − cjnl

)



+ µu

N∑

i=1

Pi∑

p=1

Dip

= −e−x


mudipqi − bu

U∑

j=1

N∑

n=1

Pn∑

l=1

mjqndnl
(
1 − cjnl

)



+ µu

N∑

i=1

Pi∑

p=1

Dip, (B.3)

where υu = mudipqi , υj = mjdnlqn , x = −
U∑
j=1

N∑
n=1

Pn∑
l=1

bjcjnl .

∵

δL (A, µ)

δcuip
= 0

∴ −e−x


υu − bu

U∑

j=1

N∑

n=1

Pn∑

l=1

υj

(
1 − cjnl

)



+ µu

N∑

i=1

Pi∑

p=1

Dip = 0. (B.4)

∴ e−x


υu − bu

U∑

j=1

N∑

n=1

Pn∑

l=1

υj

(
1 − cjnl

)



= µu

N∑

i=1

Pi∑

p=1

Dip.

µu =
e−x

N∑
i=1

Pi∑
p=1

Dip


υu − bu

U∑

j=1

N∑

n=1

Pn∑

l=1

υu

(
1 − cjnl

)

 . (B.5)

Finally, the relaxation variable µu (u ∈ [1, 2, · · ·U ]) is

obtained in the similar way.

APPENDIX C

PROOF OF COROLLARY 3

Based on the assumptions in Appendix B, the optimal

caching probabilities can be obtained according to (B.5).

Expanding (B.5).

∵ bu = πR2 (1 − ρ)muλ

∴ µu =
bu

mu

mj = bj = πR2 (1 − ρ)mjλ. (C.1)

∴ µu =

exυu + ex

[
U∑
j=1

N∑
n=1

Pn∑
l=1

v−
U∑
j=1

N∑
n=1

Pn∑
l=1

vcjnl

]

N∑
i=1

Pi∑
p=1

Dip

.

(C.2)

where v = bjqndnl .

Let bm =
U∑
j=1

N∑
n=1

Pn∑
l=1

bjqndnl ,
⌢

b =
U∑
j=1

bj =

U∑
j=1

πR2 (1 − ρ)mjλ

∵

U∑

j=1

mj = 1

∴

⌢

b = πR2 (1 − ρ) λ. (C.3)

Substituting bm ,
⌢

b into (C.2), we obtain

µu =
mu

N∑
i=1

Pi∑
p=1

Dip

· ex

[
dipqi + bm +

bmx
⌢

b

]

∴

bm
⌢

b
· ex


dipqi

⌢

b

bm
+

⌢

b+x


 =

µu

N∑
i=1

Pi∑
p=1

Dip

mu

ex


dipqi

⌢

b

bm
+

⌢

b+x


 =

µu

N∑
i=1

Pi∑
p=1

Dip
⌢

b

mubm

e


 dip qi

⌢
b

bm
+

⌢

b+x


−


 dip qi

⌢
b

bm
+

⌢

b




·


dipqi

⌢

b

bm
+

⌢

b + x




=

µu

N∑
i=1

Pi∑
p=1

Dip
⌢

b

mubm

e


 dip qi

⌢
b

bm
+

⌢

b+x




·


dipqi

⌢

b

bm
+

⌢

b + x




=

µu

N∑
i=1

Pi∑
p=1

Dip
⌢

b

mubm
· e


 dip qi

⌢
b

bm
+

⌢

b




. (C.4)
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Let ̟ =
d
ip
q
i

⌢

b

bm
+

⌢

b + x,

e̟ · ̟ =

µu

N∑
i=1

Pi∑
p=1

Dip
⌢

b

mubm
· e


 dip qi

⌢
b

bm
+

⌢

b




. (C.5)

According to Lambert W Function, (C.5) can be rewritten

as

dipqi

⌢

b

bm
+

⌢

b + x

= W




µu

N∑
i=1

Pi∑
p=1

Dip
⌢

b

mubm
· e


 dip qi

⌢
b

bm
+

⌢

b







x = W




µu

N∑
i=1

Pi∑
p=1

Dip
⌢

b

mubm
· e


 dip qi

⌢
b

bm
+

⌢

b







−
dipqi

⌢

b

bm
−

⌢

b.

(C.6)

∵ x = −

N∑

n=1

U∑

j=1

Pn∑

l=1

bjcjnl

∴ −

N∑

n=1

U∑

j=1

Pn∑

l=1

bjcjnl

= W




µu

N∑
i=1

Pi∑
p=1

Dip
⌢

b

mubm
· e


 dip qi

⌢
b

bm
+

⌢

b







−
dipqi

⌢

b

bm
−

⌢

b.

(C.7)

Expanding
N∑
n=1

U∑
j=1

Pn∑
l=1

bjcjnl in (C.7)

bu


cuip +

Pi∑

l=1,l 6=p

cuil +

N∑

n=1,n 6=i

Pn∑

l=1

bjcunl




(C.8)

+

U∑

j=1,j 6=u

N∑

n=1

Pn∑

l=1

cjnl

=
dipqi

⌢

b

bm
+

⌢

b − W




µu

N∑
i=1

Pi∑
p=1

Dip
⌢

b

mubm
· e


 dip qi

⌢
b

bm
+

⌢

b







bucuip =
dipqi

⌢

b

bm
+

⌢

b − W (•)

− bu




Pi∑

l=1,l 6=p

cuil +

N∑

n=1,n 6=i

Pn∑

l=1

cunl




−

U∑

j=1,j 6=u

N∑

n=1

Pn∑

l=1

bjcjnl . (C.9)

After simplification, the general expression of optimal

caching probability ĉuip is obtained as

ĉuip =
dipqi

⌢

b

bmbu
+

W
⌢

b

bu
−




µu

N∑
i=1

Pi∑
p=1

Dip
⌢

b

mubm
· e


 dip qi

⌢
b

bm
+

⌢

b






bu

−

Pi∑

l=1,l 6=p

cuil −

N∑

n=1,n 6=i

Pn∑

l=1

cunl −

U∑

j=1,j 6=u

N∑

n=1

Pn∑

l=1

bj

bu
cjnl .

(C.10)

APPENDIX D

PROOF OF LEMMA 4

Considering psucd2d,fip in (11) and the approximation in (25),

psucd2d,fip can be rewritten as

p̂sucd2d,fip

= Esfip

[
exp

(
−

εsαfipσ
2

P̃d

)]

·Esfip


exp


−

πρmuλphit,d2d · s2fip · ε
2
α

sinc
(
2
α

)




 (D.1)

≈ exp


−

εE

[
s2fip

] α
2
σ 2

P̃d




· exp


−

πρmuλphit,d2d · E
[
s2fip

]
· ε

2
α

sinc
(
2
α

)


 . (D.2)

Combining the PDF in (16), E
[
s2fip

]
is given as

E

[
s2fip

]

=

∫ ∞

0

r2fsfip (r) dr

=

∫ R

0

r2

U∑
u=1

N∑
i=1

Pi∑
p=1

2πr (1 − ρ)muλcuipe
−Rr

1 − e−RR
dr

=

∫ R
0 Rr e

−Rr dr2

1 − e−RR

=

∫ R
0 Rr e

−Rr d

[
U∑
u=1

N∑
i=1

Pi∑
p=1

πr2 (1 − ρ)muλcuip

]

(
1 − e−RR

)
·

(
U∑
u=1

N∑
i=1

Pi∑
p=1

π (1 − ρ)muλcuip

) , (D.3)

where Rr =
U∑
u=1

N∑
i=1

Pi∑
p=1

πr2 (1 − ρ)muλcuip ,

RR =
U∑
u=1

N∑
i=1

Pi∑
p=1

πR2 (1 − ρ)muλcuip .
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Let κ =
U∑
u=1

N∑
i=1

Pi∑
p=1

πr2 (1 − ρ)muλcuip , and κ ∈

[
0,

U∑
u=1

N∑
i=1

Pi∑
p=1

πR2 (1 − ρ)muλcuip

]

E

[
s2fip

]

=

∫
U∑
u=1

N∑
i=1

Pi∑
p=1

πR2(1−ρ)muλcuip

0 κe−κdκ
1 − e

−
U∑
u=1

N∑
i=1

Pi∑
p=1

πR2(1−ρ)muλcuip


 κ

r2

=
−
∫

U∑
u=1

N∑
i=1

Pi∑
p=1

πR2(1−ρ)muλcuip

0 κde−κ


1 − e

−
U∑
u=1

N∑
i=1

Pi∑
p=1

πR2(1−ρ)muλcuip


 · κ

r2

=
− κe−κ

∣∣
U∑
u=1

N∑
i=1

Pi∑
p=1

πR2(1−ρ)muλcuip

0
1 − e

−
U∑
u=1

N∑
i=1

Pi∑
p=1

πR2(1−ρ)muλcuip


 · κ

r2

+

∫
U∑
u=1

N∑
i=1

Pi∑
p=1

πR2(1−ρ)muλcuip

0 e−κdκ
1 − e

−
U∑
u=1

N∑
i=1

Pi∑
p=1

πR2(1−ρ)muλcuip


 · κ

r2

=
RRe

−R
R + e−κ

∣∣RR
0

(
1 − e−RR

)
·

(
U∑
u=1

N∑
i=1

Pi∑
p=1

π (1 − ρ)muλcuip

)

=
R2 · e−RR

1 − e−RR
−

1(
U∑
u=1

N∑
i=1

Pi∑
p=1

π (1 − ρ)muλcuip

) (D.4)

∴ E

[
s2fip

]

=
R2 · e

−
U∑
u=1

N∑
i=1

Pi∑
p=1

πR2(1−ρ)muλcuip

1 − e
−

U∑
u=1

N∑
i=1

Pi∑
p=1

πR2(1−ρ)muλcuip

−
1(

U∑
u=1

N∑
i=1

Pi∑
p=1

π (1 − ρ)muλcuip

) . (D.5)

Combining (D.5) with (8), the approximated cache-aided

throughput is obtained as follows.

T =

U∑

u=1

ρmuλ

U∑

u=1

N∑

i=1

Pi∑

p=1

qidnl cuip · 1 · 1

+

U∑

u=1

ρmuλ

U∑

u=1

N∑

i=1

Pi∑

p=1

qidip
(
1 − cuip

)

· pd2dhit,fip
· p̂sucd2d,fip, (D.6)

where p̂sucd2d,fip is given in (D.2), the result of E
[
s2fip

]
is given

in (D.5).
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