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#### Abstract

The convergence of $q$ - homotopy analysis method ( $\mathrm{q}-\mathrm{HAM}$ ) is studied in the present paper. It is proven that under certain conditions the solution of the equation: $(1-n q)\left[L(\varnothing(t, q))-L\left(u_{0}\right)\right]-q h N[\varnothing(t, q)]=0$ associated with the original problem exists as a power series in $q$.So,under a special constraint the q-homotopy analysis method does converge to the exact solution of nonlinear problems. An error estimate is also provided. The theorems outlined in the paper shows that the convergence of the q- homotopy analysis method is more accurate than the convergence of the homotopy analysis method (HAM). Illustrative examples are presented to illustrate the effectiveness of the theoretical results.
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## 1. Introduction

In a series of papers[3-14], Liao developed and applied the homotopy analysis method(HAM) to deal with a lot of nonlinear problems. The HAM provides a simple way to ensure the convergence of a solution in a series form under certain conditions. The Homotopy Analysis Method (HAM) is based on homotopy, a fundamental concept in topology. Briefly, in HAM, one constructs a continuous mapping of an initial guess approximation to the exact solution of the problems to be considered. An auxiliary linear operator is chosen to construct such kind of continuous mapping and an auxiliary parameter is used to ensure convergence of the solution series. The method enjoys great freedom in choosing initial approximation and auxiliary linear operator.In 2004, Liao published the book [15] in which he summarized the basic ideas of the homotopy analysis method and gave the details of his approach both in the theory and on a large number of practical examples.
M. A. El-Tawil and S.N. Huseen [2] proposed a method namely q-homotopy analysis method ( $\mathrm{q}-\mathrm{HAM}$ ) which is a more general method of HAM.The essential idea of this method is to introduce a homotopy parameter, say $q$, which varies from 0 to $1 / n, n \geq 1$ and a nonzero auxiliary parameter $h$. At $q=0$, the system of equations usually has been reduced to a simplified form which normally admits a rather simple solution. As $q$ gradually increases continuously toward $1 / n$, the system goes through a sequence of deformations, and the solution at each stage is close to that at the previous stage of the deformation. Eventually at $q=1 / n$, the system takes the original form of the equation and the final stage of the deformation gives the desired solution.

## 2. The q-Homotopy Analysis Method

To illustrate the basic ideas of the q-homotopy analysis method (q-HAM), consider the nonlinear boundary value problem
$N[u(t)]=0 ; t \in \Omega, \quad B\left(u(t), \frac{d u}{d t}\right)=0 ; t \in \mathbb{T}$
where $u(t)$ defined over the region $\Omega$ is the function to be solved under the boundary constraints in B defined over the boundary $\mathbb{\Gamma}$ of $\Omega$. The q- homotopy analysis technique defines a homotopy $\emptyset(t, q): R \times\left[0, \frac{1}{n}\right] \rightarrow R$ so that
$H(\emptyset, q)=(1-n q)\left[L(\varnothing(t, q))-L\left(u_{0}\right)\right]-q h N[\phi(t, q)]=0$
where $q \in\left[0, \frac{1}{n}\right], n \geq 1$ denotes the so-called embedded parameter, $h \neq 0$ is an auxiliary parameter, $L$ is a suitable auxiliary linear operator, $u_{0}$ is an initial approximation of equation (1) satisfying exactly the boundary conditions . It is obvious from equation (2) that
$H(\emptyset, 0)=L(\varnothing(t, 0))-L\left(u_{0}\right), \quad H\left(\emptyset, \frac{1}{n}\right)=\frac{h}{n} N\left[\varnothing\left(t, \frac{1}{n}\right)\right]$
As $q$ moves from 0 to $1 / n, \emptyset(t, q)$ moves from $u_{0}(t)$ to $u(t)$. In topology, this called a deformation and $L(\varnothing(t, q))-L\left(u_{0}\right)$ and $N[\varnothing(t, q)]$ are said to be homotopic. The solution of equation (2) exists as a power series in $q$ as we proved in theorem 3.1.
$\varnothing(t, q)=u_{0}(t)+q u_{1}(t)+q^{2} u_{2}(t)+\cdots=\sum_{k=0}^{\infty} u_{k}(t) q^{k}$
The appropriate solutions of the coefficients $u_{k}(t)$ in (4) can be found from the homotopy deformation equations, see [2]. Hence, the approximate solution of equation (1) can be readily obtained as

$$
\begin{equation*}
u(t)=\lim _{q \rightarrow \frac{1}{n}} \emptyset(t, q)=\sum_{k=0}^{\infty} U_{k}(t, n)=\sum_{k=0}^{\infty} u_{k}(t)\left(\frac{1}{n}\right)^{k} \tag{5}
\end{equation*}
$$

It was found that the auxiliary parameters $h$ and $n$ can adjust and control the convergence region and rate of homotopy series solutions. It should be noted that in the case of $n=1$, in equation (2) the standard homotopy analysis method (HAM) can be reached.

## 3. Main Result

Theorem 3.1: The solution of equation (2) together with equation (1) exists as a power series in $q$, i.e. $\varnothing(t, q)=\sum_{k=0}^{\infty} \emptyset_{k}(t) q^{k}$ If the nonlinear operator preserves on the power series inq.

## Proof:

At $q=0$, then $L(\varnothing(t, 0))=L\left(u_{0}\right)$, hence $\emptyset(t, 0)=u_{0}=\emptyset_{0}$.
At $q \notin\left\{0, \frac{1}{n}\right\}$ and using Picard approximations we have:
$(1-n q)\left[L\left(\emptyset_{1}(t, q)\right)-L\left(\emptyset_{0}\right)\right]-q h N\left(\emptyset_{0}\right)=0$
Therefore

$$
\begin{aligned}
\emptyset_{1}(t, q) & =\emptyset_{0}+\frac{q}{1-n q} h L^{-1}\left[N\left(\emptyset_{0}\right)\right]=\emptyset_{0}+q\left[1+n q+(n q)^{2}+\cdots\right] h L^{-1}\left[N\left(\emptyset_{0}\right)\right] \\
& =\emptyset_{0}+\sum_{i=1}^{\infty} \emptyset_{1}^{i}(t) q^{i}
\end{aligned}
$$

Where $\emptyset_{1}^{i}(t)=n^{i-1} h L^{-1}\left[N\left(\emptyset_{0}\right)\right]$

$$
\begin{aligned}
\emptyset_{2}(t, q)= & \emptyset_{0}+\frac{q}{1-n q} h L^{-1}\left[N\left(\emptyset_{1}\right)\right] \\
= & \emptyset_{0}+q\left[1+n q+(n q)^{2}+\cdots\right] h L^{-1}\left[\sum_{j=0}^{\infty} \varphi_{1}^{j} q^{j}\right] \\
= & \emptyset_{0}+h L^{-1}\left[\varphi_{1}^{0}\right] q+h L^{-1}\left[\varphi_{1}^{1}+n \varphi_{1}^{0}\right] q^{2}+h L^{-1}\left[\varphi_{1}^{2}+n \varphi_{1}^{1}+n^{2} \varphi_{1}^{0}\right] q^{3}+ \\
& h L^{-1}\left[\varphi_{1}^{3}+n \varphi_{1}^{2}+n^{2} \varphi_{1}^{1}+n^{3} \varphi_{1}^{0}\right] q^{4}+\cdots+h L^{-1}\left[\varphi_{1}^{k-1}+n \varphi_{1}^{k-2}+\right. \\
& \left.n^{2} \varphi_{1}^{k-3}+\cdots+n^{k-1} \varphi_{1}^{0}\right] q^{k}+\cdots \\
= & \emptyset_{0}+\sum_{j=1}^{\infty} \emptyset_{2}^{j}(t) q^{j}
\end{aligned}
$$

Where $\emptyset_{2}^{j}(t)=h L^{-1} \sum_{i=0}^{j-1} n^{j-1-i} \varphi_{1}^{i}$ and $N\left[\emptyset_{1}(t, q)\right]=\sum_{j=0}^{\infty} \varphi_{1}^{j} q^{j}$.
Proceeding in this way, the m-th approximation $\emptyset_{m}(t, q)$ is given by:
$\emptyset_{m}(t, q)=\emptyset_{0}+\sum_{j=1}^{\infty} \emptyset_{m}^{j}(t) q^{j}$
Where $\emptyset_{m}^{j}(t)=h L^{-1} \sum_{i=0}^{j-1} n^{j-1-i} \varphi_{m-1}^{i}$ and $N\left[\emptyset_{m-1}(t, q)\right]=\sum_{j=0}^{\infty} \varphi_{m-1}^{j} q^{j}$.
Now, if $\lim _{m \rightarrow \infty} \emptyset_{m}^{i}(t)=\emptyset^{i}(t)$ then:
$\lim _{m \rightarrow \infty} \emptyset_{m}(t, q)=\sum_{j=0}^{\infty}\left(\lim _{m \rightarrow \infty} \emptyset_{m}^{j}(t) q^{j}=\sum_{j=0}^{\infty} \emptyset^{j}(t) q^{j}=\emptyset(t, q)\right.$
which is a power series in $q$.
Theorem 3.2. Suppose that $A \subset R$ be a Banach space denoted with a suitable norm $\|$.$\| . Assume also that the initial approximation u_{0}(t)$ remains inside the ball of the solution $u(t)$. Taking $r \in R$ be a constant, then for a prescribed value of $h$ and $0<r<n$, If $\left\|U_{k+1}(t, n)\right\| \leq \frac{r}{n}\left\|U_{k}(t, n)\right\|$ for all $k$,
Then the series solution $\sum_{k=0}^{\infty} U_{k}(t, n)=\sum_{k=0}^{\infty} u_{k}(t)\left(\frac{1}{n}\right)^{k}$ is convergent over the domain of definition of $t$.

## Proof:

In compliance with the ratio test for the power series in $q$, the proof is clear. However, in order to give an estimate to the error of q-homotopy analysis method, we give the whole proof here.

Let $S_{j}(t, n)$ denote the sequence of partial sum of the series (5), we need to show that $S_{j}(t, n)$ is a Cauchy sequence in $A$. For this purpose, consider,

$$
\begin{align*}
\left\|S_{j+1}(t, n)-S_{j}(t, n)\right\| & =\left\|U_{j+1}(t, n)\right\| \leq \frac{r}{n}\left\|U_{j}(t, n)\right\| \\
& \leq\left(\frac{r}{n}\right)^{2}\left\|U_{j-1}(t, n)\right\| \leq \cdots\left(\frac{r}{n}\right)^{j+1}\left\|U_{0}(t, n)\right\| \tag{6}
\end{align*}
$$

For every $i, j \in N, j \geq i$, making use of (6) and the triangle inequality successively, we have,

$$
\begin{align*}
\| S_{j}(t, n)-S_{i} & (t, n) \| \\
& =\|\left(S_{j}(t, n)-S_{j-1}(t, n)\right)+\left(S_{j-1}(t, n)-S_{j-2}(t, n)\right)+\cdots \\
& +\left(S_{i+1}(t, n)-S_{i}(t, n)\right) \| \\
& \leq\left\|S_{j}(t, n)-S_{j-1}(t, n)\right\|+\left\|S_{j-1}(t, n)-S_{j-2}(t, n)\right\|+\cdots+ \\
& \left\|S_{i+1}(t, n)-S_{i}(t, n)\right\| \\
& \leq\left(\frac{r}{n}\right)^{j}\left\|U_{0}(t, n)\right\|+\left(\frac{r}{n}\right)^{j-1}\left\|U_{0}(t, n)\right\|+\cdots+\left(\frac{r}{n}\right)^{i+1}\left\|U_{0}(t, n)\right\| \\
& =\left(\frac{r}{n}\right)^{i+1}\left\|U_{0}(t, n)\right\| \sum_{m=0}^{j-i-1}\left(\frac{r}{n}\right)^{m}=\frac{1-\left(\frac{r}{n}\right)^{j-i}}{1-\frac{r}{n}}\left(\frac{r}{n}\right)^{i+1}\left\|U_{0}(t, n)\right\| \quad \text { (7) } \tag{7}
\end{align*}
$$

Since $0<r<n$ and $n \geq 1$, we get from (7)
$\lim _{j, i \rightarrow \infty}\left\|S_{j}(t, n)-S_{i}(t, n)\right\|=0$
Therefore, $S_{j}(t, n)$ is a Cauchy sequence in the Banach space $A$, and this implies that the series solution (5) is convergent.
It should be noted that, the series solution $\sum_{k=0}^{\infty} U_{k}(t, n)=\sum_{k=0}^{\infty} u_{k}(t)\left(\frac{1}{n}\right)^{k}$ is divergent if
$\left\|U_{k+1}(t, n)\right\|>\frac{n}{r}\left\|U_{k}(t, n)\right\|$ for all $k$
Remark 3.3: As special case, If $n=1$ in above theorem, then we get the same result of theorem (1) in [16].
Theorem 3.4: Assume that the series solution $\sum_{j=0}^{\infty} U_{j}(t, n)=\sum_{k=0}^{\infty} u_{j}(t)\left(\frac{1}{n}\right)^{j}$ is convergent to the solution $u(t)$ for a prescribed value of $h$. If the truncated series

$$
\sum_{j=0}^{M} U_{j}(t, n)=\sum_{j=0}^{M} u_{j}(t)\left(\frac{1}{n}\right)^{j}
$$

is used as an approximation to the solution $u(t)$ of problem (1), then an upper bound for the error, $E_{M}(t)$ is estimated as

$$
\begin{equation*}
E_{M}(t) \leq \frac{\left(\frac{r}{n}\right)^{M+1}}{1-\frac{r}{n}}\left\|U_{0}(t, n)\right\| \tag{9}
\end{equation*}
$$

## Proof:

Since the series $\sum_{j=0}^{M} U_{j}(t, n)=\sum_{j=0}^{M} u_{j}(t)\left(\frac{1}{n}\right)^{j}$ is an approximation to the solution $u(t)$,then:

$$
u(t)=\lim _{j \rightarrow \infty} S_{j}(t, n)
$$

Where $S_{j}(t, n)$ denote the sequence of partial sum of the series
$\sum_{j=0}^{M} U_{j}(t, n)=\sum_{j=0}^{M} u_{j}(t)\left(\frac{1}{n}\right)^{j}$
Making use of the inequality (7) of Theorem (3.2), we immediately obtain

$$
\begin{equation*}
\left\|u(t)-S_{M}(t, n)\right\| \leq \frac{\left(\frac{r}{n}\right)^{M+1}}{1-\frac{r}{n}}\left\|U_{0}(t, n)\right\| \tag{10}
\end{equation*}
$$

Remark 3.5: As special case, If $n=1$ in above theorem, then we get the same result of theorem (3) in [16].
It should be noted that as $n$ increases the upper bound for the error $\left(E_{M}\right)$ is decrease, hence the convergence of $\mathrm{q}-\mathrm{HAM}$ is faster than the convergence of HAM (q-HAM ; $n=1$ ).

## 4. Illustrative Examples

Example 4.1: Consider the nonlinear differential equation

$$
\begin{equation*}
\frac{d u}{d t}=u^{2}, \quad u(0)=1 \tag{11}
\end{equation*}
$$

We choose $u_{0}(t)=1$ and the linear operator $L[\emptyset(t, q)]=\frac{d \varnothing(t, q)}{d t}$.
We define a nonlinear operator as:
$N[\varnothing(t, q)]=\frac{d \emptyset(t, q)}{d t}-\emptyset^{2}(t, q)$,
Now the solution of equation (2) together with equation (11) for $m \geq 1$ becomes:

$$
\emptyset_{m}(t, q)=u_{0}+\frac{q h}{1-n q} L^{-1}\left[N\left(\emptyset_{m-1}\right)\right]
$$

Hence:
$\emptyset_{1}(t, q)=1-h t q-h n t q^{2}-h n^{2} t q^{3}-h n^{3} t q^{4}-h n^{4} t q^{5}+O[q]^{6}$

$$
\begin{aligned}
& \emptyset_{2}(t, q)= 1-h t q+h t(-h-n+h t) q^{2}+\left(-2 h^{2} n t-h n^{2} t+2 h^{2} n t^{2}-\frac{h^{3} t^{3}}{3}\right) q^{3}+ \\
&\left(-3 h^{2} n^{2} t-h n^{3} t+3 h^{2} n^{2} t^{2}-h^{3} n t^{3}\right) q^{4}+\left(-4 h^{2} n^{3} t-h n^{4} t+4 h^{2} n^{3} t^{2}-\right. \\
&\left.2 h^{3} n^{2} t^{3}\right) q^{5}+O[q]^{6} \\
& \emptyset_{3}(t, q)= 1-h t q+h t(-h-n+h t) q^{2}-h t(-h-n+h t)^{2} q^{3}+\frac{1}{3} h t\left(-9 h^{2} n-9 h n^{2}-\right. \\
&\left.3 n^{3}+18 h^{2} n t+9 h n^{2} t-3 h^{3} t^{2}-9 h^{2} n t^{2}+2 h^{3} t^{3}\right) q^{4}-\frac{1}{6}\left(h t \left(36 h^{2} n^{2}+\right.\right. \\
& 24 h n^{3}+6 n^{4}-72 h^{2} n^{2} t-24 h n^{3} t+2 h^{4} t^{2}+24 h^{3} n t^{2}+36 h^{2} n^{2} t^{2}-3 h^{4} t^{3}- \\
&\left.\left.16 h^{3} n t^{3}+2 h^{4} t^{4}\right)\right) q^{5}+O[q]^{6} \\
& \emptyset_{4}(t, q)= 1-h t q+h t(-h-n+h t) q^{2}-h t(-h-n+h t)^{2} q^{3}+h t(-h-n+ \\
&h t)^{3} q^{4}-\frac{1}{15}\left(h \left(60 h^{3} n t+90 h^{2} n^{2} t+60 h n^{3} t+15 n^{4} t-180 h^{3} n t^{2}-180 h^{2} n^{2} t^{2}-\right.\right. \\
&\left.\left.60 h n^{3} t^{2}+30 h^{4} t^{3}+180 h^{3} n t^{3}+90 h^{2} n^{2} t^{3}-40 h^{4} t^{4}-60 h^{3} n t^{4}+13 h^{4} t^{5}\right)\right) q^{5}+O[q]^{6} \\
& \vdots \\
& \emptyset_{m}(t, q)=1+h t \sum_{i=1}^{m}(-1)^{i}(-h-n+h t)^{i-1} q^{i}+O[q]^{m+1}
\end{aligned}
$$

Now:
$\lim _{m \rightarrow \infty} \emptyset_{m}(t, q)=1+h t \sum_{i=1}^{\infty}(-1)^{i}(-h-n+h t)^{i-1} q^{i}$

## Which is a power series in $q$.

Example 4.2: Consider the nonlinear partial differential Burger's equation

$$
\begin{equation*}
u_{t}+u u_{x}=u_{x x}, \quad u(x, 0)=2 x \tag{12}
\end{equation*}
$$

That has been found to describe various kind of phenomena, such as a mathematical model of turbulence and the approximate theory of the flow through a shock wave traveling in a viscous fluid [1].

The exact solution of this problem is known to be

$$
\begin{equation*}
u(x, t)=\frac{2 x}{1+2 t} \tag{13}
\end{equation*}
$$

For q- HAM solution we choose the linear operator :

$$
\begin{equation*}
L[\varnothing(x, t ; q)]=\frac{\partial \varnothing(x, t ; q)}{\partial t} \tag{14}
\end{equation*}
$$

with the property :

$$
L\left[c_{1}\right]=0,
$$

where $c_{1}$ is constant. Using initial approximation $u_{0}(x, t)=2 x$, we define a nonlinear operator as
$N[\varnothing(x, t ; q)]=\frac{\partial \emptyset(x, t ; q)}{\partial t}+\varnothing(x, t ; q) \frac{\partial \emptyset(x, t ; q)}{\partial x}-\frac{\partial^{2} \emptyset(x, t ; q)}{\partial x^{2}}$
We construct the zero order deformation equation:
$(1-n q) L\left[\varnothing(x, t ; q)-u_{0}(x, t)\right]=q h N[\varnothing(x, t ; q)]$.
The $m^{t h}$ order deformation equation is:
$L\left[u_{m}(x, t)-k_{m} u_{m-1}(x, t)\right]=h R_{m}\left(\overrightarrow{u_{m-1}}(x, t)\right)$
with the initial conditions for $m \geq 1$
$u_{m}(x, 0)=0$
where:

$$
k_{m}=\left\{\begin{array}{lr}
0 & m \leq 1 \\
n & \text { otherwise }
\end{array}\right.
$$

and

$$
\begin{aligned}
R_{m}\left(\vec{u}_{m-1}(x, t)\right) & =\left.\frac{1}{(m-1)!} \frac{\partial^{m-1} N[\emptyset(x, t ; q)]}{\partial q^{m-1}}\right|_{q=0} \\
& =\frac{\partial u_{m-1}(x, t)}{\partial t}+\sum_{i=0}^{m-1} u_{i}(x, t) \frac{\partial}{\partial x} u_{m-1-i}(x, t)-\frac{\partial^{2}}{\partial x^{2}} u_{m-1}(x, t)
\end{aligned}
$$

Now the solution of equation (12) for $m \geq 1$ becomes

$$
u_{m}(x, t)=k_{m} u_{m-1}(x, t)+h \int R_{m}\left(\stackrel{\rightharpoonup}{u_{m-1}}(x, s)\right) d s+c_{1}
$$

where the constant of integration $c_{1}$ is determined by the initial conditions (16). Then, the components of the solution using q- HAM are:
$u_{m}(x, t)=4 h t(n+h(1+2 t))^{m-1} x, \quad$ for $m=1,2,3, \ldots$
Hence the series solution expression by q- HAM can be written in the form:
$u(x, t ; n ; h) \cong U_{M}(x, t ; n ; h)=\sum_{i=0}^{M} u_{i}(x, t ; n ; h)\left(\frac{1}{n}\right)^{i}$
Equation (17) is an approximate solution to the problem (12) in terms of the convergence parameters $h$ and $n$. To find the valid region of $h$, the $h$-curves given by the $10^{\text {th }}$ order q-HAM approximation at different values of $x, t$ and $n$ are drawn in figures (1,2,3and 4). These figures show the interval of $h$ at which the value of $U_{10}(x, t ; n)$ is constant at certain values of $x, t$ and $n$. We choose the horizontal line parallel to $x$-axis ( $h$ ) as a valid region which provides us with a simple way to adjust and control the convergence region of the series solution (17). From these figures, the valid intersection region of $h$ for the values of $x, t$ and $n$ in the curves becomes larger as $n$ increase. Figure (5) show the $h$-curves given by the $30^{\text {th }}$ order qHAM approximation at different values of $x, t$ with $n=100$.
Figure (6) show the comparison between $U_{10}$ of HAM and $U_{10}$ of q-HAM using different values of $n$ with the exact solution (13), which indicates that the speed of convergence for $\mathrm{q}-\mathrm{HAM}$ with $n>1$ is faster in comparison with $n=1$.
The Absolute errors of the $10^{\text {th }}$ order solutions $q$-HAM approximate at $x=1$ using different values of $n>1$ compared with $10^{\text {th }}$ order solutions HAM approximate at $x=1$ are calculated by the formula

Absolut Error $=\left|u_{\text {exact }}-u_{\text {apprax }}\right|$

Figures (7,8,9 and 10) show that the series solution obtained by HAM is more accurate at $(0<t \leq 0.4)$ but at larger $t$ the series solutions obtained by q-HAM at $n>1$ converge faster than $n=1$ (HAM).

It should be noted that $\lim _{m \rightarrow \infty} \frac{\left|U_{m+1}\right|}{\left|U_{m}\right|}=|n+h(1+2 t)|<n$. Thus, in accordance with Theorem 3.2, this holds for the values of $\frac{-1}{2}<t<\frac{-2 n-h}{2 h}$. It is clear that for the prescribed values of $h$, the range of $t$ increase with the increasing of $n$.

$$
U_{10} L x, t, n L
$$




Figure (1) : $h$ - curve for the HAM ( $\mathrm{q}-\mathrm{HAM} ; \boldsymbol{n}=1$ ) approximation solution $U_{10}(x, t ; 1)$ of problem (12) at different values of $\boldsymbol{x}$ and $t$.


Figure (2) : $h$ - curve for the ( $q-H A M ; n=5$ ) approximation solution $U_{10}(x, t ; 5)$ of problem (12) at different values of $x$ and $t$.


Figure (3): $\boldsymbol{h}$ - curve for the ( $\mathbf{q}-\mathrm{HAM} ; \boldsymbol{n}=20$ ) approximation solution $\boldsymbol{U}_{10}(x, t ; 20)$ of problem (12) at different values of $x$ and $t$.


Figure (4) : $h$ - curve for the ( $q$-HAM; $n=100$ ) approximation solution $U_{10}(x, t ; 100)$ of problem (12) at different values of $\boldsymbol{x}$ and $t$.


Figure (5) : $h$ - curve for the ( $q-H A M ; n=100)$ approximation solution $U_{30}(x, t ; 100)$ of problem (12) at different values of $x$ and $t$.


Figure (6): Comparison between $U_{10}$ of HAM $(q-H A M \quad(n=1))$ and $q-$ HAM $(n=5,10,20,50,100)$ with the exact solution of (12) at $x=1$ with $(h=-0.7, h=$ $-3.25, h=-6, h=-11.1, h=-26.1, h=-49$ ).


Figure (7): The Absolute error of $\boldsymbol{U}_{10}$ of $\mathbf{q}-\mathrm{HAM}(\boldsymbol{n}=\mathbf{1}, \boldsymbol{n}=20)$ for problem (12) at $\mathbf{0}<t \leq$ 0.5 and $x=1$ using $h=-0.7$ and $h=-11$. .


Figure (8): The Absolute error of $\boldsymbol{U}_{10}$ of $\mathbf{q - H A M}(n=1, n=20)$ for problem (12) at $0.5<t \leq$ 1.5 and $x=1$ using $h=-0.7$ and $h=-11$. .


Figure (9): The Absolute error of $\boldsymbol{U}_{\mathbf{1 0}}$ of $\mathbf{q}-\mathrm{HAM}(\boldsymbol{n}=1, \boldsymbol{n}=100)$ for problem (12) at $\mathbf{0}<t \leq$ 0.5 and $x=1$ using $h=-0.7$ and $h=-49$.


Figure (10): The Absolute error of $U_{10}$ of $q-H A M(n=1, n=100)$ for problem (12) at $0.5<t \leq 1.5$ and $x=1$ using $h=-0.7$ and $h=-49$.
It should be noted that the absolute error is highly decreased when modifying the solution by taking more terms into consideration. Figures $(11,12)$ illustrate this fact.


Figure (11): The Absolute error of $U_{10}(n=1, n=100)$ and $U_{30}(n=100)$ of q-HAM for problem (12) at $0 \leq t \leq 0.5$ using $h=-0.7, h=-49$ and $h=-40$ respectively.

Absolute Error


Figure (12): The Absolute error of $U_{10}(n=1, n=100)$ and $U_{30}(n=100)$ of q-HAM for problem (12) at $0.5 \leq t \leq 2$ using $h=-0.7, h=-49$ and $h=-40$ respectively.

## 5. Conclusion

In this paper, the q-homotopy analysis method has been analyzed with an aim to investigate the conditions which result in the convergence of the generated homotopy solutions of the nonlinear problems. The theorems provided here, have proved that the solution of the zeroth-order deformation equation together with the original problem exists as a power series in $q$.So, if specific values are assigned to the auxiliary parameters in the q-homotopy analysis method, then the approximate homotopy results successfully converge to the exact solution, and the upper bound for the error is decreasing as $q$ is decreased.

## References

[1] Benton Edward R. Some new exact, viscous, nonsteady solutions of burgers' equation. Phys. Fluids., 9:1247-1248, 1966.
[2] M. A. El-Tawil and S.N. Huseen, The q-Homotopy Analysis Method (qHAM), International Journal of Applied mathematics and mechanics, 8 (15): 51-75, 2012
[3] S. J. Liao, Proposed homotopy analysis techniques for the solution of nonlinear problems, Ph.D. dissertation, Shanghai Jiao Tong University, Shanghai, 1992.
[4] S.J. Liao, An approximate solution technique which does not depend upon small parameters: a special example, Int. J. Non-linear Mech. 30:371380(1995).
[5] S. J. Liao, An approximate solution technique which does not depend upon small parameters (Part 2): an application in fluid mechanics, Int. J. Non-linear Mech. 32:815-822(1997).
[6] S. J. Liao, An explicit, totally analytic approximation of Blasius viscous flow problem, Int. J. Non-Linear Mech. 34:759-778(1999).
[7] S. J. Liao, A uniformly valid analytic solution of 2D viscous flow past a semiinfinite flat plate. J. Fluid Mech. 385:101-128(1999).
[8] S.J. Liao, A. Campo, Analytic solutions of the temperature distribution in Blasius viscous flow problems, J.Fluid Mech. 453:411-425(2002).
[9] S. J. Liao, An explicit analytic solution to the Thomas-Fermi equation, Appl. Math.Comput. 144: 495-506(2003).
[10] S.J. Liao, On the analytic solution of magnetohydrodynamic flows of non Newtonian fluids over a stretching sheet, J. Fluid Mech. 488:189 212 (2003).
[11] S. J. Liao, On the homotopy analysis method for nonlinear problems, Appl. Math. Comput. 147: 499-513(2004).
[12] S.J. Liao, E. Magyari, Exponentially decaying boundary layers as limiting cases of families of algebraically decaying ones, Z. Angew. Math. Phys. 57:777-792(2006).
[13] S.J. Liao, Y. Tan, A general approach to obtain series solutions of nonlinear differential equations, Stud. Appl. Math. 119:297-354(2007).
[14] S.J. Liao, A general approach to get series solution of non-similarity boundary-layer flows, Commun. Nonlinear Sci. Numer. Simulat. 14:21442159(2009).
[15] S. J. Liao, Beyond perturbation: Introduction to the homotopy analysis method, CRC press LLC, Boca Raton, 2003.
[16] M. Turkyilmazoglu, Convergence of the homotopy analysis method, arXiv: 1006. 4460v1 [math-ph] 23 Jun 2010.

## Received: February 20, 2013

