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Abstract— The emegence of nomadic applications havereceiver in the path-finding dation. Simulation xperiments
recently genelted a lot of interest in nexegeation wireless show this impsvement.
network infastructues (eg., the 3G EGPRS (Enhanced Gen-
eral Padke Radio Services), UMTS/IMT-2000, etcwhich 1. INTRODUCTION

provide differentiated service classes. So it is important tg multihop mobile wireless nemwk can be a collection of
study how the Quality of Service (QoS),fsas mdket [0SS  ireless mobile hosts forming a temporary rerkwwithout
and bandwidth, should be guarteed. ® accomplish this, we  he aig of ap established infrastructure or centralized admin-

develop an admission control scheme whi@n guaantee igiration. Mobile hosts communicate with each other using

bandwidth for real-time applications in multihop mobile ”et'multihop wireless links. Each mobile host in the retnalso
works. In our skbeme a host need not discover and maintain

acts as a routgforwarding data packets for other nodes. This
any information of the networlesouces status on th@utes ing of network can be implementesteo the wireless local

to another host until a connection requestesigated for the  5req network or the cellular networks (e.g., GPRS, UMTS or
communication between the two hosts, unless the former hﬁ\ﬁ'-ZOOO). Acentral challenge in the design of this mobile
is offering its services as an intermediate forwarding Statioﬂetv\ork is the deelopment of dynamic routing protocols that
to maintain connectivity between two other hosts. This bangd;,, eficiently find routes between tcommunicating nodes.
width guarantee feateris important for a mobile network e routing protocol must be able tedp up with the high

(e.g, wireless LAN, EGPRS, etc.) to interconnect wired N€figyree of node mobility that often changes the network topol-
works with QoS support.@e, ATM, Internet, etc.). Our con- ogy drastically and unpredictably.
nection admission corml scheme can also work in a stand-

alone mobile ad hoc network for real-time applications. This A wireless network is often intemetvking with a

contol scheme contains end-to-end bandwidth CalculatioWIred netwo.rk, e..g., ATM C?r Internet, so that the ATN_' or
and bandwidth allocation. Under sua heme the souce Internet multimedia connection can beaended to the mobile
(or the ATM gatevay, or Enhanced Serving GPRS Supportingusers' Tdhgre hare \@?I contrlputmnsf Vr\]’h'Ch_ hgeAzir,aady
Node) is informed of the bandwidth and QoS available to a peared in the wirelesstensions of the wire net-

destination in the mobile network. This knowlkedpables works [1, 14, 20]. Most of them focus on the cellular archi-

the establishment of QoS connections within the mobile ng?pture for wireless PCN (pergonal communlcat|or.1 de_
work and the efficient support oéal time applications. In supported by ATM backbone infrastructures. In this architec-

case of ATM inteonnection, the bandwidth information canture’ all mobile hosts in a communication cell can reach a
be used to carry out intelligent hanfibetween ATM gate- bg§e_ statlonl _("Ie" ATM SW'tCE) n one hop. A”TDMAd (ymeh
ways and/or to extend the ATM virtual circuit service to thg|y|3|on mu t|pe_ access) sc eme 1S generaly used In the
mobile network with possibleneotiation of QoS pame- wireless extension for bandwidth resasion for the mobile

ters at he gateway (¢., Enhanced Gateway GPRS SupportbOSt, o b?sﬁ statllo.rr: conr?eci‘tmnthe proIE)Iemhof m}e;cc;n- K
ing Node). We &amine via simulation the system perfor hecting of the multihop wireless network to the wired back-

mance in various QoS dffic flows and mobility esiron- bone requires _QoS.guarantee pot onigr@ sngle hop, it
ments. Simulationresults sugest distinct performance also over an artire wireless mult|_ho_p path. The QOS_ parame-
advantages of aur protocol calculating the bandwidth infor ters need to be propa}gated _thh_m _the netwq K, in order to
mation. Furthermee, ‘on-demand’ featue ehances the extend the AM VC (virtual circuit) into the wireless net-
performance in the mobile Winonment because the soar work, and to carry out intelligent handtietween AM gate-

can keep ma& mnnectivity with enough bandwidth to aways. or wireless netwo.rkageNays by selecting theagavay .
offering the best hop distance/QoS tradeoff. The Qo&rdri

selection of the nextajevay for handof can be dectively
combined with the soft handdfolutions (e.g., pre-establish-
ment of a VC to the mé ATM gateway) already proposed for
ogy”. single hop wireless ATM networks [1, 16]. Theykb the

T This work was supported by the Ministry of Education,
TAIWAN, under Contract 89-H-FAQ7-1-4 “Learninge@hnol-
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support of QoS reporting is QoS routing, whichvyides path information embedded in the routing table. Bycleanging
bandwidth information at each source. Prior researurtef the routing table, the end-to-end bandwidth of the shortest
in multihop mobile networks va rot fully addressed this path for a gren source-destination pair can be calculated. If
problem. there is no enough bandwidtken the shortest path, the call

For a retwork to delver QoS guarantees, it must reserv request will be rejected. Ma@ver, no enough bandwidthaer
and control resourcesA major challenge in multihop, multi- the shortest path does not mean that there does not exist an
media networks is the ability to account for resources so tHndwidth route in the neowk. Therefore, this protocol may
bandwidth reservations (in a deterministic or statistical sendBjSS some feasible bandwidth routes. In our protocol, we
can be placed on them.eWote that in single hop wireless focus on finding a feasible bandwidth rout&he routing
networks (e.g., cellular netovks) such accountability is made ©Ptimality (e.g., shortest) is of secondary importanteat

easily by the fact that all stations learn of each ather'S: the bandwidth route obtained from our protocol may not

requirements, either directlgr through a control station (e.g. P& the shortest one.
the base station in cellular systems).weer, this solution

) ) Lo~ slot
can not be extended to the multihop environmentsipport | | _________________________ |
QoS for real-time applications we need to \knmt only the
minimal hop-distance path to the destination, but also the |‘ ’I‘ ’I
awvailable bandwidth on it. A VC can be accepted if not only it Control phase Data phase

has enoughwailable bandwidth, bt also it can not disrupt
the existing QoS VCs.

Here we only considetbandwidth’ as the QoS parame-
ter (thus omitting Signal to Interference Ratio, SIR, pack
loss rate, etc.). This is because bandwidth guarantee is on

Figure 1: TDMA time frame structure

As was the network environment discussed in [9], the
trar]gsmission time scale isganized in frames, each contain-
™/ ) ; e ('Fna a fixed number of time slots. The entire network is syn-
the most critical requirements for real time appl'cat'on%hronized on a frame and slot basis. Namiye is diided

Bandwidth’ in time-slotted netark systems can be mea-j,, slots, which are grouped into frames. The frame/slot syn-

sured in terms of the amount dfee” slots. Thegoal of the chronization mechanism is not described here, but can be

QO_S routing _is to find th(_a sh(_)rtest path among N p:_;xths ﬂﬂplemented in the mobile ad hoc networks with techniques
which the aailable bandwidth is abe the minimal require- similar to those empi@d in the wired networks, e.g:fol-

ment. © compute the‘bandW|dth"constralned §hortest path, low the slowest clock] 12], properly modified to operate in a
V_Ve not only hae © know the available bgndmdth on egch wireless mobile erironment. Ifthe infrastructure is the cel-
link along the path, but also ¥e determine the scheduling lular architecture lie EGPRS or IMT-2000, etc., the synchro-
of free slots. Though some algorithms were proposed zation is achieed by the radio network controllerPropa-

solve this QoS routing problem, unfortunately yh@ay only gaion delays will cause imprecision in slot synchronization.

work in some special environments [2], [8], [13]. However, dot guard times (fractions of microsecond) will

We propose a call admission control which is based camply absorb propagation delay effects (in the order of
on-demand routing protocol for QoS support in multihopnicroseconds). Eactime frame is divided into tavphases:
mobile networks. Without maintaining yamouting informa- control phase and data phase. The size of each slot in the
tion and exchanging &mrouting table periodicallya route  control phase is much smaller than the one in the data phase.
(VC) with QoS requirements is created on-dema@ wn- The TDMA time frame structure is shown in Figure The
sider different QoS traffic flows in the network i@leate the control phase is used to perform all the control functions,
performance of our scheme. The remainder of this papersgch as slot and frame synchronization, power measurement,
organized as follas. Section 2 describes the QoS and theode assignment, VC setup, slots request, etc. The amount of
end-to-end bandwidth calculation. In Section 3, we preseita slots per frame assigned to a VC is determined according
the the main design principle of the on-demand QoS routing. bandwidth requirement.

Section 4 presents the simulatiorperiments and results
obtained, and finally Section 5 concludes the paper.

2. QOSDEFINITION AND B ANDWIDTH CALCULA- @ : @

TION Figure 2: No collision at node B within CDMA system

Lin and Liu [9] proposed a mebandwidth routing scheme
which contains bandwidth calculation and reation for We asume TDMA within our network; CDMA (code
mobile ad hoc netarks. In this protocol, the bandwidth division multiple access) isverlaid on top of the TDMA
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infrastructure. Name)ymultiple sessions can share a common  Because only adjacent nodes can hear the @gsTv
TDMA slot via CDMA. In this case, the nefar problem and information, and the network is multihop, the free slots
related pwer control algorithm become critical to thdief recorded at\ery node may be different. $\efine the set of
cieng/ of the channel access [3]. An ideal code assignmetiite common free slots betweenotadjacent nodes to be the
scheme [9] is assumed running in thevdo layer of our sys- link bandwidth Consider the example shown in Figure 3 in
tem, and all spreading codes are completely orthogonal wdich C intends to compute the bandwidth Ao We assume
each otherThus the hidden terminal problem can leided. the next hop i8. By using our end-to-end bandwidth calcu-
Consider the example illustrated in FigureQcan use the lation scheme, iB can compute thevailable bandwidth to
same slots a# to send packts toD encoded by a diérent A, thenC can use this information and the “link bandwidth’
code without ay collision atB. It is notable that this case is to B to compute the bandwidth t.
assumed only one session throughB, C andD. If A and We cefine thepath bandwidth(or called end-to-end
C (different sessions) intend to send packets to the same  ),nqidtt) between two nodes, which are not necessary to be
slot, then only one packet can be reegiand another will be - 5gjacent, to be the set ofalable slots between them. If ov
lost depending on which codglocks on. nodes are adjacent, the path bandwidth is the link bandwidth.
As depicted in Figure 1, the control phase uses pu@onsider the example in Figure 3 and assume Ahiat one
TDMA with full power transmission in a common code. Thahop distance fronB. If C has free slots {1, 3, 4}, and has
is, each node takes turns to broadcast its information to allfaée slots {1, 2, 3}, then think bandwidthbetweenC and B
its neighbors in a predefined slot, such that the network cda-{1, 3}. This means that we can onlypoit slot 1 and slot
trol functions can be performed distitedly We assume the 3 for packet transmission frof to B. Thus, if a VC session
information can be heard by all of its adjacent nodes. Inreeds more than twdots in a time frame, then it will be
noisy environment in which the information may navajls rejected to pass through (C, BMWe @n obserg that
be heard perfectly at the adjacent nodes, an adgkdgment link BW(P,Q) = free_slot(P) N free_slot(Q).
scheme is performed in which each node has to ACK for tHeee slot(X) is defined to be the slots, which are not used by
last information in its control slot. By xploiting this ary adjacent host oK to receve a to s£nd packets, from the
approach, there may be one frame delay for the data transnpigint of viev at node X. Next, we can further empjolink
sion after issuing the data slot reservation. bandwidth to compute end-to-end bandwidth. This informa-

Ideally, at the end of the control phase, each node hdion can provide us an indication of whether there is enough
learned the channel reservation status of the data phase. Padwidth on a gen route between a source-destination.pair
information will help one to schedule free slots, verdifre We will use the example illustrated in Figure 4 to describe
of reserved slots, and drop expired real time packets. how to calculate the path bandwidth.

The data phase must support both virtual circuit and M Figure 4, the source node (node 0)wked packets to
datagram trdic. Sincereal time traffic (which is carried on a the destination node (node 9) through node 1 toe8astime

VC) needs guaranteed bandwidth during itsvactieriod, there are 10 data slots in the data phase. The notation
bandwidth must be preallocated to the VC in the data phd®&ans the slot has been reserved and is vailalale. The
before actual data transmission. That is, some slots in the ddge slot(0), for example, is {0, 2, 4, 6, 7, 8}, and
subframe are reserved for VCs at call setup time. free_slot(1) is {0, 1, 3, 7, 8}. Obviously, link_BW(1, 0) =
path BW(1, 0) = {0,7,8}. path BW(2, 0) can be calculated
from link_BW(2, 1)={1, 7, 8} and path BW(Z1, 0)according
to the bandwidth calculation algorithm illustrated in [9]T, and
is equal to {1,8}. Recursély, path BW(3,0) can be
obtained fromlink_BW(3, 2) and path BW(2,0), and is
@#—b R e E LR LA equal to {2,7}. Finally path BW(9,0) is got from
| @ | link_BW(9, 8) and path BW(8, 0), and is equal to {2, 5}.

' ' The main principle of computing thpath BW(P, Q) is to

consider the slots not ipath BW(P, R) n link_BW(R, Q)

One hop distance.

In host C, the next hop to destination A is B.
One or more hop distance.

A e o -

———

lirk bandwidih

path bandwidth from B to A _
from C to B first, and then the common ones of both set. kample,
Calculate bandwidih from C io A

T Our previous wrk in [9] discussed this algorithm in
Figure 3: Bandwidth information calculatiomebview more detail for ha to dotainpath_BW(i,0)from link_BW(i,i-1)

andpath_BW(i-1,0)
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reservation algorithm we presented in [9].

oo \ ﬁi@ In general, to compute theadable bandwidth for a path
o ---2: Destination in a time-slotted network, one not only needs tovkribe

awailable bandwidth on the links along the path, but also

needs to determine the scheduling of the free slotsesblve

Noo:g_z 4 68_E>{} _ _ ; 2SDlve
No 1 :Q$_3 L _ {078} slot scheduling at the samg tlme.a@llable bandW|d.th. is
No 2 =_l§_ j 63 sl o218} sggrched on the entire pqth |§ @gleint to sole the Satisfia-

- — ! bility Problem (SAT) which is known to be NP-complete
No3: 9;%3 3— 89 0{27} [10]. We wse a heuristic approach to assign slots as discussed
No4 :loffg_alsle 78_ = {05} in [9]. In this bandwidth calculation algorithm, we only com-
No 5 :[OLLI2I3 4[3)_789 ={12} pute the size of the path bandwidth. Obedinat the informa-

No 6 :D__g__j_? 8§ {035} tion of the end-to-end bandwidth is useful for admission con-
No7:0 _2%4 16 8 9 {26} tr.oI when a ne/ VQ sessipn comes in 'Fhe systerfihe admis-
No§: 13 _§6 89 {37} sion control can immediately determlng whether the VF: traf-
No9o: |2 alsle 8 o253 fic flow can be accepted at the gimning of connection
e . request according to the bandwidth requirement aeithble
Node # State of slots Path Bandwidth path bandwidth.Actually, this QoS indication enables more
information efficient call admission control. It reduces the possibility of

Figure 4: A example for bandwidth calculation and resgon. The the failure of the call setup.

number of data slots is 10.” means a reserved slot by the other

connections. Bandwidth requirement is 2 data slots per frame. 3. THE ON-DEMAND ROUTING WITH B ANDWIDTH
CONSTRAINT

path BW(0, 7)= {2, 6} and link_BW(7,8)={2, 3, 6, 7, 8,

9}. Thus, node 8 must choose slots from {3, 7, 8, 9} first t8.1. RouteDiscovery

forward data from node 7 to thexteéhop, and node 7 can | jke Ad-hoc On-demand Distance Vector routingO@V)

only choose slots from {2, 6} to transmit data to nodeB8t [14] and Dynamic Source Routing (DSR) [5, 18], our proto-

the total number of slots chosen by each node has to be eqyd|-conforms to a pure on-demand ruldfe reither maintain

In this case, node 8 chooses {3, 7} and node 7 chooses {2, 8}, routing table nor exchange routing information periodi-

(actually node 8 can choose yamair from {3, 7, 8, 9}, not ¢4y, When a source node amts to communicate with

necessary {3, 7}). That ispath BW(0, 8)= {3, 7}. Finally,  another node for which it has no routing information, it floods

path BW(0, 9)= {2, 5}. This means that node 9 can only, pyte request (RREQ) packet to its neighbors. If the topol-

resere dther data slot 2 or 5 or both foryanew all from gy exists a route from the source to the destination, RREQ

source node Oven though node 9 is recording the slot {2, 4,yj|| find (record) it. In our protocol, all packets contain fol-

5, 6, 8} to be free currenthyfhus, if the bandwidth require- lowing uniform fields:

ment of a n& call from node 0 to node 9 through the abo

path is more than twdata slots per frame (s&0S> 2), then

our admission control will reject this call.

<packet_type source_addr dest addr sequence#,
route_list, slot_array_list, data, TTL>

After calculating the end-to-end bandwidth, we need to All packet types which we define are shown in Table 1.

resere the data slots from the destination (node 9) hop-b)\/—ve \5€ <.source_addr§equence#>. to u.nlquely. 'de”“fY a
hop backward to the source (node 0)QBS = 2, node 9 paclet. This sequenc# is nonotonically increasing, which
reseres slot 2 and 5; node 8 reserves slot 3 and 7; node ! be used to supersede stale cached rordat list

resenes slot 2 and 6, etct. This reservation is not reIeasEz%cordS the routing informatiorslot_array_list records the

until the end of the session. On completing the regienv, statu's of slot a§S'gnment on the rouWhen ay hO_St
node 0 begins transmitting datagrant&r the detail of the receves a RREQ, it will perform the following operations:

1. If the pair <source_addequence#> for this RREQas
T itis notable that in Figure 4, node 0 and node 2 are hid- seen recentlydiscard this redundant request packet and

den to each othebut they can respectiely transmit data pack- do not process it further.

2. Otherwise|f the address of this node appeared in the
route list in the RREQ, we drop this RREQ (do not re-
broadcast it) and do not process it further.

ets to node 1 and node 3 at data slot 7 simultaneously without
collision at node 1. This is because we assume node 0 and 2 use

different spreading code in the CDMA channels.
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3. Otherwise(a) calculate the bandwidth from the sourcenodes when one of the nodes cannot hear the other ame; ho
to this node follaving the algorithm discussed in Sectioneva we may include the use of such links in future enhance-
2, and record the status of theitable data slots to the ments. Asa RREQ travels from the source to the destination,
slot_array_list. We will drop this RREQ if the result it automatically sets up thew&se path from the destination
does not satisfy the QoS requirement, and do not procésgk to the sourceTo st up a reerse path, a node records
it further. It is worth noting that we do not modify the the address of the neighbor from which it reegithe coy
state of the data slots at this timie) Decrement TTL by of the RREQ. From the RREQ packets, we can obtain the
one. If TTL counts down to zero, we drop this RREGtate of the data slots. According to the information recorded
and do not process it furth&TL can limit the length of within the RREQ, the destination can set up a bandwidth
the delvery path. There may exit a very long pathroute and resees resources (slots) hop-by-hop backward to
which satisfies the bandwidth requirement.wideer, the source.

this path will be dificult to be maintained within a Using the source routing algorithm, we yape fields
dynamic emironment. In addition, unlimited paci <route list, slot_array list> from RREQ to RREPAs the
flooding will deteriorate the netvyk pe'rformance. The RREP traerses back to the source, each node along the path
use of TTL can control the flooding that (C) Append | ogenes those free slots which were calculated inaade.

the address of this node to thaute list to track the When the source reses a RREP the end-to-end bandwidth
route which the paek has traersed, and re-broadcast ogenation is successful, and the virtual circuit (VC) is estab-
this request if this node is not the destination. lished. Then, the source node can begin transmitting data-

Packet Type Function grams. ltis notable that this establishment protocol for a VC
ROUTE_REQUEST (RREQ) Send to diseoroute connection from the source to the destination is-tvay
ROUTE_REPLY (RREP) Sendo resere route handshaking. When awecall request arvies, the call admis-
RESERVE_RIL Nack for unsuccessful reservation sion control dwes this establishment protocol. Thiswmeall
ROUTE_BROKEN Nackfor route broken will not be accepted until the resation process is success-
CLEAN_RREQ Clearsurplus RREQs fully completed.

NO_ROUTE Nackfor finding no route
DATA Use to transport datagram 3.3. UnsuccessfuResewation
Table 1: All packet types and their functions When the RREP txals back to the source, the resation

operation may not be successful. This may result from the

Consider the example in Figure rbute list in RREQ  fact that the slots which weant to resers ae occupied a lit-
receved by rode 9 will be (0, 1, 2, 3, 4,5, 6, 7, 8, 9) and th@e earlier by another VC or the route breaks. If this is the
slot_array_list will be ((1{0,7,8}), (2{1.8}), (3{2,7}). case, we mustgé tp the route. The interrupted node sends
(41{015})! (51{112})1 (61{015})1 (71{216})! (81{317})1 (91{215})) a NACK (i.e., RESERVEFA'L) back to the destination, and
Each component in thslot_array_list contains the host ID {he destination re-starts the resgion process again along
and the set ofwailable time slots.As is to be expected, a the next feasible path (note that in the route disgopro-
destination node will rece¢ nore than one RREQEvery ess, each RREQ which aes at he destination piggybacks
RREQ packet indicates a unique feasible QoS path from th§easible bandwidth route). All nodes on the route from the
source to the destination. Thus, the destination nodee®m Kinterrupted node to the destination must free the redetata
more than one paths. Multiple conneiti between a source- sjots when receing RESERVEFAIL. If there is no VC can
destination pair can pvale a more robust packet dely. pe setup along all feasible bandwidth routes, the destination
This is especially important in a multihop mobile netiv In proadcasts anotherACK (i.e., NO_ROUTE to notify the
order to reduce theverhead of flooding, the destination nodeggrce. Upon receing NO_ROUTE, the source can either

can broadcast @LEAN_RREQpaclet to clean RREQ pack- re-start the disary process if it still requests a route to the
ets that are still roaming around the netkvafter receiing  gestination, or reject the we call. In addition to

enough paths. NO_ROUTE arrival, if there is no ay response back to the

_ source before the timeout occurs, the source can also-re-per
3.2. RouteResewation form the route disoger operation.
When the destination node rews acne RREQ packet from Once a VC is established, the source can begin sending

the source node, it returns a route rely (RREP) packet by ugstagrams in the data phase. At the end of the session, all
casting back to the source following the route recorded in thésered slots must be released. These free slots will be con-
route_list. Our protocol uses symmetric links between neighanded by all ne connections. Hwever, if the last packet is
boring nodes. It does not attempt to follpaths between |ost we will not knev when the reserved slots should be
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released. Thissue will be discussed in thextisub-section. 4. PERFORMANCE EVALU AT ION

To evduate the performance of our admission control
3.4. ConnectionBreakage scheme, we consider the environment which consists of 20
During the actie period of a connection, a topologicalmobile hosts roaming uniformly in 1000 1000 ft? area.
change may destyoa VC. The connection control must re-Each node mees randomly at uniform speed. Radio trans-
route or re-establish the V@@ a new path. When a route is mission range is 400 ftThat is, two nodes can hear each
broken, the breakpoints send a speciaAQX (i.e., other if their distance is within the transmission range. Data
ROUTE BROKEN to the source and the destination. Thatate is 2 Mbit/s. In our experiments, the channel quality may
is, once the né hop becomes unreachable, the breakpoimiffect the packet transmission. That is, the noise in the chan-
which is near the source sends an unsolicitA€K to the nel may cause errors in pat& The channel quality specified
source, and the other breakpoint does to the destindfiach by the bit error rate is uniform in all okgeriments. Because
node along the path relays thBOUTE BROKEN to its the VC traffic is delay sensig rather than error sensié,
active reighbors and so on. Furthermore, ythelease all paclets therefore are not GKed. A coding scheme is
resered slots for this connection and drop all data packets aésumed running in the system to do the forward error correc-
this connection which are still waiting for sending in theion. Inthe experiments, we will pay more attention to the
queue. Uporreceving the ROUTE BROKEN the source effect of mobility upon the system performance.

re-start the disa@ry process to re-establish a V@eoa rew In each time frame (Figure 1), the data slot in the data
path, and the destination only drops ROUTE BROKEN 546 js 5 ms, and the control slot in control phase is 0.1 ms.
(the main purpose of the v of the ROUTE BROKEN  cpanne| gerhead (e.g., code acquisition time, preamble, etc.)
from the breakpoint to the destination is to release the ¢ 1ored into control/data packet lengtie @sume there
resered slots). This procedure is repeated until either th%re 16 data slots in data phaso the frame length is 20 *
completion of data delery or timeout. If timeout occurs, the 5 1 1 15 * 5 = 82 ms.Since the number of data slots is less
source stops grdata delvery for this session. than the number of nodes, nodes need to compete for these
If a link on the VC is broken before the completion of alata slots. The source-destination pair of a call is randomly
session, the last data patknay be still on the way to the chosen and their distance must be greater than one. Once a
destination. This packet, thus, can not reach the destinatieall request is accepted on a link (i.e., a link which the RREP
and is suspended within an intermediate nddethis situa- passes through), a transmission windg.e. data slots) is
tion, some resources are still occupied by this connection amedened (on that link) automatically for all the subsequent
can not be used by the others. In order toestlis problem, paclets in the connection. The windois released when
we use the timeout scheme for each reserved slot. Ife@ther the session is finished or theAQ®K packet
resered slot is not used to dedr data packets for a couple (RESERVEFAIL andROUTE BROKEN is receved. Con-
of data frames and timeout occurs, this slot is freed automateptually this scheme is an extension of PRMAa¢Ret
cally. Such free slots will be fully utilized by the otherme Reseration Multiple Access) [19] to the multihop \éron-
sessions. Figur® summarizes the operation of our admis-ment. In addition, in our simulation, for each source-destina-

sion control @er the on-demand routing algorithm. tion pair the destination keeps three different bandwidth
besi routes which are piggybacked within the first three RREQ’
egin . L
¢ ‘(:y arriving at the destination.
@P ~-7@ %)@ IL—--""@ Number of nodes 20
Route Route - —
discovery reservation Mean of interarnal time of calls 10 cycles
e 7 @ Input queue length 3000
- Gﬂe@ X7 @) Default TTL 7
@},é @ T Number of data slots 16
Discovery Broadcast - Route discuery timeout (number of nodes * 2) cycles
fimeout no roofe :
= Total routes kept for each S-D palir 3
[rgedlscoveﬂ Q Route reservation timeout TTL*(number of route kept*2+1) cycles

Table 2: The values of parameters in the simulation

lL fransmission Discovery operations operate twice for each S-D pair at most
O 1l

exceed time limit, Connection

i B Cloge session
give up reakage There are three types of QoS for thdendd trafic.

QoS, Qo0S,, and QoS, need one, two, and four data slots in
each frame, respeedy. For each simulation result, we

Figure 5: Overvie of the on-demand routing algorithm.
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consider 100 different topologies and run 10000 frame time

(i.e., 10000 * 82 ms) for each topologhhe interarnal time 97
of two calls is an exponential distribution with the meaiue g % 00—
10 cycles (820 ms). Each session lengtiQof, QoS,, and % o5 | QS1
QoS is 100, 200, and 400 packets, respebti All traffic is 2 ot b gggi e
assumed the constant bit rate. The interdrtime of paclets g"g I
within QoS is one gcle (82 ms). Similarlythe interarnal 3 ¥ [
times forQoS andQoS,; are 41 ms and 21 ms, respedii. g 927
“; Y
0.11 s
01} =0
009 1 2y 4 s 8 0 1 1 16 18 2
"-‘% 0.08 - — P ‘ QoS1 —— A mobility(feet/sec)
° o QoS2 —x—
é— 22(7; - QoS4 e ; Figure 7: Average throughput (%) of different QoS's
Y TR S ] 9.6
@ | = %5 -
0.02 ‘ ‘ : : ‘ ‘ ‘ * g 4
2 4 6 8 10 12 14 16 18 20 T 983
mobility(feet/sec) % 98.2 - TR
£ w®i1f
Figure 6: Incomplete ratio of different QoS'’s 8 98 |- QoS1 ——
_:%’ o9 [ ey R
In the first experiment, we consider the effectarfiable ® :;: | .
mobility on incomplete connection ratidA call may notbe 8 .|
completed due to the mobilityf the last packet can are & 975 ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘
the destination, this session is defined to be complete.-Other 2 4 6 8 10 12 14 16 18 20

. T mobility(feet/sec) (-incomplete]
wise, it is incomplete. Some data packets of a complete ses- " ) plete)

sion may be lost because of the topological change. The ¥{gure 8: aerage throughput (%) of different QaSexcluding
of a connection may be re-established during theveactincomplete connections
period and the last packet finally can get to the destination.

This is also considered as a complete session. In our simylgquirement outperforms the one with higher QoS require-
tion, we only allev the source to re-perform the route disco ment. Asa general observation, high mobility makes re-rout-
ery operation once. If the session still can not be completedin§ and thus results in more end-to-end transmission delay
will be rejected. Figure 6 illustrates the resulibsere that and more packet loss. Because the high QoSictraéeds
high mobility causes a path to be beokfrequentlyWhen more bandwidth, it is more difficult to find a feasible route
mobility is 20 ft/s for #ample, Q0S, Q0S, and Q0S  when re-routing. In addition, in the re-routing duration, the
respect’rely have 10.5%, 6% and 3% sessions which can n(ﬁigher QoS traffic will hee nore packet loss.

be completedQoS almost keeps a constant incomplete ratio Consider thecompleteconnections. & cefine theses-

when mobility is Ie.ss than 20 f/s. As is to l?mpected, sion delayof a connection to be the interamli time of the
because the bandwidth route of lower QoS traffic can be egs-

. . S . Ist data paost and the last one. Figure 9 illustrates the ses-
ier re-established, the mobility can ndieat it as much as the _. o : . )

. : sion delay at the destination side. According to our simula-
higher QoS traffic.

tion parameters, the session delays at the source side for these
Figure 7 and Figure 8 shothe aerage throughput of three kinds of QoS traffic are all 100 frame timgcles). If

different QoSs. InFigure 7, we consider both complete anghere is no VC re-establishment, the session delay at the des-

incomplete connections, and in Figure 8, we only considgfation side should be also 109ctes. FromFigure 9, we

the complete onesThe throughput changes slowly and gradcan find the werage session delay at the destination side more

ually with respect to mobilityln Fgure 7, the mobility does than 100 cycles. The higher QoS requirement wiliehaore

not affect the throughput of all connections cruciaipw-  overheads as the mobility increases. Thigrbeads result

eve, in Fgure 8, the throughput is more obviouslyeafed from the connection re-establishmentvhen the mobility

by the mobility In both figures, the traffic with lower QoS and QoS leel are higher a mnnection will spend more time
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to recover from the path breakage. Figure 10 shows the max-

imal number of connections of different QeSthich can be 50
supported by current system resources. There are about 21
connections oQoS traffic simultaneously in the system, and

17 for QoS and 10 forQoS,. For QoS traffic at a mobility o r

172
o
. . 2
of 2 ft/s, Figure 11 presents the maximal number of connec-§ 35 |-
tions for varying mean interavel time of calls. There can be £ %
. . . . © I
up to 45 simultaneously agd mnnections in the system as 3
. =
the mean value is one cycle. %5
20 -
1055
g 15 1 1 1 1 1
105 F  QoS1 —— e
QoS 2 —x— 0 2 4 6 8 10 12
104.5 - QoS4 x- 1 avg. interarrival time, Qos=1 mobility=2
o 104 ¢ e . . . '
g i Figure 11: The maximal number of connectionsQmS traffic
g 1035 | B
3 103 | i
& 1025 | 0.025 :
02| ‘ 0.024 T 1
1015 L 0028 |
0022 [/ QoS1 ——
101 | | | | | | | | ° 0024 | / Q0S 2 -—--x--
2 4 6 8 10 12 14 16 18 2 ] 021 1/ QoS4 —x-
mobility(feet/sec) 3 0.02 |-
g 009
Figure 9: Average session delay 8 oo e
0.017 |-
0.016
2 ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ 0.015 .
I 0.014 s s L L w . . .
20 | QoS 1 2 4 6 8 10 12 14 16 18 20
QoS 2 = mobility(feet/sec) (-incomplete)
o 1 QoS 4 -
2 L
2 Figure 12: Theerage packet loss for “complet€onnections
S
g 16 | 3¢ -mnmmmmoemmsmTTII e X
8
H
= 14 - 1.35
12 13F .« e
: JEE———— B L xe
10 P g foeeeip 1.25 1
2 4 6 8 10 12 14 16 18 20 ®
mobility(feet/sec) 2 12| QoS 1
2 QoS 2 -x----
Figure 10: The maximal number of connections 115 F\Q"“*
. 11 4
Figure 12 reports the packet loss rate ofcaiinplete
connections of different QoSfor varying mobility For these 1.05 ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘
complete connections, we can find that the mobility does not 2 4 6 8 b‘? ] 1:/2 ) “o16 1820
. . mobility(feet/sec;
affect this result too muchThe packet loss is about 2.4% or Yy
less. This loss rate is particularlywloThe mobility slightly Figure 13: Thearage value ofl for different QoS’s

increases the paek loss rate. The traffic with lower QoS

requirement has smaller patkoss rate. This is because th@etween the shortest path length and the length of the band-
lower QoS requirement can meak easier to re-construct a width route actually taken by data patk Adifference of 0
new VC when the original VC fails. means the paekt took a shortest path, and afefiénce

In the last experiment, we intend to compare the h@peater than O indicates the number of extra hops theepack
length of the bandwidth route created by our protocol witQok. Figure 13 shes the aerage value ofd. We an find
the optimal shortest pathWe let d denote the dference that our bandwidth route isewy close to the optimal onén
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Figure 14, we record thevaage maximal value ofd.
Obsene that the lower QoS traffic has statistically significan e _ . | H gos1qt
optimality in length of the routes with respect to node mobi
ity rate. Figure 15 further illustrates the percentage of ea
vaue of d. We an find that only about 16% sessions too
the shortest paths (i.el,= 0). This means that the bandwidth
routes of most of sessions (up to 84%) are not the shorte
Therefore, the solution proposed by Lin and Liu [9] can onl
accept 16% calls. hever, our solution can further find
those non-optimal bandwidth routes to accept the other 8¢
calls.

1 mobility=20

51 BN R ﬁmg's 3 mebility=2 mebility=§
R i Figure 16: The reseation operations to be performed to establish a
% 55 ----- T R T R | QoS route
% QoS1 ——
EOC a2 take the first route to reseevthe slots hop-by-hop bacland

45 | ] to the source. If the resertion can not success because
/‘/\ either the route no longer exists or the resources been

b ] occupied, the destination will pick up the next route to re-per

form the reservation operation. If all three routes can not

complete the hop-by-hop reservation, the call will be rejected.

From Figure 16, we can find that most of VCs (near 90%) can

Figure 14: The maximal value dffor different QoS’s be established in the first reservation operation. For the same
mobility, if QoS level is higher, there are more chances for a
VC to be built in the second or third ruithis is because the

35

2 4 6 8 10 12 14 16 18 20
mobility(feet/sec)

0.6 low QoS VCs are established easi€urthermore, consider
05 — the effect of mobility (mobility= 2, 8 and 20) upon the same
_Q:m traffic type. This effect is small. The percentage of the VCs,
04 OQosd | which can be built in the first run of reservation, i& lehen
mobility is high.
ratio 0.3
5. CONCLUSIONS
02 In summarywe havepresented an admission contrgkoan
o1 on-demand routing protocol which is suitable for use with
multihop mobile networks. Our protocol is morengaful in
0 : rﬂ Ll ] the resource management than the work in [9]. Thus we can
0 1 2 3 over4 accept more calls in the naivk according to the simulation

difference {hops) results. During the route disosy process, the route request

Figure 15: Difference between the number of hops each packet tc(‘F#REP) packets are used not only to find paths between the
to reach its destination and the optimal number of hops required g, rce-destination paibut also to calculate bandwidth hop-
by-hop. Ifthere is no enough bandwidth to satisfy the band-
In section 3.1 and 3.2, we describe the whole route digidth requirement at gnintermediate node, the route is
covery and reservation processes. A destination node megopped. Thus, when a RREP packetvasriat he destina-
receive more than one RREQ, and each RREQ packet indion, the route piggybacked on the RREP packet must ha
cates a unique feasible bandwidth route from the source to gadisfied the end-to-end bandwidth requirementvéder, the
destination. In our>@eriment, we assume that only the firstoute may not be the shortest in hop length. In the route reply
three routes will be kept by the destination node for routgrocess, the route reservation is made hop-by-hop Badkw
establishment, and the other feasible routes will be droppdthm the destination to the source. Our admission control can
In the duration of the route resation, the destination will be applied to tw important scenarios: multimedia ad-hoc
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wireless netwrks and multihop extension wireless ATM net{14]
works. Specially the bandwidth information can be used to
assist in performing the handof a mobile host between v

ATM base stations.In the case of ATM interconnection, [15]
ATM virtual circuit service can be extended to the wireless
networks with possible remggtiation of QoS parameters at
the cqatavays. Inthe performance experiments, trafficwi 16]
with different QoS types are considerefinally, more than

60% bandwidth routes created by our protocol any ¢lose

to the shortest paths (i.e., less than or equal to one Hep dif [17]
ence).
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