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Abstract— We consider the problem of digital communication
in a Rayleigh flat fading environment using a multiple-antenna
system, when the channel state information is available neither at
the transmitter nor at the receiver. It is known that at high SNR,
or when the coherence interval is much larger than the number
of transmit antennas, a constellation of unitary matrices can
achieve the capacity of the non-coherent system. However, at low
SNR, high spectral efficiencies, or for small values of coherence
interval, the unitary constellations lose their optimality and fail
to provide an acceptable performance.

In this work, inspired by the Stein’s lemma, we propose to use
the Kullback-Leibler distance between conditional distributions
to design space-time constellations for non-coherent communica-
tion. In fast fading, i.e., when the coherence interval is equal
to one symbol period and the unitary construction provides
only one signal point, the new design criterion results in PAM-
type constellations with unequal spacing between constellation
points. We also show that in this case, the new design criterion
is equivalent to design criteria based on the exact pairwise error
probability and the Chernoff information.

When the coherence interval is larger than the number
of transmit antennas, the resulting constellations overlap with
the unitary constellations at high SNR, but at low SNR they
have a multilevel structure and show significant performance
improvement over unitary constellations of the same size. The
performance improvement becomes especially more significant
when an appropriately designed outer code or multiple receive
antennas are used. This property, together with the facts that the
proposed constellations eliminate the need for training sequences
and are most suitable for low SNR, makes them a good candidate
for uplink communication in wireless systems.

Index Terms— Fading channels, multiple antenna systems, non-
coherent constellations, space-time modulation, wireless commu-
nications.

I. I NTRODUCTION

EXPLOITING propagation diversity by using multiple
antennas at the transmitter and the receiver in wire-

less communication systems has been recently proposed and
studied using different approaches [1]–[8]. In [1], [2], it has
been shown that in a Rayleigh flat fading environment, the
capacity of a multiple antenna system increases linearly with
the smaller of the number of transmit and receive antennas,
provided that the fading coefficients are known at the receiver.
In a slowly fading channel, where the fading coefficients
remain approximately constant for many symbol intervals, the
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transmitter can send training signals that allow the receiver
to accurately estimate the fading coefficients; in this case, the
results of [1], [2] are applicable.

In fast fading scenarios, however, fading coefficients can
change into new, almost independent values before being
learned by the receiver through training signals. This problem
becomes even more acute when large numbers of transmit
and receive antennas are being used by the system, which
requires very long training sequences to estimate the fading
coefficients. Even if the channel does not change very rapidly,
for applications which require transmission of short control
packets (such as RTS and CTS in IEEE 802.11), long training
sequences have a large overhead (in terms of the amount of
time and power spent on them), and significantly reduce the
efficiency of the system. A non-coherent detection scheme,
where receiver detects the transmitted symbols without having
any information about the current realization of the channel,
is more suitable for these fast fading scenarios.

The capacity of the non-coherent systems has been studied
in [5], [6], where it has been shown that at high SNR, or
when the coherence interval,T , is much greater than the
number of transmit antennas,M , capacity can be achieved
by using a constellation of unitary matrices (i.e. matrices with
orthonormal columns). Optimal unitary constellations are the
optimal packings in complex Grassmannian manifolds [9].
These packings are usually obtained through exhaustive or
random search, and their decoding complexity is exponential
in the rate of the constellation and the block length (usually
assumed to be equal to the coherence interval of the channel),
or linear in the number of the points in the constellation.

In [7], a systematic method for designing unitary space-
time constellations has been proposed, however, the resulting
constellations still have exponential decoding complexity. A
group of low decoding complexity real unitary constellations
has been proposed in [8]. These real constellations are optimal
when the coherence interval is equal to two (symbol periods)
and number of transmit antennas is equal to one. However,
the proposed extension to large coherence intervals or multiple
transmit antennas does not maintain their optimality.

In this paper, we consider constellations of orthogonal
(rather than orthonormal) matrices, and propose a new design
criterion for non-coherent space-time constellations based on
the Kullback-Leibler (KL) distance [10] between conditional
distributions. By imposing a multi-level structure on the
constellation, we decouple the design problem into simpler
optimizations and use the existing unitary designs to construct
the optimal multi-level constellation. Our motivations for
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considering non-unitary constellations and proposing the new
design criterion are the following:

• The long coherence timerequirement for the optimality
of the unitary constellations makes them less desirable for
high-mobility scenarios. For example, all of the unitary
constellations of [6]–[8] have been designed for the case
of T > 1. For T = 1, they provide only one signal
point, which is obviously incapable of transmitting any
information. The capacity of discrete-time fast Rayleigh
fading channels(T = 1) has been studied in [11], and
has been shown to be greater than zero. It has also been
shown that the capacity achieving distribution forT = 1
is discrete, with a finite number of points, and one of them
always located at the origin. In general, long coherence
interval means a slowly fading channel (in which case
a training based coherent transmission might be more
desirable), whereas the non-coherent constellations are
usually needed when channel changes rapidly and train-
ing is difficult or expensive (in terms of the amount of
time and power spent on that).

• The high SNR requirement for the optimality of the
unitary constellations implies low power efficiency. This
is because the capacity is a logarithmic function of the
average power, and thus, a linear increase in the power
results in only a logarithmic increase in the capacity.
Considering the power limitations in the battery operated
devices, the high SNR requirement cannot be easily
satisfied by mobile devices.

• It appears that the unitary designs are not completely
using the information about the statistics of the fading
[12]. It can be easily shown that, e.g., in the case of real
constellations forM = 1 and T = 2, a non-Bayesian
approach (i.e., assuming that fading is unknown, with
no information about its distribution), would result in a
unitary design. If the statistics of the fading process are
known at the transmitter and the receiver, (e.g., if the
channel is assumed to be block Rayleigh flat fading, with
fading coefficients from the distributionCN (0, 1)), then a
design criterion which takes this knowledge into account
more efficiently, would result in better constellations (in
terms of error rate performance).

• A common performance measure for evaluating different
constellations in communication systems is the average
symbol error probability. However, the expressions for
the average error probability are usually very compli-
cated, and do not provide much insight into the design
problem. Therefore, we initially consider the pairwise
error probability as our performance and design criterion.
Unfortunately, the exact expression and even the Chernoff
upper bound for the pairwise error probability do not
seem to be tractable for a general non-coherent constel-
lation. Moreover, except for the special case of unitary
constellations, the pairwise error probabilities are not
symmetric. The KL distance is an asymmetric distance, is
relatively easy to derive even for general multiple-antenna
constellations, and is equal to the best achievable error
exponent using hypothesis testing (Stein’s lemma [10]).

For the above reasons, we propose the use of KL distance
between conditional distributions as the design criterion, and
construct constellations for single- and multiple-antenna sys-
tems in fast and block fading channels which outperform the
existing unitary constellations.

The main contributions of this paper are summarized in the
following.

1) The relation between the KL distance and the ML
detector performance: Using the fact that the KL dis-
tance is the expected value of the likelihood ratio, we
show that, for a large number of observations (e.g.,
receive antennas in our case), the performance of the
Maximum Likelihood (ML) detector is related to the KL
distance between the conditional distributions (Lemma
3). We also show that in some cases (T = 1), for
any number of receive antennas, the KL-based design
criterion is equivalent to the design criteria based on the
exact pairwise error probability and the Chernoff bound
(Section III).

2) KL-based design criterion: We derive the KL distance
between the conditional received distributions corre-
sponding to different transmit symbols for the general
case of multiple-antenna systems (Equation (31)), and
propose a design criterion based on maximizing the
minimum of this KL distance over the pairs of constel-
lation points. We also derive the simplified distance for
orthogonal constellations (Equation (34)).

3) Multi-level structure and decoupled optimization: By
imposing a multi-level unitary structure on the constella-
tion, we further simplify the KL distance, and decouple
the design problem into simpler optimizations. As a re-
sult, we can use any existing unitary design at the levels
of the multi-level constellation, and find the optimum
distribution of the points among the levels, and their
radiuses. In fast fading, i.e., whenT = 1 and the unitary
construction provides only one signal point, the new
design criterion results in PAM-type constellations with
unequal spacing between constellation points (Section
V-A). When the coherence interval is larger than the
number of transmit antennas, the resulting constellations
overlap with the unitary constellations at high SNR,
but at low SNR they have a multilevel structure and
show significant performance improvement over unitary
constellations of the same size (Sections V-C and V-D).

The rest of this paper is organized as follows. In Section
II, we introduce the model for the system being considered
throughout this paper. In Section III, we derive the exact
expression and the Chernoff upper bound for the pairwise
error probability in the fast fading scenario, and show that
they result in the same design criterion as the one suggested
by the KL distance. In Section IV, we derive the KL distance
between conditional distributions of the received signal, and
propose the design criterion based on that. In Section V, we
present non-coherent constructions for several important cases
and compare their performance with known unitary space-
time constellations. We show that the new constellations can
provide significant performance improvement compared to
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the unitary constellations, especially at low SNR and when
multiple receive antennas are used. Finally, in Section VI we
bring some concluding remarks.

II. SYSTEM MODEL

We consider a communication system withM transmit and
N receive antennas in a block Rayleigh flat fading channel
with coherence interval ofT symbol periods (i.e., we assume
that the fading coefficients remain constant during blocks
of T consecutive symbol intervals, and change into new,
independent values at the end of each block). We use the
following complex baseband notation

X = SH + W, (1)

whereS is theT ×M matrix of transmitted signals,X is the
T × N matrix of received signals,H is the M × N matrix
of fading coefficients, andW is the T × N matrix of the
additive received noise. Elements ofH and W are assumed
to be statistically independent, identically distributed circular
complex Gaussian random variables from the distribution
CN (0, 1). We intentionally avoid using the scaling factor of√

ρ
M of [7] to account for the desired signal to noise ratio (or

average power constraint on the constellation). We will see
in Section V, that the structure of the optimal constellation
depends on the actual value of the signal to noise ratio, and
constellations of the same size at different SNR’s are not
necessarily scaled versions of each other. Therefore we capture
the SNR factor in theS matrix itself, and use the power
constraint 1

T

∑T
t=1

∑M
m=1 E

{|stm|2
} ≤ P , wherestm’s are

the elements of the signal matrixS.
With the above assumptions, each column of the received

matrix, X, is a zero-mean circular complex Gaussian random
vector with covariance matrixIT + SSH . Therefore, the
conditional probability density function ofXn, thenth column
of the received matrix,X, can be written as

p(Xn|S) = EH {p(Xn|S, H)}

=
exp

{
−XH

n

(
IT + SSH

)−1
Xn

}

πT det (IT + SSH)
. (2)

Since the columns ofX are statistically independent, we have
the following expression for the conditional probability density
function of the whole received matrix,X,

pN (X|S) =
N∏

n=1

p(Xn|S)

=
exp

{
−tr

[(
IT + SSH

)−1
XXH

]}

πTNdetN (IT + SSH)
. (3)

Note that the superscriptN is not an exponent forp. It only
specifies the column size ofX and emphasizes the statistical
independence of its columns. Later, when calculating the
pairwise error probabilities and error exponents, we will find
this notation convenient.

Assuming a signal set of sizeL, {Sl}L
l=1, and defining

pN
l (X) = pN (X|Sl), the Maximum Likelihood (ML) detector

for this system will have the following form

ŜML = SblML
, where l̂ML = arg max

l∈{1,...,L}
pN

l (X). (4)

If L = 2, then the probability of error in ML detection of
S1 (detectingS2 given thatS1 was transmitted) is given by

Pr(S1 → S2) = PrpN
1

{
X : pN

2 (X) > pN
1 (X)

}
, (5)

where we have used the notationPrp{R} to denote the proba-
bility of setR with respect to the probability density function
p. Now, if we also assume thatS1 andS2 are transmitted with
equal probabilities, then the average probability of error in ML
detection will be given by

Pe(S1, S2) =
1
2

Pr(S1 → S2) +
1
2

Pr(S2 → S1). (6)

It is known [10] that this average pairwise error probability
decays exponentially with the number of independent ob-
servations, and the rate of this exponential decay is given
by the Chernoff information [10] between the conditional
distributions.

For L > 2, even though (5) and (6) are no longer exact, we
will still use them as an approximation for the pairwise error
probability, which will, in turn, be used to derive the design
criterion for space-time constellations.

For the special case of unitary transmit matrices, i.e., when
SH

l Sl = (TP
M )IM , the exact expression and Chernoff upper

bound for the pairwise error probability were calculated in
[6]. However, the corresponding expressions for the general
case of arbitrary matrix constellations do not seem to be
easily tractable. In the next section, we will calculate these
expressions for the case of a single transmit antenna in fast
fading, and will show that they result in the same design
criterion.

Before proceeding to the next section and deriving the
expressions for the pairwise error probabilities, we notice that
the conditional probability density function in (3) depends on
S only through the productSSH . Since the pairwise error
probability in (5) (and also in general the average error proba-
bility of the ML detector) is determined only by the conditional
probability density functions, it is clear that the performance of
the non-coherent multiple-antenna constellation also depends
on the constellation matrices{Sl}L

l=1 only through the prod-
ucts

{
SlS

H
l

}L

l=1
. If M > T , using the Cholesky factorization

SSH = QQH whereQ is a T × T lower triangular matrix,
for any constellation ofT × M matrices one can find a
corresponding constellation ofT × T matrices with the same
pairwise and average error probabilities. Also ifT ≥ M , using
the singular value decomposition, we can writeS = ΦV ΨH ,
whereΦ andΨ areT ×M andM ×M unitary (orthonormal)
matrices andV is an M × M real non-negative diagonal
matrix. Defining S′ = ΦV , we haveS′S′H = SSH . This
means that for any constellation ofT ×M arbitrary matrices,
one can find a constellation ofT × M orthogonal matrices
with the same pairwise and average error probabilities. Since
the average power of the constellation also depends only on
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the expected value of the productSSH ,

P =
1
T

T∑
t=1

M∑
m=1

E
{|stm|2

}
=

1
T
E

{
tr

[
SSH

]}
, (7)

the new constellation will also have the same average power
as the original constellation. Therefore, (similar to the result
of [5] for capacity) we have the following result.

Theorem 1:Increasing the number of transmit antennas
beyondT does not improve the error probability performance
of the non-coherent multiple-antenna systems. Furthermore,
the optimum error probability performance can be achieved
by a constellation of orthogonal matrices.

Therefore, in the rest of this paper, we will assume that
M ≤ T , and that the constellation matrices are orthogonal.

III. PAIRWISE ERRORPROBABILITY FOR FAST FADING

(T = 1)

Throughout this section, we will assume that there are
only two signal points in the constellation, i.e.,L = 2. As
mentioned in the previous section, there is no gain in using
more transmit antennas thanT . Therefore, we also assume that
M = 1. With this assumption, the transmit matrix is simply
a complex scalar. We denote this scalar bys. The conditional
probability density of the received signal given the transmitted
symbol is given by

pN (X|s) =
1

πN (1 + |s|2)N
exp

(−‖X‖2
1 + |s|2

)
. (8)

In the following, we derive the exact expression for
Pr(s1 → s2) in this case.

Lemma 1:For a single antenna communication system (i.e.,
M = N = 1) in a fast fading environment (i.e.,T = 1),
the pairwise error probability of non-coherent ML detector is
given by

Pr(s1 → s2) =





(
1+|s1|2
1+|s2|2

) 1+|s2|2
|s2|2−|s1|2 , for |s1| < |s2|;

1−
(

1+|s1|2
1+|s2|2

) 1+|s2|2
|s2|2−|s1|2 , for |s1| > |s2|.

(9)
Proof: Using (5) and (8) (withN = 1), and assuming

that |s1| < |s2|, we have

Pr(s1 → s2) = Prp1 {x : p2(x) > p1(x)}
= Prp1

{
x : 1

π(1+|s2|2) exp
(
−|x|2

1+|s2|2
)

> 1
π(1+|s1|2) exp

(
−|x|2

1+|s1|2
)}

= Prp1

{
x : |x|2 > A

}

=
∞∫
√

A

2π∫
0

p1(ρeiθ)ρdθdρ

= 1
1+|s1|2

∞∫
A

exp
(

−ρ2

1+|s1|2
)

d(ρ2)

= exp
(

−A
1+|s1|2

)

= B
1

1−B ,

where

A =
1

1
1+|s1|2 − 1

1+|s2|2
ln

(
1 + |s2|2
1 + |s1|2

)

=
(1 + |s1|2)(1 + |s2|2)

|s2|2 − |s1|2 ln
(

1 + |s2|2
1 + |s1|2

)
, (10)

and

B =
1 + |s1|2
1 + |s2|2 . (11)

Similarly, it can be shown that if|s1| > |s2|, we have

Pr(s1 → s2) = 1−B
1

1−B .

This completes the proof.
Theorem 2:For a single transmit antenna communication

system (i.e.,M = 1) in a fast fading environment (i.e.,T = 1),
the pairwise error probability of non-coherent ML detector is
given by

Pr(s1 → s2) =





[
N−1∑
n=0

1
n!

(
−N ln(B)

1−B

)n
]

exp
(

N ln(B)
1−B

)
,

for B < 1;

1−
[

N−1∑
n=0

1
n!

(
−N ln(B)

1−B

)n
]

exp
(

N ln(B)
1−B

)
,

for B > 1;
(12)

whereB is as in (11).
Proof: Proof is by induction, and is given in Appendix

A.
It is interesting to notice that, in this case, the two pairwise

error probabilities, i.e.,Pr(s1 → s2) andPr(s2 → s1) are not
equal, even in the limit as|s1| → |s2|− or |s1| → |s2|+. The
following two identities can be verified easily.

lim
|s1|→|s2|−

Pr(s1 → s2) =

[
N−1∑
n=0

Nn

n!

]
exp(−N), (13)

lim
|s1|→|s2|+

Pr(s1 → s2) = 1−
[

N−1∑
n=0

Nn

n!

]
exp(−N). (14)

For N = 1, the above equalities reduce to the following:

lim
|s1|→|s2|−

Pr(s1 → s2) =
1
e
≈ 0.3679,

lim
|s1|→|s2|+

Pr(s1 → s2) = 1− 1
e
≈ 0.6321.

This discontinuity can be explained as follows. With the
ML detector, the decision region corresponding to each con-
stellation point is the region in which that constellation point
has the largest likelihood among all of the constellation points.
The likelihood functions in this case (binary signaling, single
transmit antenna, fast fading, and non-coherent detection) are
complex Gaussian probability density functions with zero
mean and variance1+ |sl|2, for l = 1, 2. The boundary of the
two decision regions is the line along which the two likelihood
functions are equal. ForN = 1, this boundary is a circle in the
complex plane centered at the origin, with radius

√
A, where

A is as in (10). Fig. 1 shows a cross-section of the likelihood
functions and the boundary of the decision regions fors1 = 0
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Fig. 1. The likelihood functions for|s1| = 0, |s2| = 1, andN = 1

ands2 = 1. Fig. 2 shows the radius of the boundary vs.|s1|,
when s2 = 1. As we can see in these figures, the boundary
is not defined when|s1| = |s2|, because in this case the two
likelihood functions are equal everywhere. However, both right
and left limits of the boundary radius (as|s1| → |s2|) exist
and are, in fact, equal. It can be easily verified that the limit
is equal to the standard deviation of the common distribution,
or

lim
|s1|→|s2|

A = 1 + |s2|2. (15)

The probability of mistakings1 for s2 is the volume under
the conditional pdf corresponding tos1 in the decision region
of s2. The discontinuity of the pairwise error probability comes
from the fact that, even though the radius of the boundary of
the decision regions does not have a jump discontinuity at
|s1| = |s2|, the decision region ofs2 itself suddenly changes
from outside the boundary circle to inside the circle, as|s1|
changes from a value smaller than|s2| to a value larger than
|s2|. Since the volumes under the Gaussian density function in
the two regions of inside and outside a circle with radius equal
to the standard deviation of the distribution are different, the
left and right limits of the pairwise error probability are also
different, resulting in a jump discontinuity. This discontinuity
can be seen in Fig. 3 which shows the two pairwise error
probabilities as a function ofB for N = 1 (B < 1 andB > 1
correspond to|s1| < |s2| and |s1| > |s2|, respectively).

Another interesting point to observe in Figs. 1 and 2 is that
the signal points may not belong to their respective decision
regions. As we see in Fig. 1, the radius of the boundary of the
decision region is greater than one (around 1.1774), whereas
both constellation points have magnitudes smaller than or
equal to one. This is not the case for large values of|s1|

as shown in Fig. 2, e.g., for|s1| = 2, where the radius of the
boundary is less than 2. Fig. 2 also compares the radius of the
boundary of the decision region with the arithmetic mean of
the magnitudes of the constellation points (probably the most
intuitive, yet incorrect, value for the radius of the boundary).
As we see, for large values of|s1|, the radius of the boundary
is much smaller than the arithmetic mean.

From Fig. 3, we observe that in the two disjoint regions
{|s1| < |s2|} and{|s1| > |s2|}, the pairwise error probability
is a monotonic function ofB as defined in (11). Therefore, as-
suming|s1| < |s2|, minimizing the pairwise error probability
is equivalent to minimizingB.

The next proposition gives the Chernoff bound on the
exponent for pairwise error probability in this case.

Proposition 1: Consider a single transmit antenna commu-
nication system (i.e.,M = 1), in a fast fading environment
(i.e., T = 1). The largest achievable exponent for the average
probability of error (i.e., the Chernoff information [10]) for
this system is given by the following expression

C(pN
1 , pN

2 ) =

{
N

[
ln(B)
B−1 − ln

(
ln(B)
B−1

)
− 1

]
, B 6= 1;

0, B = 1;
(16)

whereB is as in (11).
Proof: See Appendix B.

Notice that sinceB > 0, and ln(B) and B − 1 have the
same sign, the Chernoff distance in (16) is well-defined, and
sincex − ln(x) − 1 ≥ 0 for x > 0, it is always greater than
or equal to zero.

Fig. 4 shows the exact average error probability, and the
Chernoff bound for the average error probability given by
1
2 exp

{−NC(pN
1 , pN

2 )
}

, for N = 1. As we see, the Chernoff
bound is also a monotonic function ofB in the two regions
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of {B < 1} and {B > 1}. We will see later in Section V-
A, that the Kullback-Leibler (KL) distance between the two
conditional distributions corresponding to the two different
transmitted symbols is given by

D1(pN
1 ‖pN

2 ) = N [B − ln(B)− 1] . (17)

This expression is also a monotonic function ofB in the
two regions of {B < 1} and {B > 1}. Therefore, the
three different criteria of (a) minimizing the maximum of the
exact pairwise error probability, (b) maximizing the minimum
of the Chernoff distance, and (c) maximizing the minimum
of the KL distance, are all equivalent to minimizing the
maximum ofB (assumingB < 1), and will result in the same
constellation. In Section V-A, we design new constellations
based on this design criterion and compare their performance
with the performance of the conventional PAM constellations.

IV. D ESIGN CRITERION

It is known [5] that the capacity achieving signal matrix for
the non-coherent systems can be written asS = ΦV , whereΦ
is a T ×M isotropically distributed unitary matrix, andV is
an independentM ×M real, nonnegative, diagonal matrix. It
is also known [6] that when the SNR is high or whenT À M ,
the capacity can be achieved by a unitary signal matrix (i.e.,
a signal matrix with orthonormal columns obtained by setting
V to a deterministic multiple of the identity matrix).

Based on these results, unitary space-time modulation has
been studied in [6], where expressions for the exact pairwise
error probability as well as the Chernoff upper bound for
the pairwise error probability of unitary matrices have been
derived. These expressions suggest a design criterion based on
minimizing the singular values of the product matrices,ΦH

i Φj ,

over all pairs of the constellation points. In [8], it has been
shown that this design criterion is approximately equivalent to
maximizing the minimum so-calledsquare Euclidean distance
between subspaces spanned by columns of the constellation
matrices. It can be shown (see Appendix F) that the square
Euclidean distance between subspaces is equivalent to the
chordal distance, as defined in [13]. Therefore, unitary designs
can be considered as packings in the complex Grassmannian
manifolds [13].

The problem with the unitary constellations is that they
are optimal only at high SNR or whenT À M . These
requirements are rather restrictive, and cannot be met in many
situations of practical importance. Operation at high SNR
means low power efficiency, which is in contradiction with
the low power requirements of the wireless systems. On the
other hand, large coherence interval means a slowly fading
channel, in which case a training based coherent signaling
might be more desirable. In fact, the main motivation for non-
coherent communication is to deal with fast fading scenarios
where training is either impossible or very expensive (in terms
of the fraction of time and energy spent on that). Even if
the coherence interval is large, because of the exponential
growth of the constellation size and (in most cases) decoding
complexity withT , one might decide to design a constellation
for a block length with is much smaller thanT . At low SNR, or
when the block length is not much larger thanM , the unitary
designs lose their optimality and fail to provide a desirable
performance. For these reasons, in this work we do not assume
a unitary structure on the constellation matrices, and try to
design non-coherent signal sets of matrices with orthogonal
(rather than orthonormal) columns.

Unlike the case of unitary constellations, the pairwise error
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probability of the non-coherent ML detector, which is approx-
imately given by (5), does not appear to be tractable in the
more general case of orthogonal matrices. Even the Chernoff
distance (see Appendix B for the definition and an example),
which determines the exponential decay rate of the average
pairwise error probability of the ML detector [10], does not
seem to admit a simple closed form expression for arbitrary
orthogonal multiple-antenna constellations. Therefore, inspired
by the Stein’s lemma [10], we will use, as our performance
criterion, the upper bound on the exponential decay rate of the
pairwise error probability, given by the Kullback-Leibler (KL)
distance [10] between conditional distributions. Ifp1 and p2

are two probability density functions on the probability space
(X ,F), then the KL distance between them is defined as

D (p1‖p2) = Ep1

{
ln

(
p1(x)
p2(x)

)}

=
∫

X
p1(x) ln

(
p1(x)
p2(x)

)
dx, (18)

whereEp1 denotes expectation with respect top1. We also use
the notationPrp {R} to denote the probability of setR ∈ F
with respect to the probability density functionp.

Stein’s lemma [10] relates the KL distance with the pairwise
error probabilities of hypothesis testing:

Lemma 2 (Stein’s lemma):Let X1, X2, . . . , XN ∈ X be
drawn i.i.d. according to the probability density functionq on
X . Consider the hypothesis test betweenq = p1 and q = p2,
wherep1 andp2 are probability density functions onX , and
D(p1‖p2) < ∞. Let AN ⊆ XN be an acceptance region for
hypothesis 1. Denote the probabilities of error by

αN = Pr(p1 → p2) = Prp1 {Ac
N} , (19)

βN = Pr(p2 → p1) = Prp2 {AN} , (20)

and define
βε

N = min
AN⊆XN , αN <ε

βN . (21)

Then

lim
ε→0

lim
N→∞

1
N

ln βε
N = −D(p1‖p2). (22)

In other words, the best achievable error exponent for
Pr(S2 → S1) with the constraint thatPr(S1 → S2) is smaller
than a given value, is given byD (p(X|S1)‖p(X|S2)). It turns
out that this error exponent is not achieved with the maximum
likelihood detector, but with a detector which is highly biased
in favor of the second hypothesis. Nevertheless, it serves as
an upper bound on the pairwise error exponent of the ML
detector. The following lemma shows that the performance of
the ML detector is, in fact, related to the KL distance between
the distributions. (As we saw in Section III, at least in fast
fading, i.e., whenT = 1, the KL-based design criterion is
equivalent to the design criterion based on the exact pairwise
error probability and also the Chernoff bound.)

Lemma 3:Let X1, X2, . . . , XN ∈ X be drawn i.i.d. ac-
cording to the probability density functionp0 onX . Consider
two hypothesis tests, one betweenq = p0 and q = p1,
and the other betweenq = p0 and q = p2, where p1

and p2 are probability density functions onX , and 0 <

D(p0‖p2) < D(p0‖p1) < ∞. Let L1N =
∏N

n=1
p0(Xn)
p1(Xn)

and L2N =
∏N

n=1
p0(Xn)
p2(Xn) denote the likelihood ratios for

the two tests, so that the probabilities of mistakingp0 for
p1 and p2 using the ML detector are given byPe1N =
Prp0 {L1N < 1} and Pe2N = Prp0 {L2N < 1}. Also denote
by ∆D the difference between the two KL distances, i.e.,
∆D = D(p0‖p1) − D(p0‖p2) > 0. With these assumptions,
we will have

Prp0

{
L1N < e

N∆D
2 L2N

}
→ 0 as N →∞. (23)

Proof: We have

1
N

ln
(

L1N

L2N

)
=

1
N

ln

[
N∏

n=1

p0(Xn)/p1(Xn)
p0(Xn)/p2(Xn)

]

=
1
N

N∑
n=1

ln
[
p2(Xn)
p1(Xn)

]
. (24)

Since Xi’s are assumed to be drawn i.i.d. according to the
probability density functionp0, by the weak law of large
numbers, we have

1
N

N∑
n=1

ln
[
p2(Xn)
p1(Xn)

]
→ Ep0

{
ln

[
p2(X1)
p1(X1)

]}

in probability w.r.tp0. (25)

Multiplying the numerator and denominator of the argument
of the ln(·) function byp0(x), we have

Ep0

{
ln

[
p2(X1)
p1(X1)

]}
= Ep0

{
ln

[
p0(X1)
p1(X1)

]}
−

Ep0

{
ln

[
p0(X1)
p2(X1)

]}

= D(p0‖p1)−D(p0‖p2)
= ∆D. (26)

From equations (24), (25), and (26) we have

1
N

ln
(

L1N

L2N

)
→ ∆D in probability w.r.tp0, (27)

which means that for anyδ > 0,

Prp0

{∣∣∣∣
1
N

ln
(

L1N

L2N

)
−∆D

∣∣∣∣ > δ

}
→ 0 asN →∞. (28)

Let δ = ∆D
2 . From (28) we will have,

Prp0

{
1
N

ln
(

L1N

L2N

)
<

∆D
2

or
1
N

ln
(

L1N

L2N

)
>

3∆D
2

}
→ 0 asN →∞, (29)

or
Prp0

{
L1N < e

N∆D
2 L2N

}
→ 0 asN →∞. (30)

The above lemma states that, for sufficiently largeN , with
high probability the likelihood ratio of the first test is greater
than the likelihood ratio of the second test, and the ratio of the
two likelihood ratios grows exponentially withN . Recalling
that the error probability of each test is the probability that its
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corresponding likelihood ratio is smaller than one, this implies
that for largeN , the first test will have a lower probability of
error than the second test.

In the above lemma,N is the number of independent
observations. In our case, independent observations can be
obtained by using an outer code which operates over several
independent fading intervals, or simply by using multiple
receive antennas.

In Appendix C, we show that the KL distance betweenpN
i

and pN
j (obtained by substitutingSi and Sj for S in (3)), is

given by

D(pN
i ‖pN

j ) = N tr
{
(IT + SiS

H
i )(IT + SjS

H
j )−1

}−
N ln det

{
(IT + SiS

H
i )(IT + SjS

H
j )−1

}−NT. (31)

Adopting the KL distance as performance criterion, the signal
set design criterion in general will be maximization of the
minimum KL distance between conditional distributions cor-
responding to the signal points, i.e., assuming equiprobable
signal points,

maximize min D(pi‖pj),
1
L

PL
l=1 ‖Sl‖2≤TP i 6=j

(32)

where‖Sl‖2 =
∑T

t=1

∑M
m=1 |(Sl)tm|2 is the Frobenious norm

of Sl, or the total power used to transmitSl.
If we denote, byλi,j(t), t = 1, . . . , T , theT eigenvalues of

(IT + SiS
H
i )(IT + SjS

H
j )−1, the KL distance in (31) can be

written as

D(pN
i ‖pN

j ) = N

T∑
t=1

{λi,j(t)− ln (λi,j(t))− 1} . (33)

This expression, in spite of its notational simplicity and
also its resemblance to the well-knownrank anddeterminant
criteria of coherent space-time codes [4], does not provide
much insight into the design problem. Moreover, the power
constraint does not appear to be easily expressible in terms
of the above eigenvalues. Therefore, in the next section, we
will try to approach the design problem by imposing some
extra constraints on the signal set and directly simplifying the
original expression in (31). Since the actual value ofN does
not affect the maximization in (32), in designing the signal
constellations we will always assume thatN = 1.

V. SIGNAL SET CONSTRUCTION

In Theorem 1, we showed that any error probability per-
formance achievable by a constellation of arbitrary matrices,
can also be achieved by a constellation of orthogonal matrices.
Therefore, in this work we will only consider matrix constella-
tions with orthogonal columns. In Appendix D, we show that
with this assumption, the KL distance expression in (31) can
be written as

D(pi‖pj) =
M∑

m=1

{
1 + ‖Sim‖2
1 + ‖Sjm‖2 − ln

(
1 + ‖Sim‖2
1 + ‖Sjm‖2

)
− 1

+
‖Sim‖2‖Sjm‖2 −

∑M
k=1 |Sik · Sjm|2

1 + ‖Sjm‖2
}

, (34)

where we have used the notationSlm to denote themth
column of Sl. The expressions for KL distance in (34) is
not very illuminating as it is. Therefore, we study the signal
set construction problem through a series of special cases.
These special cases will provide an understanding of the
nature of the KL distance in (31) by breaking it down into
simpler components. In most cases, this results in a systematic
technique for constellation design.

Notice that Sections V-B and V-D correspond to single-
antenna and multiple-antenna unitary constellations, and are
special sub-cases of Sections V-C and V-E, respectively. It
is shown in these sections that, assuming orthonormal signal
matrices, the KL-based design criterion reduces to the previ-
ously proposed design criterion for the unitary constellations
[6], [8]. Therefore, unitary designs can be considered as
special cases of the more general constellations designed using
the KL-based criterion. Simulation results corresponding to
Sections V-B and V-D are presented in Sections V-C and V-E,
respectively, where the unitary designs are compared with their
multi-level versions designed using the KL-based criterion.

A. Fast Fading (T = 1)

As stated in Theorem 1, there is no gain in using more
thanT transmit antennas. Therefore, in this case we consider
only single transmit antenna systems, where signal matrices
are complex scalars. The KL distance of (34) reduces to

D1(pi‖pj) =
1 + |si|2
1 + |sj |2 − ln

(
1 + |si|2
1 + |sj |2

)
− 1. (35)

It can be easily verified that, similar to the pairwise error
probability (12) and the Chernoff information (16), the KL
distance is also a monotonic function ofB = 1+|si|2

1+|sj |2 in the
two regions of{B < 1} and {B > 1}. Therefore, for a
single transmit antenna system in fast fading, maximizing the
minimum of the KL distance is equivalent to minimizing the
maximum of the exact pairwise error probability as well as
the Chernoff bound. The following theorem characterizes the
solution to the maximin problem in this case.

Theorem 3:The solution to the maximin problem (32) for
the case ofM = 1 andT = 1, is given by|sl|2 = αl−1 − 1,
whereα is the largest real root of the polynomial

f(α) = αL − L(P + 1)α + (LP + L− 1). (36)
Proof: See Appendix E.

Notice that, sincef(1) = 0, f ′(1) = −LP < 0, and
lim

α→+∞
f(α) = +∞, this polynomial always has a real root

larger than one.
The constellations obtained from Theorem 3 are PAM-

type constellations but with unequal spacing between the
signal points, and the first point is always at the origin.
The interesting fact is that even the relative locations of the
constellation points depend on the SNR, and two constellations
of the same size designed for different SNR values are not
necessarily scaled versions of each other. Fig. 5 shows the
locations of the signal points for a 4-point constellation vs.
average transmit power. As we see, the spacings between pairs
of consecutive points are not equal. However, in terms of the



10

0 5 10 15 20 25 30
0

10

20

30

40

50

60

70

SNR (dB)

M
ag

ni
tu

de
s 

of
 C

on
st

el
la

tio
n 

P
oi

nt
s

4−Point, T = 1, M = 1, N = 1

Fig. 5. Magnitudes of the optimal signal points for a 4-point constellation withM = 1, T = 1, andN = 1.

KL distance, these points are, by construction, equally spaced.
At high SNR, the outer points have to be placed farther apart
than the inner points, to maintain a constant KL distance.
Therefore, for a PAM constellation with equally spaced points,
the outer points have a smaller KL distance than the inner
points. In fact, it can be easily shown that in (35), if the ratio
of the magnitudes of two constellation points is constant, by
increasing SNR the KL distance between those two points
converges to a finite constant. This results in an error floor for
a PAM constellation as shown in Fig. 6. However, as we see
in this figure, the optimal constellation does not see any error
floor.

B. T > 1, M = 1, and ‖Sl‖2 = TP for l = 1, . . . , L

This is the case of single transmit antenna systems in
block fading environment, with constellation points which are
column vectors and all lie on a sphere inCT . Since all of
the points have the same magnitude, these constellations can
be considered as single antenna unitary constellation. The KL
distance of (34) reduces to

D2(pi‖pj) =
‖Si‖2‖Sj‖2 − |Si · Sj |2

1 + ‖Sj‖2

=
(TP )2 sin2(∠Si, Sj)

1 + TP
, (37)

where· is the inner product operation, and∠Si, Sj denotes the
angle between signal vectorsSi andSj . This distance depends
only on the angle between the signal points.

The optimum constellation in this case, is obviously the one
that is designed to maximize the minimum angle between sub-
spaces spanned by the signal points (or equivalently, minimizes
the maximum absolute inner product or correlation between

signal points). This is the same design criterion proposed for
unitary constellations [7], [8] if only one transmit antenna is
considered. Examples of such designs can also be found in [7]
and [8].

For T = 2, if we confine ourselves to real con-
stellations, the above criterion results in the signal set{[

cos((l − 1)π/L)
sin((l − 1)π/L)

]}L

l=1

, which is the same as the signal

set proposed in [8]. As also mentioned in [8], these so-called
PSK constellations, have the advantage of low complexity
decoding based on a single phase calculation and quantization.
Therefore, we will use these constellations for a more general
design explained in the next subsection. Notice that the angle
between adjacent points isπ/L, not 2π/L. This is because
this angle is actually the angle between subspaces containing
the constellation points, and thus has to be considered modulo
π.

C. T ≥ 1 and M = 1
This is the general case for single-antenna constellations.

The KL distance in (34) reduces to

D(pi‖pj) =
1 + ‖Si‖2
1 + ‖Sj‖2 − ln

(
1 + ‖Si‖2
1 + ‖Sj‖2

)
− 1

︸ ︷︷ ︸
D1(pi‖pj)

+
‖Si‖2‖Sj‖2 sin2(∠Si, Sj)

1 + ‖Sj‖2︸ ︷︷ ︸
.

‖Si‖2
‖Sj‖2D2(pi‖pj)

(38)

As we see, the KL distance between any two points consists of
two parts:D1(pi‖pj) due to having different magnitudes (lying
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on different spheres inCT ), and ‖Si‖2
‖Sj‖2D2(pi‖pj) due to the

angle between the points (lying on different one-dimensional
subspaces ofCT ). If two points lie on the same sphere,
D1(pi‖pj) = 0, and if they lie on the same complex plane (one
dimensional subspace),D2(pi‖pj) = 0. In general, the overall
distance is greater than or equal to either of these parts. This
property of the KL distance in (38) suggests partitioning the
signal space into subsets of concentric spheresC1, . . . , CK , of
radius r1, . . . , rK , containingl1, . . . , lK points, respectively,
and defining the intra-subset and inter-subset distances as

Dintra(k) = min
Si,Sj∈Ck

r4
k sin2(∠Si, Sj)

1 + r2
k

, (39)

and

Dinter(k, k′) =
1 + r2

k

1 + r2
k′
− ln

(
1 + r2

k

1 + r2
k′

)
− 1. (40)

Without loss of generality, we can assume thatr1 < r2 <
· · · < rK . With this assumption, and using the fact that if
rk′′ > rk′ > rk thenDinter(k, k′′) > Dinter(k, k′), we can
reformulate the design problem as the following suboptimal
maximin problem overK, l1, . . . , lL, andr1, . . . , rK :

maximize minA,

1≤K≤L, 1
L

KP
k=1

lkr2
k≤TP,

KP
k=1

lk=L

0≤r1<r2<···<rK

(41)

where

A =
{
{Dintra(k)}K

k=1 , {Dinter(k, k + 1)}K−1
k=1

}
. (42)

The suboptimality of this approach comes from the fact that
in the above formulation ofDinter(k, k′), it is assumed that
for any two subsetsCk andCk+1, there are two constellation

points Si ∈ Ck and Sj ∈ Ck+1, such thatD(pi‖pj) =
Dinter(k, k+1). This assumption is not necessarily true for the
optimal constellation. However, sinceD(pi‖pj) ≥ D1(pi‖pj),
it is guaranteed that the actual minimum KL distance of the
resulting constellation from the above optimization will not
be smaller than the minimum in (41). Moreover, with this
assumption, for a fixedK and fixed l1, . . . , lK such that∑K

l=1 lk = L, we can decouple the original optimization
problem into the following simpler problems:

1) For each subset (eachk ∈ {1, . . . ,K}), find the best
configuration of lk points on the surface of thekth
sphere,Ck, i.e., maximize the minimum intra-subset
distance inside thekth subset. Notice thatrk appears
in Dintra(k) only through a multiplicative factor, and
does not affect this optimization. Also notice that this
step is equivalent to designing a single antenna unitary
constellation oflk points (see Section V-B), and any
existing unitary design (e.g., [7] or [8]) can be used at
this step.

2) Solve the following continuous optimization to find the
radiuses of the subsets:

maximize minA,
0≤r1<r2<···<rK

1
L

KP
k=1

lkr2
k≤TP

(43)

whereA is as in (42). This optimization problem can
be solved numerically, e.g., using thefminimax func-
tion of the Matlab program (which uses a Sequential
Quadratic Programming method to solve the non-linear
constrained optimization problems).

The solution to the problem in (41) can then be obtained by
searching over all possible values forK and l1, . . . , lK such
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that
∑K

l=1 lk = L. The following proposition can be used to
further restrict the domain of search:

Proposition 2: The solution of (41) satisfies the following
inequalities:

l1 ≤ l2 ≤ · · · ≤ lK−1. (44)
Proof: Let {K, l1, . . . , lK , r1, . . . , rK} be the solution

of (41), with lK ≥ 1. Suppose, for the sake of contradiction,
that lk > lk+1 for some k ∈ {1, . . . , K − 2}. Now, by
removing one point from subsetk + 2 and adding it to subset
k + 1 (and rearranging the points in these two subsets to
maximize the minimum intra-subset distances), and specifying
the parameters of the new constellation by a ”′” sign (e.g.,
l′k+1 = lk+1 + 1 and l′k+2 = lk+2 − 1), we will have

1) Dintra is an increasing function of the subset radius, and
a non-increasing function of the subset size (number of
points in the subset). Therefore, sincer′k+1 > r′k and
l′k+1 ≤ l′k, we have

D′intra(k + 1) > D′intra(k) = Dintra(k), (45)

and sincer′k+2 = rk+2 and l′k+2 < lk+2 we have,

D′intra(k + 2) > Dintra(k + 2). (46)

Since all other intra-subset distances and also the inter-
subset distances are not affected by this change, the
overall minimum KL distance of the new constellation
will be greater than or equal to the minimum KL
distance of the original constellation.

2)
∑K

i=1 l′i(r
′
i)

2 −∑K
k=1 lir

2
i = (r′k+1)

2 − r2
k+2 = r2

k+1 −
r2
k+2 < 0. Therefore, the average power of the new

constellation is smaller than the average power of the
original constellation.

Now, by appropriately scaling the new constellation, we can
make the average powers of the two constellations equal, and
obtain a new constellation which has a larger minimum KL
distance. This is a contradiction with our initial assumption.
Therefore, the solution of (41) should satisfy (44).

For a fixed K, the collection of all of the possible K-
tuples(l1, . . . , lK), satisfying

∑K
l=1 lk = L and (44), can be

found recursively. The details are omitted here for brevity. The
optimization in (41) can then be solved through the following
steps:

1) Set K = 1.
2) Find the collection of all of the possible K-tuples

(l1, . . . , lK), satisfying
∑K

l=1 lk = L and (44).
3) For each member of the above collection, perform the

following steps, and find the best achievable minimum
distance:

a) For each subset (eachk ∈ {1, . . . , K}), find the
best configuration oflk points on the surface of
the kth sphere,Ck, i.e., maximize the minimum
intra-subset distance inside thekth subset (unitary
design).

b) Solve the continuous optimization in (43) to find
the radiuses of the subsets.

4) Store the parameters of the constellation with the largest
minimum KL distance from the previous step as the best
candidate withK levels.

5) IncreaseK by one. IfK ≤ L go to the second step.
6) Among all of the aboveL candidates, choose the con-

stellation with the largest minimum KL distance, as the
solution of (41).

Assuming that the best unitary constellations (of the type
mentioned in Section V-B, and) of arbitrary size are known,
this approach significantly simplifies the design problem by
reducing the number of design parameters from2LT (real and
imaginary parts of the elements of the constellation vectors),
to 2K + 1 (number of the subsets, and radius and number of
the points in each subset).

Notice that, since unlike the square Euclidean distance, the
KL distance does not scale with the average power of the
constellation, the structure of the optimal constellation based
on the above criterion depends on the actual value of the signal
to noise ratio, and constellations of the same size at different
SNR values are not scaled versions of each other. It is also
worthwhile to notice that at high SNR (for large values ofrk

or rk+1 or both), we have the following approximations

Dintra(k) ≈ r2
k sin2 (∠Si, Sj) ,

Dinter(k, k + 1) ≈
{

a− ln(a)− 1 if r2
k

r2
k+1

= a,

ln
(
r2
k+1

)
if r2

k is kept fixed.
(47)

This means thatDintra(k) increases almost linearly with SNR,
whereasDinter(k, k + 1) either approaches a constant value,
or increases at most logarithmically with SNR. As a result, at
high SNR, having multiple levels is not desirable, and one
should only consider constellations of constant magnitude.
In this case, the KL-based design criterion reduces to the
design criterion for the single antenna unitary constellations
(see Section V-B), confirming the high SNR optimality of the
unitary constellations.

The decoding of the multi-level unitary constellations pro-
posed in this section can be done in a similar way to that of
trellis coded modulation schemes, i.e., in two steps of “point
in subset decoding” and “subset decoding”. If a unitary code
with low decoding complexity, such as the schemes described
in [8], is used inside each subset, then the point in subset
decoding step can be done at a very low cost, and considering
the fact that the number of subsets is usually much smaller
than the size of the whole constellation, the overall decoding
complexity of the code will be much lower than the regular
ML decoder.

For the special case of real constellations withT = 2,
the angle between adjacent points in thekth subset is simply
π/lk (see Section V-B), and the maximin problem in (41) is
relatively easy to solve. The resulting 2, 4, 8 and 16-point
constellations with average powers of 0.5 and 5 are shown in
Figs. 7 and 8. Each axis in these figures actually represents a
complex plane corresponding to one transmit symbol interval.
The symbol error rate performance of the 8 and 16-point
constellations atP = 5 (SNR ' 7dB) are simulated for
different values ofN and compared with the corresponding
constellations proposed in [8]. The results are shown in Figs.
9 and 10. As expected, due to the larger minimum KL
distance of the new constellations, the exponential decay of
the symbol error rate vs.N has a much higher rate for the
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new constellations. The minimum KL distances of the new
constellations are 1.6005 and 0.7095 for 8-point and 16-point
constellations, respectively, whereas the corresponding PSK
constellations of [8] have minimum KL distances of 1.3313
and 0.3460, respectively.

D. T ≥ 1, M ≥ 1, and SH
l Sl = TP

M IM for l = 1, . . . , L

This is the case of unitary constellations. Since all of the
columns ofSi andSj have the same square magnitude,TP

M ,
the KL distance in (34) reduces to

D(pi‖pj) =
M∑

m=1

(TP/M)‖Sjm‖2 −
∑M

k=1 |Sik · Sjm|2
1 + TP/M

=
TP

M + TP

M∑
m=1

{
‖Sjm‖2 −

M∑

k=1

|Sjm · Sik|2
‖Sik‖2

}

=
TP

M + TP

M∑
m=1

d2
E (Sjm,WSi

)

=
(TP )2

M(M + TP )
d2

E

(
WSi ,WSj

)
, (48)

where WSi and WSj denote the subspaces ofCT spanned
by columns of Si and Sj , respectively,dE (Sjm, WSi) is
the Euclidean distance of vectorSjm from subspaceWSi ,
and dE

(
WSi ,WSj

)
is the Euclidean distanceof subspaces

WSi and WSj , as defined in [8]. As we see, for unitary
constellations, the KL-based design criterion reduces to the
Euclidean-based design criterion, and therefore, the new non-
coherent space-time constellations include the existing unitary
constellations as a special case.

In Appendix F, we show that theEuclidean distancedefined
in [8] and thechordal distancedefined in [13] are equivalent.
Therefore, the unitary constellations are, in fact, packings
in complex Grassmannian manifolds. In [9], it has been
shown that, at high SNR, the calculation of capacity of the
non-coherent multiple-antenna channel can also be viewed
as sphere packing in the product space of Grassmannian
manifolds.

E. T ≥ 1, M ≥ 1, and SH
l Sl = dlIM for l = 1, . . . , L

The assumption in this case is that each signal matrix is a
scalar multiple of a unitary matrix. With this assumption, the
KL distance in (31) reduces to

D(pi‖pj) = M

[
1 + di

1 + dj
− ln

(
1 + di

1 + dj

)
− 1

]

︸ ︷︷ ︸
D1(pi‖pj)

+
didj

1 + dj
d2

E(WSi ,WSj )
︸ ︷︷ ︸

.

di

dj
D2(pi‖pj)

(49)

whered2
E(WSi ,WSj ) is the squareEuclidean distance[8] or

chordal distance[13] between the two subspacesWSi and

WSj
spanned by columns ofSi andSj , defined as

d2
E(WSi

,WSj
) =

M∑
m=1

d2
E(

Sim√
di

,WSj )

=
M∑

m=1

{
‖Sim‖2

di
−

M∑

k=1

|Sim · Sjk|2
didj

}
, (50)

D1 denotes the distance between two constellation points
which represent the sameM -dimensional subspace of theT -
dimensional space, andD2 denotes the distance between two
constellation points with the same power which represent two
different M -dimensional subspaces. In general, the overall
distance is greater than or equal to either of these parts.
Recalling that the unitary constellations are designed to max-
imize the Euclidean distancebetween subspaces, the above
partitioning of the KL distance suggests partitioning the signal
space into subsets of unitary constellations,C1, . . . , CK , with
columns of square normρ1, . . . , ρK , containing l1, . . . , lK
points, respectively. Similar to the approach of Section V-C,
we define the intra-subset and inter-subset distances as

Dintra(k) = min
Si,Sj∈Ck

ρ2
k

1 + ρk
d2

E(Si, Sj), (51)

and

Dinter(k, k′) = M

[
1 + ρk

1 + ρk′
− ln

(
1 + ρk

1 + ρk′

)
− 1

]
. (52)

Without loss of generality, we can assume thatρ1 < ρ2 <
· · · < ρK , and solve the simplified maximin problem

maximize minB
1≤K≤L, M

L

KP
k=1

lkρk=TP,
KP

k=1
lk=L

0≤ρ1<ρ2<···<ρK

(53)

where

B =
{
{Dintra(k)}K

k=1 , {Dinter(k, k + 1)}K−1
k=1

}
. (54)

to find theL-point multilevel unitary constellation ofT×M
matrices with average powerP . At each level, we can use any
existing unitary construction and substitute, forDintra(k) in
(51), the best achievable KL distance with that construction
and with sizelk.

As explained in Section V-C for the case of single transmit
antenna, in (53),K andl1, . . . , lK are discrete variables, while
ρ1, . . . , ρK are continuous variables. For any fixed value ofK
andl1, . . . , lK satisfying the specified constraints, (53) reduces
to a continuous optimization overρ1, . . . , ρK , which can be
solved numerically. Moreover, as shown in Proposition 2, the
solution of (53) also satisfies the extra constraintl1 ≤ l2 ≤
· · · ≤ lK−1, which can be used to further restrict the domain
of search.

Similar to the case of single transmit antenna (Section V-
C), from (49) we also observe that at high SNR,D1 becomes
a constant, or its minimum grows at most logarithmically
with SNR (whendi is kept fixed), whereasD2 grows linearly
with SNR for non-zero constellation points from different
subspaces. As a result, at high SNR,D2 becomes the domi-
nant term, and the KL-based design criterion reduces to the
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Euclidean-based design criterion of the unitary constellations,
confirming the high SNR optimality of the unitary constella-
tions.

Figs. 11 and 12 show the error rate performance comparison
of the proposed constellations with their unitary counterparts.
In these examples, we have used the systematic unitary designs
of [7] as the constituent subsets of the multilevel constella-
tions. Fig. 11 shows the block error rate performance of the
16 and 32-point two-antenna constellations withT = 3 and
T = 4 (resulting in spectral efficiencies of 1.33 and 1.25
b/s/Hz), respectively. The horizontal axis is the number of
receive antennas, with SNR kept fixed at 0 dB. As we see,
the multilevel constellations can save up to 4 receive antennas
at SNR’s as low as 0 dB.

Fig. 12 compares the performances of 16-point, one and
two-antenna constellations forT = 2 and T = 3 (resulting
in spectral efficiencies of 2 and 1.33 b/s/Hz), respectively.
The horizontal axis is SNR, and the receiver is assumed to
have 10 receive antennas. Even if multiple receive antennas
are not available, similar gains can be obtained by encoding
across several fading blocks using an outer code. For each
point in the curves corresponding to the multilevel constella-
tions, a separate optimization problem with appropriate power
constraint has been solved and the resulting constellation has
been used to evaluate the performance. We observe that the
multilevel unitary constellation can provide up to 3 dB gain
over its corresponding one-level unitary constellation at low
SNR. We also notice that as SNR increases, the two curves
become closer, which is expected, recalling the optimality of
the unitary constellations at high SNR.

VI. CONCLUSIONS

We considered the problem of non-coherent communica-
tion in a Rayleigh flat fading environment using a multiple
antenna system. We derived the design criterion for space-
time constellations in this scenario based on the Kullback-
Leibler distance between the distributions of the received
signal conditioned on different transmitted values. We showed
that close-to-optimal constellations according to the proposed
criterion can be obtained by partitioning the signal space
into appropriate subsets and using unitary designs inside each
subset. We designed new non-coherent constellations based on
the proposed criterion, and through simulations, showed that
they can provide a substantial improvement in the performance
over known unitary space-time constellations, especially at low
SNR and when multiple receive antennas are used. We showed
that unitary designs can be considered as special cases of the
proposed constellations when the signal to noise ratio is high.

APPENDIX A
EXACT PAIRWISE ERRORPROBABILITY FOR FAST FADING

In this appendix, we prove that the expression for the exact
pairwise error probability of the single transmit antenna system
in fast fading is given by (12). For convenience, we use the
following notation for the received vector:

XN = [x1 · · ·xN ] . (55)
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Using (5) and (8), and assuming that|s1| < |s2|, we have

Pr(s1 → s2) = PrpN
1

{
XN : pN

2 (XN ) > pN
1 (XN )

}

= PrpN
1



XN :

exp
(
−‖XN‖2
1+|s2|2

)

πN (1 + |s2|2)N
>

exp
(
−‖XN‖2
1+|s1|2

)

πN (1 + |s1|2)N





= PrpN
1

{
XN : ‖XN‖2 > NA

}
, (56)

whereA is as in (10).
Similarly, for |s1| > |s2| we have

Pr(s1 → s2) = PrpN
1

{
XN : ‖XN‖2 < NA

}
= 1− PrpN

1

{
XN : ‖XN‖2 > NA

} (57)

(sincepN
1 does not have any mass accumulation point).

Equation (12) then follows by applying the following lemma
with C = NA and using (10) and (11).

Lemma 4:For anyC ≥ 0, we have

PrpN
1

{
XN : ‖XN‖2 > C

}
=

[
N−1∑
n=0

1
n!

(
C

1 + |s1|2
)n

]
exp

( −C

1 + |s1|2
)

. (58)

Proof: The proof is by induction, as follows.
For N = 1, we have

Prp1

{‖X1‖2 > C
}

= exp
( −C

1 + |s1|2
)

, (59)

which is true, and proven in Proposition 1.

Now assume that (58) is true forN = K. We prove that it
will also be true forN = K + 1. Using (8) and the notation
defined in (55), we can write

pK+1
i (XK+1) = pK

i (XK)pi(xK+1). (60)

Defining the regionsR, R1, andR2 as

R =
{
XK+1 : ‖XK+1‖2 > C

}
,

R1 =
{
XK+1 : ‖XK‖2 > C

}
, and

R2 =
{
XK+1 : ‖XK‖2 ≤ C &

|xK+1|2 > C − ‖XK‖2} ,

we have

R1 ∪R2 = R,

R1 ∩R2 = φ,

and

PrpK+1
1

{
XK+1 : ‖XK+1‖2 < C

}
= PrpK+1

1
{R}

= PrpK+1
1

{R1}+ PrpK+1
1

{R2}. (61)
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The first term in (61) can be calculated as

PrpK+1
1

{R1} =
∫

R1

pK+1
1 (XK+1)dXK+1

=
∫

‖XK‖2>C

pK
1 (XK)×




∫

C

p1(xK+1)dxK+1


 dXK

= PrpK
1

{
XK : ‖XK‖2 > C

}

=

[
K−1∑
n=0

1
n!

(
C

1 + |s1|2
)n

]
×

exp
( −C

1 + |s1|2
)

, (62)

where the last equality follows from the fact that we have
assumed (58) is true forN = K.

The second term in (61) can be calculated as

PrpK+1
1

{R2} =
∫

R2

pK+1
1 (XK+1)dXK+1

=
∫

‖XK‖2≤C

pK
1 (XK)×




∫

|xK+1|2>C−‖XK‖2
p1(xK+1)dxK+1


 dXK

=
exp

(
−C

1+|s1|2
)

πK(1 + |s1|2)K

∫

‖XK‖2≤C

dXK

=
1

K!

(
C

1 + |s1|2
)K

exp
( −C

1 + |s1|2
)

,(63)

where the third equality follows from (59) and (8), and the
last equality follows from the formula of the volume of a2K-
dimensional sphere with radiusR,

V2K(R) =
πK

K!
R2K . (64)

Substituting (62) and (63) in (61) shows that (58) is true
for N = K + 1. This completes the proof.

APPENDIX B
CHERNOFFBOUND FOR THESINGLE ANTENNA CASE

It can be easily shown that

C(pN
1 , pN

2 ) = NC(p1, p2). (65)

Therefore, in the following we only derive the expression for
C(p1, p2). By definition, the Chernoff information (distance)
between two probability densitiesp1 andp2 is given by

C(p1, p2) = − min
0≤λ≤1

ln

[
Ep1

{(
p2(x)
p1(x)

)λ
}]

. (66)

Using (8) for the conditional probability densities, we will
have

C(p1, p2) = − min
0≤λ≤1

ln
[
Ep1

{ (
1 + |s1|2
1 + |s2|2

)λ

×

exp
(

λ|x|2
1 + |s1|2 −

λ|x|2
1 + |s2|2

)}]

= − min
0≤λ≤1

ln
[(

1 + |s1|2
1 + |s2|2

)λ

×

Ep1

{
exp

(
a|x|2)}

]
, (67)

where
a =

λ

1 + |s1|2 −
λ

1 + |s2|2 .

Using (8) again withs = s1 for p1, we have

Ep1

{
exp

(
a|x|2)} =

∫

C

exp
{
− |x|2

1+|s1|2 + a|x|2
}

π(1 + |s1|2) dx

=
1

1− a(1 + |s1|2)

=
[
1− λ + λ

(
1 + |s1|2
1 + |s2|2

)]−1

.(68)

Substituting (68) in (67) and using (11), we have

C(p1, p2) = − min
0≤λ≤1

{λ ln(B)− ln(1− λ + λB)} . (69)

Now, sinceλ ln(B) − ln(1 − λ + λB) is a strictly convex
function of λ for B 6= 1, we can find the minimum by taking
derivative with respect toλ and setting it to zero, which results
in

λ =
1

ln(B)
− 1

B − 1
for B 6= 1. (70)

Substituting this value ofλ as the minimizer in (69) together
with (65) results in (16).

APPENDIX C
THE KL D ISTANCE

In this appendix, we derive the expression for the KL
distance between two distributions of form (3). By definition,

D(pN
i ‖pN

j ) = EpN
i

{
ln

[
pN

i (X)
pN

j (X)

]}
.

Using (3) and definingpl(Xn) = p(Xn|Sl) for l = 1, . . . , L,
we have

D(pN
i ‖pN

j ) = EpN
i

{
ln

[∏N
n=1 pi(Xn)∏N
n=1 pj(Xn)

]}

=
N∑

n=1

EpN
i

{
ln

[
pi(Xn)
pj(Xn)

]}

=
N∑

n=1

Epi

{
ln

[
pi(Xn)
pj(Xn)

]}

= NEpi

{
ln

[
pi(Xn)
pj(Xn)

]}

= ND(pi‖pj), (71)
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sinceXn’s are independent and identically distributed.
Substituting (2) forpi andpj , we will have

D(pi‖pj) = ln

[
det

(
IT + SjS

H
j

)

det
(
IT + SiSH

i

)
]
− Epi

{
XH

n KXn

}
,

(72)
where

K =
(
IT + SiS

H
i

)−1 − (
IT + SjS

H
j

)−1
.

Again, using (2) forpi, we have

Epi

{
XH

n KXn

}
= tr

{
K

(
IT + SiS

H
i

)}

= tr
{

IT −
(
IT + SjS

H
j

)−1 (
IT + SiS

H
i

)}

= T − tr
{(

IT + SiS
H
i

) (
IT + SjS

H
j

)−1
}

. (73)

Substituting (73) in (72), we will have

D(pi‖pj) = tr
{(

IT + SiS
H
i

) (
IT + SjS

H
j

)−1
}
−

ln det
{(

IT + SiS
H
i

) (
IT + SjS

H
j

)−1
}
− T. (74)

Equations (74) and (71) result in (31).

APPENDIX D
THE SIMPLIFIED KL D ISTANCE FORORTHOGONAL

MATRICES

In this appendix we derive a simplified version of the KL
distance in (31) for a constellation of orthogonal matrices,
{Sl}L

l=1 with SH
l Sl = Dl for l = 1, . . . , L. Here Dl is a

diagonal matrix with itsmth diagonal element,dlm, equal to
the magnitude square of themth column ofSl, ‖Slm‖2. Using
the matrix inversion lemma [14]

(A + BCD)−1 = A−1 −A−1B
(
C−1 + DA−1B

)−1
DA−1,

(75)
we can write

(
IT + SlS

H
l

)−1
= IT − Sl (IM + Dl)

−1
SH

l . (76)

Therefore, we will have

(
IT + SiS

H
i

) (
IT + SjS

H
j

)−1
= IT + SiS

H
i −

Sj (IM + Dj)
−1

SH
j − SiS

H
i Sj (IM + Dj)

−1
SH

j . (77)

We need to calculate the trace and determinant of this
matrix, and substitute for them in (31). To find the trace of
(77), we calculate the trace of each term separately. We have

tr
{

Sj (IM + Dj)
−1

SH
j

}
= tr

{
SH

j Sj (IM + Dj)
−1

}

= tr
{

Dj (IM + Dj)
−1

}

=
M∑

m=1

djm

1 + djm

=
M∑

m=1

‖Sjm‖2
1 + ‖Sjm‖2 , (78)

and

tr
{
SiS

H
i

}
= tr

{
SH

i Si

}
= tr {Di}

=
M∑

m=1

dim =
M∑

m=1

‖Sim‖2. (79)

To find the trace of the last term in (77), we use the following
identity which can be easily verified

tr {AD} = tr {diag(A)D} , (80)

whereA is an arbitrary square matrix,D is a diagonal matrix
of the same size asA, and diag(A) denotes a diagonal matrix
constructed from the diagonal elements ofA in the same order.
Defining A = SH

j SiS
H
i Sj , we have

amm =
M∑

k=1

SH
jmSikSH

ikSjm =
M∑

k=1

|Sik · Sjm|2, (81)

whereamm is the mth diagonal element ofA, and · is the
inner product operation. Using (80) and (81), we will have

tr
{

SiS
H
i Sj (IM + Dj)

−1
SH

j

}

= tr
{

SH
j SiS

H
i Sj (IM + Dj)

−1
}

= tr
{

A (IM + Dj)
−1

}

= tr
{

diag(A) (IM + Dj)
−1

}

=
M∑

m=1

∑M
k=1 |Sik · Sjm|2
1 + ‖Sjm‖2 . (82)

Equations (77), (78), (79), and (82) result in

tr
{(

IT + SiS
H
i

) (
IT + SjS

H
j

)−1
}

= T +
M∑

m=1

‖Sim‖2−

M∑
m=1

‖Sjm‖2
1 + ‖Sjm‖2 −

M∑
m=1

∑M
k=1 |Sik · Sjm|2
1 + ‖Sjm‖2 . (83)

Now we calculate the determinant of(
IT + SiS

H
i

) (
IT + SjS

H
j

)−1
. For this, we use the identity

[14]
det(I + AB) = det(I + BA), (84)

to write

det
(
IT + SlS

H
l

)
= det

(
IM + SH

l Sl

)

= det (IM + Dl)

=
M∏

m=1

(1 + dlm)

=
M∏

m=1

(
1 + ‖Slm‖2

)
. (85)

Using (85), we will have

det
{(

IT + SiS
H
i

) (
IT + SjS

H
j

)−1
}

=
∏M

m=1

(
1 + ‖Sim‖2

)
∏M

m=1 (1 + ‖Sjm‖2)
. (86)

Substituting (83) and (86) in (31), results in (34).



20

APPENDIX E
THE OPTIMAL SINGLE ANTENNA CONSTELLATION FOR

FAST FADING

Without loss of generality, let’s assume that0 ≤ |s1| ≤
|s2| ≤ · · · ≤ |sL|. Sincef(x) = x−ln(x)−1 is monotonically
decreasing forx ∈ (0, 1) and monotonically increasing for
x ∈ (1,∞), with f(x) < f( 1

x ) for x ∈ (0, 1), it is clear
that the minimum KL distance will occur between a pair of
consecutive symbols from the above order, in the same order.
Moreover, in order to solve (32), it is sufficient to solve the
following minimax problem

minimize max
1
L

PL
l=1 |sl|2≤P l=1,...,L−1

1 + |sl|2
1 + |sl+1|2 . (87)

Defining

α = min
l=1,...,L−1

1 + |sl+1|2
1 + |sl|2 ,

we will have,

1+ |sl+1|2 ≥ α(1+ |sl|2) ⇒ 1+ |sl|2 ≥ αl−1(1+ |s1|2) (88)

for l = 1, . . . , L, or

L +
L∑

l=1

|sl|2 ≥
(

L∑

l=1

αl−1

)
(
1 + |s1|2

)
,

which implies

1− αL

1− α
≤ L +

∑L
l=1 |sl|2

1 + |s1|2 ≤ L + LP

1 + |s1|2 ,

(using the average power constraint). Now, since1−αL

1−α is a
monotonically increasing function ofα, it is clear that the
maximum ofα is obtained if and only ifs1 = 0, and 1−αL

1−α =
L(1 + P ). This requires that all of the inequalities in (88)
hold with equality. Therefore, the optimum signal set can be
obtained by setting

|sl|2 = αl−1 − 1,

whereα is the largest real number satisfying1−αL

1−α = L(1 +
P ), or

αL − L(P + 1)α + (LP + L− 1) = 0.

APPENDIX F
EQUIVALENCE OF THE EUCLIDEAN AND CHORDAL

DISTANCES BETWEENSUBSPACES

The chordal distancebetween twoM -dimensional sub-
spaces,Wi andWj , of CT is defined [13] as

d2
c(Wi,Wj) =

M∑
m=0

sin2 (∠Sim, Sjm) , (89)

where {Sim}M
m=1 and {Sjm}M

m=1 are theprincipal vectors
corresponding toWi andWj , respectively, and are recursively
defined as

(Sim, Sjm) = arg max
(u,v)∈Wi×Wj ,‖u‖=‖v‖=1

u·Sik=v·Sjk=0 for k<m

u · v (90)

for m = 1, . . . , M . We will use the following lemma to prove
the equivalence of theEuclideanandchordal distances.

Lemma 5: If Wi andWj are twoM -dimensional subspaces
of CT , and {Sim}M

m=1 and {Sjm}M
m=1 are the principal

vectorscorresponding toWi andWj , respectively, then

a) {Sim}M
m=1 and {Sjm}M

m=1 form orthonormal
bases forWi andWj , respectively, and

b) Sim · Sjk = 0 for m 6= k.
Proof:

a) By definition, each principal vector has unit
norm, and we haveSim · Sik = 0 for k < m.
By exchanging the role ofm and k, we also
haveSik · Sim = 0 for m < k. Therefore, we
haveSim · Sik = 0 for m 6= k.

b) For any given m, let’s define Wm
j =

span(Sjm, . . . , SjM ). By definition,

ProjW m
j

(Sim) = (Sim · Sjm)Sjm, (91)

where ProjW m
j

(Sim) is the projection ofSim

on Wm
j . Therefore, we have

(Sim − (Sim · Sjm)Sjm) · Sjk = 0 (92)

for k ≥ m, which implies

Sim ·Sjk = (Sim ·Sjm)(Sjm ·Sjk) = 0 (93)

for k > m. Similarly,

ProjW k
i
(Sjk) = (Sjk · Sik) Sik, (94)

where W k
i = span(Sik, . . . , SiM ). Therefore,

we have

(Sjk − (Sjk · Sik)Sik) · Sim = 0 (95)

for m ≥ k, which implies

Sjk · Sim = (Sjk · Sik)(Sik · Sim) = 0 (96)

for m > k. Therefore, we haveSim · Sjk = 0
for m 6= k.

Now, using {Sim}M
m=1 and {Sjm}M

m=1 as bases forWi

and Wj , by definition of the Euclidean distancebetween
subspaces, we have

d2
E (Wi,Wj) =

M∑
m=1

d2
E (Sim,Wj)

=
M∑

m=1

{
‖Sim‖2 −

M∑

k=1

|Sim · Sjk|2
‖Sjk‖2

}

=
M∑

m=1

{
1− |Sim · Sjm|2

}

=
M∑

m=1

{
1− cos2 (∠Sim, Sjm)

}

=
M∑

m=1

sin2 (∠Sim, Sjm)

= d2
c(Wi,Wj). (97)
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