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Abstract. In the present paper we derive the distribution of single order statistics, joint

distribution of two order statistics and the distribution of product and quotient of two or-

der statistics when the independent random variables are from continuous Kumaraswamy

distribution. In particular the distribution of product and quotient of extreme order statis-

tics and consecutive order statistics have also been obtained. The method used is based

on Mellin transform and its inverse.

1. Introduction

If the random variables X1,X2, · · ·Xn are arranged in ascending order of mag-
nitudes and then written as X(1) ≤ X(2) ≤ · · · ≤ X(n)

Then X(i) is called the ith order statistics i = 1, · · · , n. The unordered random
variables Xi are usually statistically independent and identically distributed but
the ordered random variables X(i), i = 1, 2, · · · , n are necessarily dependent. The
distribution of product and quotient of random variables finds an important place
in the literature and much work is done when the random variables are independent.
However Subramaniam [9] has derived the distribution of the product and quotient
of order statistics from a uniform distribution and negative exponential distribution
respectively. Further Trudel and Malik [6] have derived the distribution of product
and ratio of order statistics from Pareto, power and Weibull distributions.

Order statistics play an important supporting role in the multiple comparisons
and multiple decision procedures such as the distribution of extreme order statistics
X(1), X(n) and that of consecutive order statistics X(i), X(i+1) are often found useful
in ranking [3] and selection [4] problems.

In the present paper we shall derive the distribution of product and quotient
of order statistics from a Kumaraswamy distribution [11]. In probability theory
Kumarswamy’s double bounded distribution is as versatile as the Beta distribution,
but much simpler to use especially in simulation studies as it has a simple closed
form for both the probability density function and cumulative distribution function.
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The probability density function of a random variable X is given by

(1) fX(x) =
{

abxa−1(1− xa)b−1 ; 0 ≤ x ≤ 1
0 ; otherwise,

where a > 0, b >0.
The cumulative density function (or distribution function) is

(2) FX(x) = 1 − (1− xa)b

In particular if a = b = 1 , it gives the well known uniform distribution [10].
We shall require the following definition of Fox H-function [7]

(3) Hm,n
p,q

[
x

∣∣∣∣ (aj , αj)1,p

(bj , βj)1,q

]
=

1
2πω

∫
L

θ(s)xsds,

where ω=
√

(−1)x(6= 0) is a complex variable and xs = exp[s{log |x|+ ω arg x}]

(4) θ(s) =

m

Π
j=1

Γ(bj − βjs)
n

Π
j=1

Γ(1− aj + αjs)

q

Π
j=m+1

Γ(1− bj + βjs)
p

Π
j=n+1

Γ(aj − αjs)

m, n, p, and q are non-negative integers satisfying 0 ≤ n ≤ p, 1 ≤ m ≤ q
; αj(j = 1, · · · , p) and βj(j = 1, · · · , q) are assumed to be positive quantities for
standardization purposes.

The definition of the H-function given by (3) will however have meaning even if
some of these quantities are zero, giving us in turn simple transformation formulas.
The nature of contour L, a set of sufficient conditions for the convergence of this
integral, the asymptotic expansion, some of its properties and special cases can be
referred to the book by Srivastava, Gupta, Goyal [7].

2. The distribution of single order statistics

Theorem 1. Let X(1), · · · , X(n) denote the order statistics of a random sample
X1, · · · , Xn of size n from a continuous population with the probability density func-
tion and cumulative density function given by (1) and (2) respectively, then the p.d.f.
of jth order statistics X(j) is given by

(5) fX(j)(x) =
n!abjxaj−1

(j − 1)!(n − j)!
(1− xa)b(n−j+1)−1{2F1(1− b, 1, 2, xa)}j−1,

0 ≤ x ≤ 1, 1 ≤ j ≤ n, a > 0, b > 0

Proof. The formula for p.d.f. of jth order statistics X(j) is given by [8, p.28 eq.(3.5)]

(6) fX(j)(x) =
n!

(j − 1)!(n − j)!
fX(x)[FX(x)]j−1[1− FX(x)](n−j),
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where fX(x ) and FX(x ) denote the p.d.f. and c.d.f. of random variable X.
Substituting the values of fX(x ) and FX(x ) from (1) and (2) and simplifying

the terms using some series manipulations we get the result in terms of Gauss
hypergeometric function as given by (5). �

Special Cases.
1. If we take j = n, we get p.d.f. of maximum of X(j) (say V) as

(7) fV (v) = nabnvan−1(1− va)b−1{2F1[1− b, 1, 2, va]}n−1.

2. On taking j = 1, we get the p.d.f. of minimumof X(j) (say u) as

(8) fU (u) = nabua−1(1− ua)bn−1.

3. If we take a = b = 1, then we get p.d.f. of jth uniform order statistics as

(9) fX(j)(x) =
n!xj−1

(j − 1)!(n − j)!
(1− x)(n−j).

3. Joint distribution of two order statistics

Theorem 2. The joint p.d.f. of two order statistics X(i) and X(j), 1 ≤ i < j ≤ n
is given by

fX(i),X(j)(xi, xj) = g(xi, xj)(10)

=
n! (ab)2 xa−1

i xa−1
j

(i− 1)!(j − i− 1)!(n − j)!
(1− xa

i )b(j−1)−1(1− xa
j )b(n−j+1)−1

× 1F0

[
1− i;−; (1 − xa

i )b
]

1F0

[
1− j + i;−;

(
1− xa

j

1− xa
i

)b
]

,

a > 0, b > 0, 0 ≤ x(i) < x(j) ≤ 1.

Proof. The joint p.d.f. of two order statistics X(i) and X(j) is (i < j) is given by [5,
p.10]

fX(j),X(j)(xi, xj) =
n!

(i− 1)!(j − i− 1)!(n − j)!
(11)

× [F (xi)]i−1[F (xj)− F (xi)](j−i−1)[1− F (xj)](n−j)f(xi)f(xj)

Substituting the values from (1) and (2) and making some simplifications we easily
arrive at (10). �
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Special Cases.
1. If we take j = i + 1 in (10), we get the joint p.d.f. of two consecutive order

statistics

g(xi, xi+1) =
n! (ab)2 xa−1

i xa−1
i+1

(i− 1)!(n − i− 1)!
(1− xa

i )b−1(1− xa
i+1)

b(n−i)−1(12)

× 1F0

[
1− i;−; (1 − xa

i )b
]
.

2. For i = 1 and j = n, we obtain the joint p.d.f. of extreme order statistics as
follows

g(u, v) = n(n − 1) (ab)2 ua−1va−1(1− ua)b(n−1)−1(1− va)b−1(13)

× exp{(1− ua)b}

[
1−

(
1− ua

1− va

)b
]n−2

, 0 ≤ u < v ≤ 1.

3. On taking a = b = 1, we get the joint p.d.f. of two uniform order statistics
after a little simplification [10, p.348, eq.(4.8.6)]

(14) g(xi, xj) =
n!xi−1

i

(i− 1)!(j − i− 1)!(n − j)!
(1− xj)n−j(xj − xi)j−i−1.

4. The distribution of product and quotient of two order statistics

Theorem 3. Let X(i), X(j) denote the ith and jth order statistics from a random
sample of size n drawn from Kumaraswamy distribution defined by (1). Then the
probability density function h(y) of product of order statistics X(i), and X(j) i.e.,

(15) Y = X(i)X(j) (1 ≤ i < j ≤ n)

is given by

h(y) =
n!ab2ya−1

(i− 1)!(j − i− 1)!(n − j)!
(1− ya)b(n−i+1)−1(16)

×
∞∑

m,l=0

(1− i)l(1 + i− j)m

l!m!
Γ[b(j − i + l −m)]Γ[b(n − j + m + 1)]

Γ[b(l + n − i + 1)]
(1− ya)bl

× 2F1 [b(n − j + m + 1), b(j + l − i−m); b(l + n − i + 1); 1 − ya]

provided that j − i + l −m > 0, a > 0, b > 0.

Proof. The double Mellin transform [2] of the p.d.f. h(y) is given by [10, p.153,
eq.(4.8.6)]

(17) Ms1,s2 [h(y)] = Ms,s[h(y)] =
∫ ∞

0

∫ ∞

0

xs−1
i xs−1

j g(xi, xj)dxidxj ,
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where g(xi,xj) denotes the joint p.d.f. of order statistics X(i) and X(j) and is given
by (10). Substituting the values in (17), expressing hypergeometric function in their
series form and evaluating the integrals with the help of a known result [1, p.311,
eq. (31)], we get

Ms,s[h(y)] =
n!ab2ya−1

(i− 1)!(j − i− 1)!(n − j)!

∞∑
m,l=0

{
(1− i)l(1 + i− j)m

l! m!
(18)

× Γ[b(j − i + l −m)]Γ[b(n − j + m + 1)]

Γ
[
1 + b(l −m− i + j) +

s

a
− 1

a

] Γ
[
1 +

s

a
− 1

a

]
Γ

[
1 + s

a − 1
a

]
Γ

[
1 + b(n − j + m + 1) +

s

a
− 1

a

]}

On taking inverse Mellin transform [2] of (18) w.r.t. s, substituting s/a = S and
using the result given in [10, p. 115], we arrive at the desired result (16).

Special Cases.
1. If we take i = 1, j = n in (16), we find that the series over l gets eliminated

and the condition j − i + l − m > 0 gives m < n − 1. On further making some
simplifications we get the following result

h1(y) = n(n − 1)ab2ya−1(1− ya)bn−1
n−2∑
m=0

(2− n)m

m!
Γ[b(n −m− 1)](19)

× Γ[b(m + 1)]2F1 [b(m + 1), b(n −m− 1); bn; (1 − ya)] ,

where Y = UV 0 ≤ y ≤ 1.
2. If we take j = i + 1, in (16), the summation over m gets removed and we get

the distribution of product of two consecutive order statistics as

h2(y) =
n!ab2Γ[b(n − i)]

(i− 1)!(n − i− 1)!
ya−1(1− ya)b(n−i+1)−1(20)

×
∞∑

l=0

(1− i)l

l!
Γ[b(l + 1)]Γ[b(n − i)]
Γ[b(l + n − i + 1)]

(1− ya)bl

× 2F1 [b(n − i), b(l + 1); b(l + n − i + 1); (1 − ya)] ,

where Y = X(i)X(i+1) 0 ≤ y ≤ 1.
3. In the above result if we further take a = b = 1, we get a known result [10,

p.349, eq.(9.7.6)]

Theorem 4. Let X(i) and X(j) be the ith and jth order statistics (i < j) from a
random sample of size n drawn from the Kumaraswamy distribution defined by (1).
Then the probability density function h(z) of ratio

(21) Z = X(i)/X(j) (1 ≤ i < j ≤ n)
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is given by

h(z) =
n!b2

(i− 1)!(j − i− 1)!(n − j)!

∞∑
m,l=0

(1− i)l(1 + i− j)m

l!m!
Γ[b(j − i + l −m)](22)

× Γ[b(n − j + m + 1)]H1,1
2,2

[
1
z
|

(
1
a , 1

a

)
,
(
1 + b(n − j + m + 1) + 1

a , 1
a

)(
1 + 1

a , 1
a

)
,
(
b(i− j + m− l) + 1

a , 1
a

) ]
provided that j − i + l − m > 0, a > 0, b > 0. Here H[x] denotes Fox H-function
defined by (3).

Proof. The double Mellin transform of the p.d.f. h(z) is given by [10, p.153, eq.
(4.8.7)]

(23) Ms1,s2 [h(z)] = Ms,2−s[h(z)] =
∫ ∞

0

∫ ∞

0

xs−1
i x

(2−s)−1
j g(xi, xj) dxi dxj .

Substituting the value of joint density function g(xi, xj) from eq.(10), expressing
both 1F0 in series form and using the result [ 1, p.311, eq.(31)], we get

Ms,2−s[h(z)] =
n!b2

(i− 1)!(j − i− 1)!(n − j)!

∞∑
m,l=0

{
(1− i)l(1 + i− j)m

l!m!
(24)

× Γ[b(j − i + l −m)]Γ[b(n − j + m + 1)]
Γ

[
1 + b(l −m− i + j)− 1

a + s
a

] Γ
[
1 + s

a − 1
a

]
Γ

[
1− s

a + 1
a

]
Γ

[
1 + b(n − j + m + 1) + 1

a − s
a

]}

On taking inverse Mellin transform of (24) with respect to s and using the definition
(3), we arrive at (22). �

Special Cases.
1. If we take i = 1, j = n in (22), the summation over l is eliminated and we

obtain the distribution of quotient of extreme order statistics

h1(z) =
n!b2

(n − 2)!

n−2∑
m=0

(2− n)m

m!
Γ[b(n −m− 1)]Γ[b(m + 1)](25)

×H1,1
2,2

1
z

∣∣∣∣∣∣∣∣
(

1
a
,
1
a

)
,

(
1 + b(m + 1) +

1
a
,
1
a

)
(

1 +
1
a
,
1
a

)
,

(
b(1 + m − n) +

1
a
,
1
a

)
 ,

where Z = U/V.

2. If we take j = i+1 in (22), m takes value zero and we obtain the distribution
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of quotient of consecutive order statistics

h2(z) =
n!b2

(i− 1)!(n − i− 1)!

∞∑
l=0

(1− i)l

l!
Γ[b(l + 1)]Γ[b(n − i + m + 2)](26)

×H1,1
2,2

1
z

∣∣∣∣∣∣∣∣
(

1
a
,
1
a

)
,

(
1 + b(n − i) +

1
a
,
1
a

)
(

1 +
1
a
,
1
a

)
,

(
−b(l + 1) +

1
a
, 1

a

)
 ,

where Z = X(i)/X(i + 1), 1 ≤ i ≤ n.
3. If we take a = b = 1 in (22), we obtain the known result [10, p.349, eq.

(9.7.8)].
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