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1 Introduction

Data streams are ubiquitous and are generated in a every day faster and bigger
manner. Examples include, but are not limited to: ATM transactions, readings in
mobile sensor networks and stocks trades. With the uprising popularity of data
streams, both researchers and practitioners developed techniques for learning
from these potentially unbounded sequences of data in incremental, fast and
memory-bounded fashion. Nowadays, this research area focuses on the ephemeral
characteristics of data streams, i.e. when the underlying data distribution shifts
with time, phenomenon named concept drift [35].

More recently, studies [7, 9] has shed light onto a specific kind of drift which
has been nearly neglected, the so-called feature drifts (also referred as contextual
concept drifts in seminal works [35]). In practice, a feature drift occurs whenever
a subset of features of a data stream becomes, or ceases to be, relevant to the
learning task. As surveyed in [9] and empirically analyzed in [7], feature drifts do
pose challenges that are yet to be tackled by the data stream mining community.

In this paper we propose a memory-bounded solution to track the relevance
of features during a data stream and show how this can be used to enhance
prediction accuracy in k-Nearest Neighbor and Näıve Bayes classifiers during
both stable and feature drifting regions of a stream.
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2 Learning from Data Streams

Data acquisition and storage is everyday cheaper and easier. Nowadays, a variety
of computational systems, from credit card transactions, through wearable gad-
gets, to video surveillance, create enormous amounts of data, mostly in sequential
fashion. Since this abundant – however raw – data do not provide interesting
behavior patterns, data mining techniques, especially inductive learning, have
been applied to extract useful knowledge from this type of data [13, 10, 21, 6].
Extracting patterns from data streams and their usage in real-time is an effer-
vescent research topic that has been tackled during the last decades [14, 27, 4,
15, 28].

Learning from data streams incorporates all the problems of conventional
batch learning, e.g. missing values, noisy data, outliers; but also comprises its
own constraints. Most of the conventional learning techniques assume that there
is a static dataset generated by an unknown yet stationary probability distri-
bution, which can be stored and analyzed in multiple steps. Nevertheless, none
of the latter assumptions are verifiable in several streaming scenarios and the
development of new learners must account for several constraints [1, 2, 10, 21, 22,
30, 33]:

– (Single pass processing). Classifiers must be able to process instances
sequentially accordingly to their arrival. Additionally, the sequence in which
instances become available for training and testing is unknown. A classi-
fier must either process an instance, or ignore it, and delete it right after.
Although there is no restriction against buffering instances for a limited
amount of time, this must not jeopardize memory space nor processing time
constraints.

– (Memory space). Primary memory is finite and its usage must be opti-
mized. Therefore, classifiers and their respective models must be bounded
accordingly to existing available hardware. Otherwise, the system is jeopar-
dized and will eventually fail.

– (Processing time). The processing time of each arriving instance must not
surpass the ratio in which new instances become available. If the processing
time of each instance scales up, arriving instances will be discarded or en-
queued for processing until the system fails. Also, if the algorithm is unable
of processing instances in real-time, it will also be unable to adapt to concept
drifts rapidly.

– (Concept drift). Due to the inherent temporal aspect of data streams,
their underlying data distribution is expected to dynamically change over
time, implying in changes in the concept to be learned, phenomenon named
concept drift (see Sec. 2.2).

– (Label availability). After the arrival of an instance x t, it is assumed that
its label yt becomes available for training before the arrival of the following
instance x t+1. This is, by far, the most used framework for the development
of data stream learners [?,?,?,?] and frameworks, e.g. Massive Online Anal-
ysis (MOA) [12] and Scalable Advanced Massive Online Analysis (SAMOA)
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[29]. Although other problem settings for data streams do exist, e.g. semi-
supervised and unsupervised learning fashions, they are not yielded in this
paper, therefore, the reader is referred to specific works on other learning
schemes, e.g. unsupervised learning and semi-supervised learning [8, ?,?,?].

2.1 Data Stream Classification

The most common approach for extracting useful knowledge from data streams
is classification. Classification is the task that distributes a set of instances into
classes (discrete values) accordingly to relations or affinities. Assuming a set of
possible classes Y = {y1, . . . , yc}, a classifier builds a model that predicts for
every unlabeled instance xi its corresponding class yi accurately [10].

The classification task can be formalized as follows: a set of n training in-
stances in the form (xi, yi) where yi is a discrete class label and xi is a d-
dimensional vector of attributes belonging to a feature set (dimensions) D with
cardinality d, that is possibly can be categorical, ordinal, numeric or most likely
mixed. A classifier produces from the training set a model f : x → Y that is
used to classify future unlabeled instances.

Accordingly to the Bayesian theory, classification can be posed as the prior
probabilities of the classes P [y] and the class conditional probability density
functions (pdfs) P [x|y] for all possible classes yi ∈ Y [21]. Classification decision
(labeling) is performed accordingly to the posterior probabilities of the classes,
where Eq. 1 states the posterior probability for an arbitrary class yi and P [x] =∑

yi∈Y P [yi]× P [x|yi].

P [yi|x] =
P [yi]× P [x|yi]

P [x]
(1)

Data stream classification or online classification, is a variant of the machine
learning task namely batch classification, however, both are concerned with the
problem of learning a model which is able to predict a nominal value for future
instances. The difference between these two approaches concerns about how
data is presented to the learner. In batch configuration, a static and entirely
accessible dataset is provided to the learning algorithm, which returns a model
to predict future instances. Conversely, in streaming environments, instances are
not readily available to the classifier for training, instead, these are presented
sequentially over time, and the learner must incrementally adapt its model f as
new instances become available for training [20].

Let S = [it]∞t=0 define a data stream providing instances it = (xt, yt), each
of which arriving at a timestamp t, where xt is a d-dimensional feature vector
belonging to a feature set D and yt is the instance’s ground-truth label.

2.2 Concept Drift

Most of the existing classification techniques assume that there is a static dataset
generated by a unknown and stationary probability distribution, which can be
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physically stored and analyzed in multiple steps by a batch algorithm. Nonethe-
less, none of the latter assumptions can be verified in the streaming scenario and
the development of algorithms must account for several constraints [2, 21, 33].

Firstly, instances arrive continuously over time and there is no control over
the order that they arrive nor how they should be processed. Additionally,
streams are potentially unbounded, therefore, instances should be discarded right
after their processing (or accordingly to available main memory space).

Due to the inherent temporal aspect of data streams, their underlying data
distribution is expected to dynamically change over time, implying in changes
in the concept to be learned, phenomenons named concept drift and evolution.

Let Eq. 2 denote a concept C, a set of prior probabilities of the classes and
class-conditional probability density function [31].

C =
⋃

yi∈Y
{(P [yi], P [x|yi])} (2)

Given a stream S, retrieved instances it will be generated by a concept Ct.
If during every instant ti of S we have Cti = Cti−1 , it occurs that the concept
is stable. Otherwise, if between any two timestamps ti and tj = ti + ∆ (with
∆ ≥ 1) occurs that Cti 6= Ctj , we have a concept drift.

3 Problem Statement

Until this point, the term “relevance” was used without a formal definition. As
stated in [26, 32, 16], there do exist different definitions available in the literature,
nevertheless, several may be contradictory and misleading. In this paper we
assume a simple, yet, widely used definition of relevance, early provided in [37].

Assuming Si = D \ {Di}, a feature Di is relevant iff ∃S′i ⊂ Si, such that
P [Y |Di, S

′
i] 6= P [Y |S′i] holds. Otherwise,Di is said to be irrelevant. Accordingly

to the previous definition, if a feature that is statistically relevant is removed
from a feature set, it will reduce overall prediction power [16]. This definition
encompasses two possibilities for a feature to be statistically significant: (i) it
is strongly correlated wrt the class; or (ii) it forms a feature subset with other
features and this subset is strongly correlated wrt the class [37].

Most of existing algorithms for data streams tackle the infinite length and
drifting concept characteristics. However, not many attention has been given to
a specific kind of drift: feature drifts. Feature drifts occur whenever a subset of
features becomes, or ceases to be, relevant to the concept to be learned.

Given a feature space D at a timestamp t, we are able to select the ground-
truth relevant subset D∗t ⊆ D such that ∀Di ∈ D∗t the relevance definition holds
and ∀Dj ∈ D \D∗t the same definition does not. A feature drift occurs if, at any
two time instants ti and tj , D∗ti 6= D

∗
tj betides.

Let r(Di, tj) ∈ {0, 1} denote a function which determines whether the rele-
vance definition holds for a feature Di in a timestamp tj of the stream. A positive
relevance (r(Di, tj) = 1) states that Di ∈ D∗ in a timestamp tj and that Di im-
pacts the underlying probabilities P [x|yi] of the concept Ct of S. A feature drift
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occurs whenever the relevance of an attribute Di changes in a timespan between
tj and tk, as stated in Eq. 3.

∃tj∃tk, tj < tk, r(Di, tj) 6= r(Di, tk) (3)

Changes in r(·, ·) directly affect the ground-truth decision boundary to be
learned by the learning algorithm. Therefore, feature drifts can be posed as a
specific type of concept drift that may occur with or without changes in the
data distribution P [x] [9]. This enforces learning algorithms to detect changes
in D∗, discerning between features that became irrelevant and the ones that are
now relevant and vice-versa. Finally, it is necessary to either swiftly (i) discard
and learn an entirely new classification model; or (ii) adapt the current model
to relevance drifts [31].

4 Dynamic Feature Weighting

Feature weighting is broadly used in batch learning [25, 3] to assign different
weights to feature accordingly to their relevance to the concept to be learned and
improve prediction accuracy. As shown earlier, in opposition to static scenarios,
the relevance of features may augment or diminish during a data stream, thus,
techniques for detecting these changes are needed.

The main hypothesis behind our proposal is that features can be weighted
dynamically in order to augment the importance of relevant features and dimin-
ish the importance of those which are deemed irrelevant accordingly to feature
drifts. First, we show how Entropy and Symmetrical Uncertainty can be com-
puted along sliding windows, and how (i) these metrics can be used to detect
changes in features’ relevances; and (ii) applied in two different learning schemes
to boost prediction accuracy during both stable and feature drifting regions of
data streams. Finally, we detail the bounded computational overhead this pro-
posal provides in processing time and memory usage.

4.1 Preliminaries

The relevance of a feature can be computed in diverse ways. In this section we
discuss evaluation techniques for measuring the goodness of features for clas-
sification. Generally, a feature is good if it relevant to predict the class. If one
adopts correlation to measure the goodness of a feature, a feature will be deemed
as relevant it its value surpasses a given threshold.

There do exist several approaches to measure the correlation between two
random variables. The first is using linear correlation and the other is based on
information theory aspects.

The most common formula for computing the correlation for a pair of vari-
ables (X,Y ) is linear correlation coefficient:

r(X,Y ) =

∑
q∈Di

∑
yi∈Y (q − D̄i)(yi − Ȳ )√∑

q∈Di
(q − D̄i)2

√∑
yi∈Y (yi − Ȳ )2

(4)

https://www.researchgate.net/publication/300760387_Data_Classification?el=1_x_8&enrichId=rgreq-6c8e9bac724eac9fd0b7c0bb46c81f4a-XXX&enrichSource=Y292ZXJQYWdlOzMwNzU4NTEwODtBUzo0Mjg2NjAyMTg5NjE5MjFAMTQ3OTIxMTk2ODA2Mg==
https://www.researchgate.net/publication/289529742_A_Survey_on_Feature_Drift_Adaptation?el=1_x_8&enrichId=rgreq-6c8e9bac724eac9fd0b7c0bb46c81f4a-XXX&enrichSource=Y292ZXJQYWdlOzMwNzU4NTEwODtBUzo0Mjg2NjAyMTg5NjE5MjFAMTQ3OTIxMTk2ODA2Mg==
https://www.researchgate.net/publication/229067302_Heterogeneous_Ensemble_for_Feature_Drifts_in_Data_Streams?el=1_x_8&enrichId=rgreq-6c8e9bac724eac9fd0b7c0bb46c81f4a-XXX&enrichSource=Y292ZXJQYWdlOzMwNzU4NTEwODtBUzo0Mjg2NjAyMTg5NjE5MjFAMTQ3OTIxMTk2ODA2Mg==
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The linear correlation coefficient is bounded in the [−1; 1] interval. If X and
Y are completely correlated, r takes the value of 1 or -1; and if these variables are
completely uncorrelated, r is 0. Adopting linear correlation as a feature goodness
measure has the benefit of eliminating completely uncorrelated features. Also,
if data is linearly separable in the original representation if it is still separable
if all but one of a group of linearly dependent features are removed [36]. Never-
theless, assuming linear correlations is not safe for a variety of domains. Linear
correlation is likely to be unable to depict correlations which are non-linear in
nature. In our proposal, we adopt information theory approaches to compute
the goodness of a feature. The first one is a measure of uncertainty of a random
variable, named entropy. The entropy of a variable X is given by:

H(X) = −
X∑
xi

P [X = xi] log2 P [X = xi] (5)

On the other hand, the entropy of a variable X after observing values of a
variable Y is given by:

H(X|Y ) = −
Y∑
yj

P [Y = yj ]

X∑
xi

P [X = xi|Y = yj ] (6)

We now present the mathematical foundation for computing entropy along
sliding windows.

Assuming X = {xi}ni=1 to be a sample of real numbers, Sn =
∑n

i=1 xi be the
sum of these elements, the sample entropy Hs is defined as follows:

Hn = −
n∑

i=1

xi
Sn

log2

xi
Sn

(7)

Lemma 1. Let X = {xi}ni=1 be a sample of real numbers, Sn =
∑n

i=1 xi be
the sum of the sample elements and Hs be the entropy of this sample. For any
positive real number R > 0, it occurs that [34]:

−
n∑

i=1

(
xi

Sn +R
log2

xi
Sn +R

)
=

Sn

Sn +R

(
Hn − log2

Sn

Sn +R

)
(8)

https://www.researchgate.net/publication/261100831_Updating_formulas_and_algorithms_for_computing_entropy_and_Gini_index_on_time-changing_data_streams?el=1_x_8&enrichId=rgreq-6c8e9bac724eac9fd0b7c0bb46c81f4a-XXX&enrichSource=Y292ZXJQYWdlOzMwNzU4NTEwODtBUzo0Mjg2NjAyMTg5NjE5MjFAMTQ3OTIxMTk2ODA2Mg==
https://www.researchgate.net/publication/221345776_Feature_Selection_for_High-Dimensional_Data_A_Fast_Correlation-Based_Filter_Solution?el=1_x_8&enrichId=rgreq-6c8e9bac724eac9fd0b7c0bb46c81f4a-XXX&enrichSource=Y292ZXJQYWdlOzMwNzU4NTEwODtBUzo0Mjg2NjAyMTg5NjE5MjFAMTQ3OTIxMTk2ODA2Mg==
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Proof. If one writes xi

R+Sn
= 1 · xi

R+Sn
= Sn

Sn

xi

Sn+R = xi

Sn

Sn

Sn+R , it follows:

−
n∑

i=1

(
xi

Sn +R
log2

xi
Sn +R

)
= −

n∑
i=1

xi
Sn

Sn

Sn +R
log2

(
xi
Sn

Sn

Sn +R

)

= −
n∑

i=1

xi
Sn

Sn

Sn +R

(
log2

xi
Sn

+ log2

Sn

Sn +R

)

= − Sn

Sn +R

(
n∑

i=1

xi
Sn

log2

xi
Sn

+

n∑
i=1

xi
Sn

log2

Sn

Sn +R

)

=
Sn

Sn +R

(
Hn − log2

Sn

Sn +R

n∑
i=1

xi
Sn

)

=
Sn

Sn +R

(
Hn − log2

Sn

Sn +R

)
ut

The sample entropy can be updated when a new positive real number xi > 0
enters it as follows.

Lemma 2. Based on Hn and Sn, the entropy can be updated after the arrival
of a new positive real number xn+1 > 0 accordingly to:

Hn+1 =
Sn

Sn+1

(
Hn − log2

Sn

Sn+1

)
− xn+1

Sn+1
log2

xn+1

Sn+1
(9)

Proof. By definition, and by following Lemma 2, the updated entropy is given
by:

Hn+1 = −
n+1∑
i=1

xi
Sn+1

log2

xi
Sn+1

= −xn+1

Sn
−

n∑
i=1

xi
Sn+1

log2

xi
Sn+1

=
Sn

Sn+1

(
Hn − log2

Sn

Sn+1

)
− xn+1

Sn+1
log2

xn+1

Sn+1
ut

In Algorithm 1 we present the pseudocode for entropy computation over
sliding windows. Proofs for Entropy equations (lines 14 and 18) can be found in
[34].

Entropy is the base for computing more robust metrics. One example is the
Information Gain, which is the amount by which the entropy of a variable X
decreases reflects additional information about X provided by Y and is given
by:

IG(X|Y ) = H(X)−H(X|Y ) (10)

An important trait of information gain is that it is symmetrical, i.e. IG(X|Y ) =
IG(Y |X). To prove it, one needs to verify that H(X) − H(X|Y ) = H(Y ) −

https://www.researchgate.net/publication/261100831_Updating_formulas_and_algorithms_for_computing_entropy_and_Gini_index_on_time-changing_data_streams?el=1_x_8&enrichId=rgreq-6c8e9bac724eac9fd0b7c0bb46c81f4a-XXX&enrichSource=Y292ZXJQYWdlOzMwNzU4NTEwODtBUzo0Mjg2NjAyMTg5NjE5MjFAMTQ3OTIxMTk2ODA2Mg==
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Algorithm 1: Sliding window entropy. Adapted from [34].

input : window size w, a data stream S.
output : be ready to provide the entropy h at any time.

1 Let W ← ∅ be the sliding window;
2 Let h← 0 be the entropy;
3 Let n← 0 be the amount of instances in W ;
4 Let ni ← 0 be the number of instances with the yi-th label;
5 foreach (xi, yi) ∈ S do
6 if |W | = w then
7 Dequeue oldest element from W from the yj-th class;
8 h← DEC(h, n, nj);

9 W ←W ∪ {(xi, yi)};
10 h← INC(h, n, ni);

11 Function INC(h, n, ni)
12 Update n← n + 1;
13 Update ni ← ni + 1;

14 return n−1
n

(
h− log2

n−1
n

)
− ni

n
log2

ni
n

+ ni−1
n

log2
ni−1

n

15 Function DEC(h, n, ni)
16 Update n← n− 1;
17 Update ni ← ni − 1;

18 return n+1
n

(
h + ni+1

n+1
log2

ni+1
n+1

− ni
n+1

log2
ni

n+1

)
+ log2

n
n+1

H(Y |X). This can be derived from H(X,Y ) = H(X) + H(Y |X) = H(Y ) +
H(X|Y ).

As entropy, information gain is biased towards features with more values.
Therefore, different metrics that compensate for this bias are preferred. In this
paper we picked symmetrical uncertainty (SU) as a goodness measure since it
atones this bias. Symmetrical uncertainty can be computed as follows:

SU(X,Y ) = 2

[
IG(X|Y )

H(X) +H(Y )

]
= 2

[
H(Y )−H(Y |X)

H(X) +H(Y )

]
(11)

SU is ranged in the [0; 1] interval where 1 indicates that the value of a variable
completely predicts the other, while 0 indicates that X and Y are completely
independent.

In order to compute SU along a sliding window, one must keep track of
H(Di), H(Y ) and H(Y |Di) entropies. Both H(Di) and H(Y ) can be incre-
mented and decremented in O(1) accordingly to Alg. 1, while the conditional
entropy H(Y |Di) can be computed with separate H(Y |Di = q) entropies, also
given by Alg. 1. If we assume that such that q ∈ Di and |Di| = m, then SU can
be computed with low computational complexity in the O(m) order for a single
feature and O(dm) for all features in a d-dimensional data stream.

Memory-wise, the cost of tracking H(Y ) is O(|Y |), while the cost for H(Di)
is O(m), thus, a total complexity of O(md) for a d-dimensional stream. Finally,

https://www.researchgate.net/publication/261100831_Updating_formulas_and_algorithms_for_computing_entropy_and_Gini_index_on_time-changing_data_streams?el=1_x_8&enrichId=rgreq-6c8e9bac724eac9fd0b7c0bb46c81f4a-XXX&enrichSource=Y292ZXJQYWdlOzMwNzU4NTEwODtBUzo0Mjg2NjAyMTg5NjE5MjFAMTQ3OTIxMTk2ODA2Mg==
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H(Y |Di = q) has each a cost O(|Y |), thus, totalizing a cost of O(md× |Y |) for
all features Di ∈ D.

4.2 Applying Feature Weighting on k-Nearest Neighbor Learning

KNN-FW

k-Nearest Neighbor (kNN ) [?] is one of the most fundamental, simple and
widely used classification methods, which is able to learn complex (non-linear)
functions [?]. kNN is a lazy learner since it does not require building a model
before actual use. It classifies unlabeled instances accordingly to “closest” pre-
viously seen labeled ones stored in buffer. The definition of “close” means that
a distance measure is used to determine how similar/dissimilar two instances
are. There are several approaches to compute distances between instances, nev-
ertheless, the most used one is the Euclidian distance, given by Eq. 12, where xi

and xj are two arbitrary instances, and the summation occurs over all features
Dk ∈ D.

dE(xi,xj) =

√ ∑
Dk∈D

(xi[Dk]− xj [Dk])2 (12)

kNN classifies unlabeled instances accordingly to the label of the majority of
the k closest instances stored in buffer. Therefore, picking an appropriate value
of k for each application is significant. If k is too small, kNN becomes more
prone to overfitting and tends to misclassify instances in easy situations. Con-
versely, bigger values of k may mislead classification in cases when an instance
is surrounded by several instances of an opposite label.

Another important trait of kNN refers to the dimensionality of the problem,
either in static or streaming scenarios. As discussed in a variety of works [15, 33],
Euclidian distances fail on representing in effective fashion the distance between
points (instances) in a high-dimensional space, phenomenon named “curse of
dimensionality”.

Although the “curse of dimensionality” is commonly tackled in static learning
scenarios, very few works aim at providing techniques for dealing with it in
streaming scenarios, either through feature selection or dimensionality reduction.

Performing kNN classification in data streams requires an additional impor-
tant trait: dealing with time and memory limitations. Continuously buffering
instances as they arrive is unfeasible since the stream is potentially unbounded,
therefore, an incremental version of kNN must “forget” older instances as the
stream progresses. A naive approach to perform forgetting is storing instances
in a queue with size W . Again, defining a value for W is non trivial and it must
be set accordingly to available memory space and processing time, since the
computational time for classifying each new instance is O(Wd).

4.3 Applying Feature Weighting on Näıve Bayes

NB-FW

https://www.researchgate.net/publication/257132178_Data_Stream_Clustering_A_Survey?el=1_x_8&enrichId=rgreq-6c8e9bac724eac9fd0b7c0bb46c81f4a-XXX&enrichSource=Y292ZXJQYWdlOzMwNzU4NTEwODtBUzo0Mjg2NjAyMTg5NjE5MjFAMTQ3OTIxMTk2ODA2Mg==
https://www.researchgate.net/publication/220906738_Density-Based_Clustering_over_an_Evolving_Data_Stream_with_Noise?el=1_x_8&enrichId=rgreq-6c8e9bac724eac9fd0b7c0bb46c81f4a-XXX&enrichSource=Y292ZXJQYWdlOzMwNzU4NTEwODtBUzo0Mjg2NjAyMTg5NjE5MjFAMTQ3OTIxMTk2ODA2Mg==
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problema no produtrio pois se o peso for zero, zera a probabilidade inteira.
deve ser utilizado um padding factor muito baixo como 0.0001 ao invs de 0.

5 Analysis

In order to assess our proposal’s performance, we built an experimentation envi-
ronment encompassing both synthetic and real-world data. This analysis centers
on prediction accuracy, processing time and memory usage.

5.1 Synthetic Data Stream Generators

Drifts are synthesized as the combination of two pure distributions. The proba-
bility that an instance is drawn from the prior or posterior concept inside a drift
window is given by a sigmoid function. This drift framework is the default pro-
vided in the MOA framework [12] and all drifts windows have a length of 1,000
instances. All synthesized data streams contain 100,000 instances and contain 9
feature drifts.

We used the following three synthetic data generators to induce feature drifts
in our experiments: AGRAWAL [5], Assets Negotiation (ASSETS) [18] and SEA-
FD [7]. In all drifts, the relevant subset of features in the prior and posterior
concepts differ.

5.2 Real-World Data

Jutting synthetic data, real-world datasets were used in the evaluation of our
proposal. The adoption of real-world data is beneficial since they present dif-
ferentiated behavior, e.g. the class distribution is often unbalanced and data is
often noisy. On the other hand, it is nearly impossible to affirm whether drifts
occur, making evaluation of drift detection unfeasible. We refrain from providing
a detailed description of each used dataset for brevity. The used datasets are:
Airlines (AIR) [?], Electricity (ELEC) [?] and Kaggle’s Give me Some Credit1

(GMSC).

5.3 Evaluated Algorithms

Besides kNN and Naive Bayes, we also report results for a Very Fast Decision
Tree (VFDT) and a Concept-adapting Very Fast Decision Tree (CVFDT) since
both perform embedded feature selection during training.

VFDT Very Fast Decision Tree (VFDT) is an incremental decision tree learner
for non-drifting data streams [17]. The tree is recursively built as instances ar-
rive and new split nodes are generated if the information gain of the two most
discriminative features differ at least by ε, given by the Hoeffding bound [23].

1 Available at: https://www.kaggle.com/c/GiveMeSomeCredit. Last access in Feb.
25th, 2016.

https://www.researchgate.net/publication/284716986_Analyzing_the_Impact_of_Feature_Drifts_in_Streaming_Learning?el=1_x_8&enrichId=rgreq-6c8e9bac724eac9fd0b7c0bb46c81f4a-XXX&enrichSource=Y292ZXJQYWdlOzMwNzU4NTEwODtBUzo0Mjg2NjAyMTg5NjE5MjFAMTQ3OTIxMTk2ODA2Mg==
https://www.researchgate.net/publication/221996154_Probability_Inequalities_For_Sums_of_Bounded_Random_Variables?el=1_x_8&enrichId=rgreq-6c8e9bac724eac9fd0b7c0bb46c81f4a-XXX&enrichSource=Y292ZXJQYWdlOzMwNzU4NTEwODtBUzo0Mjg2NjAyMTg5NjE5MjFAMTQ3OTIxMTk2ODA2Mg==
https://www.researchgate.net/publication/44326491_MOA_massive_online_analysis?el=1_x_8&enrichId=rgreq-6c8e9bac724eac9fd0b7c0bb46c81f4a-XXX&enrichSource=Y292ZXJQYWdlOzMwNzU4NTEwODtBUzo0Mjg2NjAyMTg5NjE5MjFAMTQ3OTIxMTk2ODA2Mg==
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Table 1: Prequential accuracy (%).

Experiment kNN kNN-SU NB NB-SU VFDT CVFDT

AGRAWAL
ASSETS
SEA-FD

AIR
ELEC
SPAM
GMSC

CVFDT Concept-adapting Very Fast Decision Tree (CVFDT) algorithm is
an extension to the VFDT to deal with drifts [24]. CVFDT updates its tree
model over a sliding window and creates or updates decision nodes if the data
distribution changes at an arbitrary split node. In this paper, we adopted a
version of CVFDT which detects changes in data distribution accordingly to
ADWIN change detector [11] provided in MOA [12]. Whenever ADWIN detects
a change in a split node, the entire subtree is replaced by a new split node with
the most discriminant feature if the Hoeffding bound is met.

5.4 Experimental Protocol

Accuracy is computed accordingly to the Prequential test-then-train procedure
[19]. Prequential was chosen due to the monitoring of models’ performance over
time. Although it is considered pessimistic, authors in [19] observe that this esti-
mative converges to a holdout when estimated along a sliding window. Equation
13 presents the Prequential accuracy computation, where L(·, ·) is a loss function
(0-1 in this paper) between the ground-truth class yk and the predicted ŷk, i is
the current timestamp and w is the length of the sliding window (w = 1, 000 in
experiments).

Pacc = 1− 1

w

i∑
k=i−w+1

L(yk, ŷk) (13)

Processing time is measured as the time, in seconds, the algorithm spends in
CPU, while memory usage is given in RAM-Hours, where 1 RAM-Hour equals
1 GB of RAM dispended per hour of processing (GB-Hour).

5.5 Discussion

discussion

6 Conclusion

This paper presented a time and memory-bounded solution for tracking the
relevance of features based on the information theoretic concepts of Entropy

https://www.researchgate.net/publication/221653555_Issues_in_evaluation_of_stream_learning_algorithms?el=1_x_8&enrichId=rgreq-6c8e9bac724eac9fd0b7c0bb46c81f4a-XXX&enrichSource=Y292ZXJQYWdlOzMwNzU4NTEwODtBUzo0Mjg2NjAyMTg5NjE5MjFAMTQ3OTIxMTk2ODA2Mg==
https://www.researchgate.net/publication/221653555_Issues_in_evaluation_of_stream_learning_algorithms?el=1_x_8&enrichId=rgreq-6c8e9bac724eac9fd0b7c0bb46c81f4a-XXX&enrichSource=Y292ZXJQYWdlOzMwNzU4NTEwODtBUzo0Mjg2NjAyMTg5NjE5MjFAMTQ3OTIxMTk2ODA2Mg==
https://www.researchgate.net/publication/220907178_Learning_from_Time-Changing_Data_with_Adaptive_Windowing?el=1_x_8&enrichId=rgreq-6c8e9bac724eac9fd0b7c0bb46c81f4a-XXX&enrichSource=Y292ZXJQYWdlOzMwNzU4NTEwODtBUzo0Mjg2NjAyMTg5NjE5MjFAMTQ3OTIxMTk2ODA2Mg==
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Table 2: Processing time (s).

Experiment kNN kNN-SU NB NB-SU VFDT CVFDT

AGRAWAL
ASSETS
SEA-FD

AIR
ELEC
SPAM
GMSC

Table 3: RAM-Hours (GB-Hour).

Experiment kNN kNN-SU NB NB-SU VFDT CVFDT

AGRAWAL
ASSETS
SEA-FD

AIR
ELEC
SPAM
GMSC

and Symmetrical Uncertainty. Additionally, it showed how these metrics can be
successfully used to enhance both k-Nearest Neighbor and Näıve Bayesian algo-
rithms during both stable and feature drifting regions of data streams. Empirical
evidences show that the gains in prediction accuracy are significant and occur in
both synthetic and real-world datasets. Therefore, the results shown here point
out the need for future research into feature drift detection and adaptation.

Both entropy and symmetrical uncertainty are computed along a sliding win-
dow, thus allowing adaptation to feature drifts. Future works include the adopt-
ing of change detectors (e.g. ADWIN [?] and EWMA [?]) to eliminate the need
of a predefined window size, which is a drawback of the proposed method.

Finally, there is the need to investigate the usage of these adaptive metrics
(entropy and symmetrical uncertainty) in the task of feature selection for data
streams. This would allow a more generic filter method that does not depend
on the base classifier and that selects features dynamically accordingly to the
occurrence of feature drifts.
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Fig. 1: Prequential accuracy (%) obtained during experiments.
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