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#### Abstract

Existing eigenstructure-based direct multichannel blind image restoration techniques include nullspace-based and direct deconvolver estimation techniques. The nullspace-based approach can be formulated as an optimization problem. We show that this formulation implies a new subspace-based approach that uses matrix operations. This new approach has the same advantages as the nullspace-based one but requires less computational complexity. Under some mild conditions, its complexity is equal to that of the FFT. Furthermore, the relation among the nullspace-based approach, the direct deconvolver estimation and the new subspace-based approach is studied.


Index Terms-Blind deconvolution, image restoration, nullspace, subspace.

## I. Introduction

IN MANY applications such as medical imaging, radio astronomy and remote sensing, the observed images are degraded by distortion. Distortion may arise from, for example, atmospheric turbulence, relative motion between an object and the camera, an out-of-focus camera, or variations in electronic imaging components. Restoration of the degraded images is generally desirable for further processing or interpretation of the images [1].

To restore the original image, a model of the original image and a degradation model are first assumed. The original image may also be regarded as either a deterministic or stochastic signal. It is blurred by a linear or nonlinear process. An additive or multiplicative noise process may be generated in the acquisition of the images. Because constraints on the degradation and the original image vary with the application, many different algorithms exist.

Many conventional approaches have been developed to compensate for the blur function when it is known [2]. More commonly, however, the blur function is unknown. It is not practical to assume the availability of training images either. In such cases, a model of the blur is often assumed, for instance, a linear space-invariant filter. When the blur is unknown, the problem is called blind image restoration. It is a very difficult problem since there are two unknowns, the original image and the blur and only one equation, the blur model.

[^0]There are two classes of approaches to blind image restoration. One class identifies the blur first and then uses it to restore the original image with one of the conventional image restoration algorithms. Algorithms in this class make more assumptions on the original image, for instance, that the image consists of point sources and edges. Therefore, their applications are limited. The other class simultaneously identifies the blur and restores the original image. All methods in this class are either iterative or recursive. Typically, they suffer from convergence and/or stability problems. A review article [3] and an updated version [4] for completeness on this topic are available. Sometimes the blur function is only partially determined, as in [5].

In some applications, several blurred versions of the same original image are available from different blurring channels, for instance, in short-exposure image sequences. Restoring the original image in this scenario is called multichannel blind image restoration. Two classes of multichannel blind image restoration algorithms exist. One class includes extensions of single-channel blind image restoration approaches [6], [7]. The algorithms in this class have the same problems, such as convergence and stability problems, as their single-channel counterparts [3], [4]. The other class encompasses extensions of blind multichannel one-dimensional (1-D) signal estimation methods.

Recently, Tong et al. [8], [9] proposed a novel algorithm to estimate blind 1-D communication channels. They assumed that signals are deterministic, the channels are linear spatial invariant (LSI) finite impulse response (FIR) functions with known length and that the noise is additive. They oversampled the received 1-D communication signal temporally, spatially, or both temporally and spatially. The oversampled signal could be modeled as the output of a multichannel system driven by the same signal. Based on the second-order statistics of the oversampled signal, the channel was estimated using algebraic techniques. In noise-free cases, the channels could be exactly recovered, up to a scalar multiplier. In noisy cases, the algorithm also obtained very promising results. The original signal was extracted by a classical signal estimation algorithm, for instance, using Wiener filtering based on the estimated channel.

Several approaches, which followed this idea, for multichannel 1-D blind signal deconvolution have been proposed to identify the channel [10]-[12]. One of them is the so-called eigenstructure-based (ESB) method. It includes subspace [13], [14] and least-squares [15], [16] approaches. The subspace approach uses properties of subspaces of a special matrix constructed by the channel impulse responses. The least-squares approach exploits the property of a multichannel system that has one input and multiple outputs. In other words, the estimate
of the input from one of the outputs should be equal to the estimate from another output.

Based on the Bezout identity for coprime polynomials [17], Slock et al. [13], [18] proposed an algorithm to estimate equalizers. The channel and the equalizer could be considered as an analysis and synthesis filter bank. By convolving the degraded image with the equalizer, the original image could be estimated. In [19], using ideas similar to the least-squares approach in the channel estimation, a direct estimation of the equalizer was proposed.

By extending the least-squares approach and the algorithm of Slock et al. to two dimensions, Harikumar et al. [20], [21] developed an algorithm for multichannel blind image restoration. The algorithm estimated the blur functions first and/or find restoration filters (deconvolver). The original image was restored using conventional image restoration methods or by convolving the observed image with the restoration filter. Giannakis et al. [22] proposed two algorithms at about the same time. One algorithm is similar to the algorithm of Harikumar et $a l$. The other is a direct deconvolver estimation algorithm which is an extension of the direct equalizer estimation algorithm [19]. In the noise-free case, the algorithms developed by Harikumar et al. and Giannakis et al. can obtain the orignal image, up to a scalar multiplier, as their 1-D counterparts. However, in the noisy case, the obtained image suffers from noise amplification.
Instead of identifying the channel or estimating the equalizer, an algorithm was proposed to estimate the original 1-D signal directly in [23]. It employed the null space of a special matrix constructed by the original signal. Another algorithm was then proposed by exploiting the column space of the special matrix [24]. The estimated signals of both algorithms are the same. In [25], the variants of these two algorithms and the direct equalizer estimation algorithm were shown to be equivalent. In addition, these two algorithms result in better signal estimation than the channel identification algorithms.

In [26]-[28], using the null space approach, Pai et al. proposed an algorithm for direct multichannel blind image restoration. This algorithm and the direct deconvolver estimation algorithm are direct multichannel blind image restoration algorithms because they do not require other algorithms to estimate the original image. In the noise-free case, the original image can be exactly restored, up to a scalar ambiguity. On the other hand, there is no noise amplification in the noisy case.
In this paper, we first pose the restoration problem in noisy cases using the null space as a variety of nonlinear optimization problems with different constraints. By properly choosing the constraints, these optimization problems can be solved using matrix operations. Moreover, in the noise-free case, their solutions are equal to the original image. We then formulate a new constrained optimization problem for image restoration using the column space. This new problem is similar to but different from the one in [24]. A new algorithm using matrix operations to solve the new problem is proposed and its implementation issues are discussed. Secondly, we compare the new algorithm with the direct deconvolver estimation algorithm by techniques similar to [25]. The direct deconvolver estimation algorithm can also be formulated as a constrained optimization problem. Using a different constraint and a different weighting on the object function
of the constrained optimization problem, the direct deconvolver estimation algorithm is equal to the new algorithm.

The remainder of this paper is organized as follows. Section II describes a model for a multichannel imaging system and defines notation. In Section III, we address the different optimization problems and propose a new algorithm. The implementation issues of the new algorithm are discussed in Section IV. Section V derives the relation between the new algorithm and the direct deconvolver estimation algorithm. Simulation results using the new algorithm are reported in Section VI. Finally, we briefly conclude our contributions in Section VII.

## II. Problem Statement

As shown in Fig. 1, the output of the $i$ th channel in an $m$-channel FIR LTI image system is given by

$$
\begin{equation*}
x^{(i)}=h^{(i)} * s+e^{(i)} \tag{1}
\end{equation*}
$$

where
$x^{(i)} \quad i$ th observed $\left(n_{1}-l_{1}+1\right) \times\left(n_{2}-l_{2}+1\right)$ degraded image;
$h^{(i)} \quad i$ th $l_{1} \times l_{2}$ blur function;
$s \quad n_{1} \times n_{2}$ original image;
$e^{(i)} \quad$ additive noise.
For convenience, let $x^{(i)}, h^{(i)}, s$ and $e^{(i)}$ be indexed from ( $l_{1}-$ $\left.1, l_{2}-1\right)$ to ( $n_{1}-1, n_{2}-1$ ), from $(0,0)$ to $\left(l_{1}-1, l_{2}-1\right)$, from $(0,0)$ to $\left(n_{1}-1, n_{2}-1\right)$ and from $\left(l_{1}-1, l_{2}-1\right)$ to ( $n_{1}-1, n_{2}-1$ ), respectively.

In this paper, all lowercase characters are scalars. All vectors are column vectors and denoted by boldface lowercase characters. Uppercase and boldface uppercase characters denote matrices. The largest/smallest eigenvalue means the eigenvalue of the largest/smallest magnitude. Other notation used is as follows:

| $(\cdot)^{T}$ | transpose; |
| :--- | :--- |
| $\\|\cdot\\|$ | Frobenius norm; |
| $\mathbf{I}$ | identity matrix; |
| $\operatorname{diag}\{\mathbf{A}\}$ | main diagonal of $\mathbf{A}$ |
| $\mathcal{N}\{\mathbf{A}\}$ | null space of $\mathbf{A}$ |
| $\mathcal{R}\{\mathbf{A}\}$ | range of $\mathbf{A}$ (i.e., column space of $\mathbf{A})$. |

We also abuse notation and write $\mathcal{N}\{\mathbf{A}\} / \mathcal{R}\{\mathbf{A}\}$ to mean a matrix whose columns form an orthonormal basis for the null/column space of $\mathbf{A}$

## III. SUBSPACE Approaches

## A. Review of the Null Space Approach

As in [26]-[28], define (see the equation at the bottom of the next page) where $k_{1}$ and $k_{2}$ are numbers of shifts in $\mathbf{X}$ and $X_{p_{1}}$, respectively. The matrices defined above are formed to represent the convolution operation in (1). The sizes of $\mathbf{X}, \mathbf{H}$ and $\mathbf{S}$ are determined by $k_{1}$ and $k_{2}$. Therefore, in the noise-free case

$$
\mathbf{X}=\mathbf{H S}
$$

Define $r_{1}=l_{1}+k_{1}-2$ and $r_{2}=l_{2}+k_{2}-2$. Notice that the matrices $\mathbf{X}, \mathbf{H}$ and $\mathbf{S}$ are $m k_{1} k_{2} \times\left(n_{1}-r_{1}\right)\left(n_{2}-r_{2}\right)$, $m k_{1} k_{2} \times\left(r_{1}+1\right)\left(r_{2}+1\right)$ and $\left(r_{1}+1\right)\left(r_{2}+1\right) \times\left(n_{1}-r_{1}\right)\left(n_{2}-r_{2}\right)$ matrices, respectively. If $\mathbf{H}$ has full column rank by properly

choosing $k_{1}$ and $k_{2}$, then $\mathcal{N}\{\mathbf{X}\}=\mathcal{N}\{\mathbf{S}\}$. Notice that $\mathcal{N}\{\mathbf{S}\}$ is an $\left(\left(n_{1}-r_{1}\right)\left(n_{2}-r_{2}\right)-\left(r_{1}+1\right)\left(r_{2}+1\right)\right) \times\left(n_{1}-r_{1}\right)\left(n_{2}-\right.$ $r_{2}$ ) matrix. Let $v_{q_{1}, q_{2}}$ and $v_{q_{1}, q_{2}}^{\prime}$ be the $\left(q_{1}, q_{2}\right)$ entry of $\mathcal{N}\{\mathbf{S}\}$ and $\mathcal{N}\{\mathbf{X}\}$ respectively. Define (see the equation shown at the bottom of the next page). Notice that the matrix $\mathbf{V}$ is an $\left(\left(n_{1}-\right.\right.$ $\left.\left.r_{1}\right)\left(n_{2}-r_{2}\right)-\left(r_{1}+1\right)\left(r_{2}+1\right)\right) r_{1} r_{2} \times n_{1} n_{2}$ matrix. $\mathbf{v}_{p_{1}, p_{2}}^{\prime}$, $V_{p_{1}}^{\prime}$ and $\mathbf{V}^{\prime}$ are defined with $v_{q_{1}, q_{2}}^{\prime}$ as $\mathbf{v}_{p_{1}, p_{2}}, V_{p_{1}}$ and $\mathbf{V}$ with $v_{q_{1}, q_{2}}$. In the noise-free case, $\mathcal{R}\left\{\mathbf{V}^{\prime}\right\}=\mathcal{R}\{\mathbf{V}\}$. Thus,

Fig. 1. Single-input multiple-output image-blur model. The blurring functions $h^{(1)}, h^{(2)}, \ldots, h^{(m)}$ are assumed to be LTI FIR filters.

$$
\begin{equation*}
\mathbf{V s}=\mathbf{0} \tag{2}
\end{equation*}
$$

$$
\begin{aligned}
& \mathrm{x}_{p_{1}, p_{2}}=\left[x_{p_{1}, p_{2}}^{(1)}, x_{p_{1}, p_{2}}^{(2)}, \ldots, x_{p_{1}, p_{2}}^{(m)}\right]^{T} \\
& X_{p_{1}}=\underbrace{\left[\begin{array}{cccc}
\mathbf{x}_{p_{1}, l_{2}-1} & \mathbf{x}_{p_{1}, l_{2}} & \cdots & \mathbf{x}_{p_{1}, n_{2}-k_{2}} \\
\mathbf{x}_{p_{1}, l_{2}} & \mathbf{x}_{p_{1}, l_{2}+1} & \cdots & \mathbf{x}_{p_{1}, n_{2}-k_{2}+1} \\
\vdots & \vdots & \vdots & \vdots \\
\mathrm{x}_{p_{1}, l_{2}+k_{2}-2} & \mathbf{x}_{p_{1}, l_{2}+k_{2}-1} & \cdots & \mathbf{x}_{p_{1}, n_{2}-1}
\end{array}\right]} \\
& n_{2}-l_{2}-k_{2}+2 \text { blocks } \\
& \mathbf{X}=\underbrace{\left[\begin{array}{cccc}
X_{l_{1}-1} & X_{l_{1}} & \cdots & X_{n_{1}-k_{1}} \\
X_{l_{1}} & X_{l_{1}+1} & \cdots & X_{n_{1}-k_{1}+1} \\
\vdots & \vdots & \vdots & \vdots \\
X_{l_{1}+k_{1}-2} & X_{l_{1}+k_{1}-1} & \cdots & X_{n_{1}-1}
\end{array}\right]}_{n_{1}-l_{1}-k_{1}+2 \text { blocks }} \\
& \mathbf{h}_{p_{1}, p_{2}}=\left[h_{p_{1}, p_{2}}^{(1)}, h_{p_{1}, p_{2}}^{(2)}, \ldots, h_{p_{1}, p_{2}}^{(m)}\right]^{T} \\
& H_{p_{1}}=\underbrace{\substack{-1 \text { blocks }}}_{\left.\begin{array}{ccccccc}
\mathbf{h}_{p_{1}, l_{2}-1} & \mathbf{h}_{p_{1}, l_{2}-2} & \cdots & \mathbf{h}_{p_{1}, 0} & \mathbf{0} & \cdots & \mathbf{0} \\
\mathbf{0} & \mathbf{h}_{p_{1}, l_{2}-1} & \mathbf{h}_{p_{1}, l_{2}-2} & \cdots & \mathbf{h}_{p_{1}, 0} & \ddots & \mathbf{0} \\
\vdots & \ddots & \ddots & \ddots & \ddots & \ddots & \vdots \\
\mathbf{0} & \cdots & \mathbf{0} & \mathbf{h}_{p_{1}, l_{2}-1} & \mathbf{h}_{p_{1}, l_{2}-2} & \cdots & \mathbf{h}_{p_{1}, 0}
\end{array}\right]} \\
& \mathbf{H}=\underbrace{\left[\begin{array}{ccccccc}
H_{l_{1}-1} & H_{l_{1}-2} & \cdots & H_{0} & \mathbf{0} & \cdots & \mathbf{0} \\
\mathbf{0} & H_{l_{1}-1} & H_{l_{1}-2} & \cdots & H_{0} & \ddots & \mathbf{0} \\
\vdots & \ddots & \ddots & \ddots & \ddots & \ddots & \vdots \\
\mathbf{0} & \cdots & \mathbf{0} & H_{l_{1}-1} & H_{l_{1}-2} & \cdots & H_{0}
\end{array}\right]}_{l_{1}+k_{1}-1 \text { blocks }} \\
& \mathbf{s}=\left[s_{0,0}, s_{0,1}, \ldots, s_{0, n_{2}-1}, s_{1,0}, \ldots, s_{n_{1}-1, n_{2}-1}\right]^{T} \\
& S_{p_{1}}=\underbrace{\left[\begin{array}{cccc}
s_{p_{1}, 0} & s_{p_{1}, 1} & \cdots & s_{p_{1}, n_{2}-l_{2}-k_{2}+1} \\
s_{p_{1}, 1} & s_{p_{1}, 2} & \cdots & s_{p_{1}, n_{2}-l_{2}-k_{2}+2} \\
\vdots & \vdots & \vdots & \vdots \\
s_{p_{1}, l_{2}+k_{2}-2} & s_{p_{1}, l_{2}+k_{2}-1} & \cdots & s_{p_{1}, n_{2}-1}
\end{array}\right]}_{n_{2}-l_{2}-k_{2}+2 \text { blocks }} \\
& \mathbf{S}=\underbrace{\left[\begin{array}{cccc}
S_{0} & S_{1} & \cdots & S_{n_{1}-l_{1}-k_{1}+1} \\
S_{1} & S_{2} & \cdots & S_{n_{1}-l_{1}-k_{1}+2} \\
\vdots & \vdots & \vdots & \vdots \\
S_{l_{1}+k_{1}-2} & S_{l_{1}+k_{1}-1} & \cdots & S_{n_{1}-1}
\end{array}\right]}_{n_{1}-l_{1}-k_{1}+2 \text { blocks }}
\end{aligned}
$$

If the dimension of the null space of $\mathbf{V}$ is equal to one, then the original image can be exactly restored. For convenience, exact restoration means up to a scalar ambiguity. Throughout our discussion, we assume

A1) $l_{1}$ and $l_{2}$ are known;
A2) $\mathbf{H}$ has full column rank;
A3) dimension of the null space of $\mathbf{V}$ is equal to one.
Several approaches can be found in [21] and [22] to determine $l_{1}$ and $l_{2}$. The other assumptions can be satisfied under some mild conditions [28].

## B. Formulation of Optimization Problems

In noisy cases, $\mathcal{N}\{\mathbf{X}\}$ is an estimate of $\mathcal{N}\{\mathbf{S}\}$ and, usually, the matrix $\mathcal{N}\{\mathbf{X}\}$ is an $\left(\left(n_{1}-r_{1}\right)\left(n_{2}-r_{2}\right)-m k_{1} k_{2}\right) \times\left(n_{1}-\right.$ $\left.r_{1}\right)\left(n_{2}-r_{2}\right)$ matrix. $\mathcal{R}\left\{\mathbf{V}^{\prime}\right\} \neq \mathcal{R}\{\mathbf{V}\}$. Exact restoration is impossible. We can estimate the original image $s$ by solving the following optimization problem

$$
\begin{align*}
& \arg \min _{y}\|\mathbf{Y N}\{\mathbf{X}\}\|^{2} \\
&  \tag{3}\\
& \quad \text { subject to }\|\mathbf{y}\|^{2}=1
\end{align*}
$$

where $\mathbf{Y}$ and $\mathbf{y}$ are corresponding matrices of $y$ as $s$ is to $\mathbf{S}$ and $\mathbf{s}$, respectively. The solution of (3) is equal to the right singular vector corresponding to the smallest singular value of $\mathbf{V}$. Alternatively, the original image can also be estimated by solving the following optimization problem:

$$
\begin{align*}
& \underset{y}{\arg \min _{y}\|\mathbf{Y N}\{\mathbf{X}\}\|^{2}} \\
& \text { subject to }\left\|\mathbf{y}_{p_{1}, p_{2}}\right\|^{2}=\left\|\mathbf{s}_{p_{1}, p_{2}}\right\|^{2} \\
& \text { for } p_{1}=0,1, \ldots, r_{1} \text { and } p_{2}=0,1, \ldots, r_{2} \tag{4}
\end{align*}
$$

where $\mathbf{s}_{p_{1}, p_{2}}^{T}$ and $\mathbf{y}_{p_{1}, p_{2}}^{T}$ are the $\left(p_{1} r_{2}+p_{2}\right)$ th row of $\mathbf{S}$ and $\mathbf{Y}$, respectively. The difference between (3) and (4) is the constraint. Obviously, in the noise-free case, these two problems have the original image as their solution. Actually, we can find the solution of (3) by solving (2). The Lagrangian of (4) is

$$
\begin{equation*}
\|\mathbf{Y N}\{\mathbf{X}\}\|^{2}+\sum_{p_{1}=0}^{r_{1}} \sum_{p_{2}=0}^{r_{2}} \lambda_{p_{1}, p_{2}}\left(\left\|\mathbf{y}_{p_{1}, p_{2}}\right\|^{2}-\left\|\mathbf{s}_{p_{1}, p_{2}}\right\|^{2}\right) \tag{5}
\end{equation*}
$$

where $\lambda_{p_{1}, p_{2}}$ are called Lagrange multipliers. However, it is impossible to find the optimal solution of the problem because the $\left\|\mathbf{s}_{p_{1}, p_{2}}\right\|^{2}$ terms are unknown. To release the constraint in (4) by setting $\lambda_{p_{1}, p_{2}}=\lambda$, (5) becomes

$$
\begin{equation*}
\|\mathbf{Y N}\{\mathbf{X}\}\|^{2}+\lambda\left(\|\mathbf{Y}\|^{2}-\|\mathbf{S}\|^{2}\right) \tag{6}
\end{equation*}
$$

Therefore, we obtain another constrained optimization problem

$$
\begin{align*}
& \arg \min _{y}\|\mathbf{Y N}\{\mathbf{X}\}\|^{2} \\
& \quad \text { subject to }\|\mathbf{Y}\|^{2}=1 . \tag{7}
\end{align*}
$$

Lemma 1: Equation (7) has $s$ as the unique solution in the noise-free case.

Proof: See Appendix A-1.
Thus, the original image can also be restored by solving (7).
On the other hand, if the matrix $\mathbf{H}$ has full column rank, then the column space $\mathcal{R}\left\{\mathbf{X}^{\mathcal{T}}\right\}$ of $\mathbf{X}^{T}$ is equal to the column space $\mathcal{R}\left\{\mathbf{S}^{\mathcal{T}}\right\}$ of $\mathbf{S}^{T}$ in the noise-free case. In the noisy case, $\mathcal{R}\left\{\mathbf{X}^{\mathcal{T}}\right\}$ is an $\left(n_{1}-r_{1}\right)\left(n_{2}-r_{2}\right) \times\left(r_{1}+1\right)\left(r_{2}+1\right)$ matrix and an estimate of $\mathcal{R}\left\{\mathbf{S}^{\mathcal{T}}\right\}$. Following the same argument as above, we form the optimization problem
$\begin{aligned} \arg \max _{y} \| \mathbf{Y} \mathcal{R}\left\{\mathbf{X}^{T}\right\} & \|^{2} \\ & \text { subject to }\|\mathbf{Y}\|^{2}=1 .\end{aligned}$

$$
\begin{aligned}
\mathbf{v}_{p_{1}, p_{2}}= & \left(n_{2}-r_{2}\right) p_{1}+p_{2}, 0, v_{\left(n_{2}-r_{2}\right) p_{1}+p_{2}, 1}, \ldots, \\
V_{p_{1}}= & \underbrace{}_{\left(n_{2}-r_{2}\right) p_{1}+p_{2},\left(n_{1}-r_{1}\right)\left(n_{2}-r_{2}\right)-\left(r_{1}+1\right)\left(r_{2}+1\right)-1}]^{T} \begin{array}{ccccccc}
\mathbf{v}_{p_{1}, 0} & \mathbf{v}_{p_{1}, 1} & \cdots & \mathbf{v}_{p_{1}, n_{2}-r_{2}-1} & \mathbf{0} & \cdots & \mathbf{0} \\
\mathbf{0} & \mathbf{v}_{p_{1}, 0} & \mathbf{v}_{p_{1}, 1} & \ldots & \mathbf{v}_{p_{1}, n_{2}-r_{2}-1} & \ddots & \mathbf{0} \\
\vdots & \ddots & \ddots & \ddots & \ddots & \ddots & \vdots \\
\mathbf{0} & \cdots & \mathbf{0} & \mathbf{v}_{p_{1}, 0} & \mathbf{v}_{p_{1}, 1} & \cdots & \mathbf{v}_{p_{1}, n_{2}-r_{2}-1}
\end{array}] \\
\mathbf{V}= & \underbrace{\left[\begin{array}{ccccccc}
V_{0} & V_{1} & \cdots & V_{n_{1}-r_{1}-1} & \mathbf{0} & \cdots & \mathbf{0} \\
\mathbf{0} & V_{0} & V_{1} & \cdots & V_{n_{1}-r_{1}-1} & \ddots & \mathbf{0} \\
\vdots & \ddots & \ddots & \ddots & \ddots & \ddots & \vdots \\
\mathbf{0} & \cdots & \mathbf{0} & V_{0} & V_{1} & \cdots & V_{n_{1}-r_{1}-1}
\end{array}\right]}_{n_{2} \text { blocks }}
\end{aligned}
$$

## C. Matrix Operations

Now, we would like to solve the optimization problems (7) and (8). Define

$$
\begin{aligned}
w_{p_{1}, p_{2}} & =\omega_{p_{1}} \omega_{p_{2}} \\
\mathbf{W}_{p_{1}} & =\left[\begin{array}{cccc}
w_{p_{1}, 0} & 0 & \cdots & 0 \\
0 & w_{p_{1}, 1} & \ddots & 0 \\
\vdots & \ddots & \ddots & \ddots \\
0 & \cdots & 0 & w_{p_{1}, n_{2}-1}
\end{array}\right] \\
\mathbf{W} & =\left[\begin{array}{cccc}
\mathbf{W}_{0} & 0 & \cdots & 0 \\
0 & \mathbf{W}_{1} & \ddots & 0 \\
\vdots & \ddots & \ddots & \ddots \\
0 & \cdots & 0 & \mathbf{W}_{n_{1}-1}
\end{array}\right]
\end{aligned}
$$

where

$$
\begin{aligned}
& \omega_{p 1}=\left\{\begin{array}{cc}
\frac{1}{\sqrt{p_{1}+1}} & 0 \leq p_{1} \leq r_{1}-1 \\
\frac{1}{\sqrt{r_{1}+1}} & r_{1} \leq p_{1} \leq n_{1}-r_{1}-1 \\
\frac{1}{\sqrt{n_{1}-p_{1}}} & n_{1}-r_{1} \leq p_{1} \leq n_{1}-1
\end{array}\right. \\
& \omega_{p 2}=\left\{\begin{array}{cc}
\frac{1}{\sqrt{p_{2}+1}} & 0 \leq p_{2} \leq r_{2}-1 \\
\frac{1}{\sqrt{r_{2}+1}} & r_{2} \leq p_{2} \leq n_{2}-r_{2}-1 \\
\frac{1}{\sqrt{n_{2}-p_{2}}} & n_{2}-r_{2} \leq p_{2} \leq n_{2}-1
\end{array} .\right.
\end{aligned}
$$

Notice that $b W$ is an $n_{1} n_{2} \times n_{1} n_{2}$ matrix. Let $\tilde{\mathbf{V}}=\mathbf{V} \mathbf{W}$. The next lemma implies a method to obtain the unique solution of (7) using matrix operations.

Lemma 2: The right singular vector corresponding to the smallest singular value of $\tilde{\mathbf{V}}$ is equal to the product of the matrix $\mathbf{W}^{-1}$ and the unique solution of (7).

Proof: See Appendix A-2.
In other words, the product of the matrix $\mathbf{W}$ and the right singular vector corresponding to the smallest singular value of $\tilde{\mathbf{V}}$ is equal to the unique solution of (7).

Lemma 3: Equation (8) has $\mathbf{s}$ as the unique solution in the noise-free case.

Proof: See Appendix A-3.
Let $u_{q_{1}, q_{2}}$ be the $\left(q_{1}, q_{2}\right)$ entry of $\mathcal{R}\left\{\mathbf{X}^{T}\right\}$ and (see the equation shown at the bottom of the page). Notice that $\mathbf{u}_{p_{1}, p_{2}}, \mathbf{U}_{p_{1}}$ and $\mathbf{U}$ are defined similar to $\mathbf{v}_{p_{1}, p_{2}}, \mathbf{V}_{p_{1}}$ and $\mathbf{V}$. The matrix $\mathbf{U}$ is an $\left(r_{1}+1\right)^{2}\left(r_{2}+1\right)^{2} \times n_{1} n_{2}$ matrix. Let $\tilde{\mathbf{U}}=\mathbf{U W}$.

Lemma 4: The right singular vector corresponding to the largest singular value of $\tilde{\mathbf{U}}$ is equal to the product of the matrix $\mathbf{W}^{-1}$ and the unique solution of (8).

Proof: See Appendix A-4.
In other words, the product of the matrix $\mathbf{W}$ and the right singular vector corresponding to the largest singular value of $\tilde{\mathbf{U}}$ is equal to the unique solution of (8).

## IV. IMPLEMENTATION

## A. Two Algorithms

Based on the derivation in the section above, two algorithms for direct multichannel blind image restoration are summarized as follows. The first algorithm exploits the null space of the matrix $\mathbf{X}$ of the blurred images.

1) Construct $X$ from the blurred images.
2) Estimate the null space $\mathcal{N}\{\mathbf{S}\}$ of $\mathbf{S}$ from the null space $\mathcal{N}\{\mathbf{X}\}$ of $\mathbf{X}$.
3) Construct the matrix $\mathbf{V}$ from the orthonormal basis $\mathbf{N}_{\mathbf{S}}$ of estimated $\mathcal{N}\{\mathbf{S}\}$.
4) Obtain the matrix $\tilde{\mathbf{V}}$ by multiplying $\mathbf{V}$ with the diagonal matrix $\mathbf{W}$.
5) Find the product of $\mathbf{W}$ and the right singular vector corresponding to the smallest singular value of $\tilde{\mathbf{V}}$.
The product is the restored image. The second algorithm is based on the column space of $\mathbf{X}$.
6) Construct $X$ from the blurred images.
7) Estimate the column space $\mathcal{R}\left\{\mathbf{S}^{\mathcal{T}}\right\}$ of $\mathbf{S}$ from the column space $\mathcal{R}\left\{\mathbf{X}^{\mathcal{T}}\right\}$ of $\mathbf{X}$.
8) Construct the matrix $\mathbf{U}$ from the orthonormal basis $\mathbf{R}_{\mathbf{S}^{T}}$ of estimated $\mathcal{R}\left\{\mathbf{S}_{\tilde{\sim}}^{\mathcal{T}}\right\}$.
9) Obtain the matrix $\tilde{\mathbf{U}}$ by multiplying $\mathbf{U}$ with the diagonal matrix $\mathbf{W}$.

$$
\begin{aligned}
\mathbf{u}_{p_{1}, p_{2}}= & {\left[u_{\left(n_{2}-r_{2}\right) p_{1}+p_{2}, 0}, u_{\left(n_{2}-r_{2}\right) p_{1}+p_{2}, 1}, \ldots, u_{\left(n_{2}-r_{2}\right) p_{1}+p_{2},\left(r_{1}+1\right)\left(r_{2}+1\right)-1}\right]^{T} } \\
\mathbf{U}_{p_{1}} & =\underbrace{\mathbf{U}}_{\left.\begin{array}{ccccccc}
\mathbf{u}_{p_{1}, 0} & \mathbf{u}_{p_{1}, 1} & \cdots & \mathbf{u}_{p_{1}, n_{2}-r_{2}-1} & \mathbf{0} & \cdots & \mathbf{0} \\
\mathbf{0} & \mathbf{u}_{p_{1}, 0} & \mathbf{u}_{p_{1}, 1} & \ldots & \mathbf{u}_{p_{1}, n_{2}-r_{2}-1} & \ddots & \mathbf{0} \\
\ddots & \ddots & \ddots & \ddots & \ddots & \ddots & \vdots \\
\mathbf{0} & \cdots & \mathbf{0} & \mathbf{u}_{p_{1}, 0} & \mathbf{u}_{p_{1}, 1} & \cdots & \mathbf{u}_{p_{1}, n_{2}-r_{2}-1}
\end{array}\right]} \begin{aligned}
{\left[\begin{array}{ccccccc}
n_{2} \text { blocks } \\
\mathbf{U}_{0} & \mathbf{U}_{1} & \cdots & \mathbf{U}_{n_{1}-r_{1}-1} & \mathbf{0} & \cdots & \mathbf{0} \\
\mathbf{0} & \mathbf{U}_{0} & \mathbf{U}_{1} & \cdots & \mathbf{U}_{n_{1}-r_{1}-1} & \ddots & \mathbf{0} \\
\ddots & \ddots & \ddots & \ddots & \ddots & \ddots & \vdots \\
\mathbf{0} & \cdots & \mathbf{0} & \mathbf{U}_{0} & \mathbf{U}_{1} & \cdots & \mathbf{U}_{n_{1}-r_{1}-1}
\end{array}\right] }
\end{aligned}
\end{aligned}
$$

5) Find the product of $\mathbf{W}$ and the right singular vector corresponding to the largest singular value of $\tilde{\mathbf{U}}$.
Again, the product is the restored image.
In the noise-free case, both algorithms exactly restore the original image, up to a scalar ambiguity. In practice, the noise terms $e^{(i)}$ in (1) cannot be ignored. Define

$$
\begin{aligned}
\mathbf{e}_{p_{1}, p_{2}} & =\left[e_{p_{1}, p_{2}}^{(1)}, e_{p_{1}, p_{2}}^{(2)}, \ldots, e_{p_{1}, p_{2}}^{(m)}\right]^{T} \\
E_{p_{1}} & =\left[\begin{array}{cccc}
\mathbf{e}_{p_{1}, l_{2}-1} & \mathbf{e}_{p_{1}, l_{2}} & \cdots & \mathbf{e}_{p_{1}, n_{2}-k_{2}} \\
\mathbf{e}_{p_{1}, l_{2}} & \mathbf{e}_{p_{1}, l_{2}+1} & \cdots & \mathbf{e}_{p_{1}, n_{2}-k_{2}+1} \\
\vdots & \vdots & \vdots & \vdots \\
\mathbf{E} & =\left[\begin{array}{cccc}
\mathbf{e}_{p_{1}, l_{2}+k_{2}-2} & \mathbf{e}_{p_{1}, l_{2}+k_{2}-1} & \cdots & \mathbf{e}_{p_{1}, n_{2}-1}
\end{array}\right] \\
E_{l_{1}-1} & E_{l_{1}} & \cdots & E_{n_{1}-k_{1}} \\
E_{l_{1}} & E_{l_{1}+1} & \cdots & E_{n_{1}-k_{1}+1} \\
\vdots & \vdots & \vdots & \vdots \\
E_{l_{1}+k_{1}-2} & E_{l_{1}+k_{1}-1} & \cdots & E_{n_{1}-1}
\end{array}\right]
\end{aligned}
$$

Therefore

$$
\mathbf{X}=\mathbf{H} \mathbf{S}+\mathbf{E}
$$

Generally, because $\mathcal{N}\{\mathbf{X}\} \neq \mathcal{N}\{\mathbf{S}\}$ and $\mathcal{R}\left\{\mathbf{X}^{\mathcal{T}}\right\} \neq \mathcal{R}\left\{\mathbf{S}^{\mathcal{T}}\right\}$ when there is noise, exact restoration of the original image is impossible. The bases $\mathbf{N}_{\mathbf{S}}$ and $\mathbf{R}_{\mathbf{S}^{T}}$ are estimated from $\mathbf{X}$ and $\left(\mathbf{N}_{\mathbf{S}}\right)^{T} \mathbf{R}_{\mathbf{S}^{T}}=\mathbf{0}$. The results of both algorithms are the leastsquares estimates of the original image. In fact, the results are the same as shown in the following lemma.

Lemma 5: The right singular vector corresponding to the smallest singular value of $\tilde{\mathbf{V}}$ is equal to the right singular vector corresponding to the largest singular value of $\tilde{\mathbf{U}}$.

Proof: From the definition of $\mathbf{R}_{\mathbf{S}^{T}}$ and $\mathbf{N}_{\mathbf{S}},\left[\mathbf{R}_{\mathbf{S}^{T}} \mathbf{N}_{\mathbf{S}}\right]$ is a unitary matrix. That is

$$
\left[\mathbf{R}_{\mathbf{S}^{T}} \mathbf{N}_{\mathbf{S}}\right]\left[\begin{array}{c}
\left(\mathbf{R}_{\mathbf{S}^{T}}\right)^{T} \\
\left(\mathbf{N}_{\mathbf{S}}\right)^{T}
\end{array}\right]=\mathbf{I}
$$

As a result

$$
\begin{equation*}
\mathbf{R}_{\mathbf{S}^{T}}\left(\mathbf{R}_{\mathbf{S}^{T}}\right)^{T}+\mathbf{N}_{\mathbf{S}}\left(\mathbf{N}_{\mathbf{S}}\right)^{T}=\mathbf{I} \tag{9}
\end{equation*}
$$

Recalling that $\mathbf{U}$ and $\mathbf{V}$ are constructed from $\mathbf{R}_{\mathbf{S}^{T}}$ and $\mathbf{N}_{\mathbf{S}}$ respectively, we obtain

$$
\mathbf{U}^{T} \mathbf{U}+\mathbf{V}^{T} \mathbf{V}=\left(\mathbf{W}^{-1}\right)^{2}
$$

based on (9). Therefore

$$
\begin{gathered}
\mathbf{W}^{T} \mathbf{U}^{T} \mathbf{U W}+\mathbf{W}^{T} \mathbf{V}^{T} \mathbf{V} \mathbf{W} \\
=\mathbf{W}^{T}\left(\mathbf{W}^{-1}\right)^{2} \mathbf{W} \\
\Longrightarrow \quad \\
\tilde{\mathbf{U}}^{T} \tilde{\mathbf{U}}+\tilde{\mathbf{V}}^{T} \tilde{\mathbf{V}}=\mathbf{I}
\end{gathered}
$$

Assume the eigenvalue decomposition of $\tilde{\mathbf{U}}^{T} \tilde{\mathbf{U}}$ equals $U^{T} D U$, where $U$ is a unitary matrix and $D$ is a diagonal matrix. Because $\tilde{\mathbf{U}}^{T} \tilde{\mathbf{U}}$ is positive semidefinite, all of its eigenvalues are nonnegative [29]. Then

$$
\begin{aligned}
& D+U \tilde{\mathbf{V}}^{T} \tilde{\mathbf{V}} U^{T}=\mathbf{I} \\
\Longrightarrow & U \tilde{\mathbf{V}}^{T} \tilde{\mathbf{V}} U^{T}=\mathbf{I}-D \\
\Longrightarrow & \tilde{\mathbf{V}}^{T} \tilde{\mathbf{V}}=U^{T}(\mathbf{I}-D) U
\end{aligned}
$$

Since $U$ is a unitary matrix and $\mathbf{I}-D$ is a diagonal matrix, the eigenvalue decomposition of $\tilde{\mathbf{V}}^{T} \tilde{\mathbf{V}}$ equals $U^{T}(\mathbf{I}-D) U$. Thus, the eigenvector corresponding to the smallest eigenvalue of $\tilde{\mathbf{U}}^{T} \tilde{\mathbf{U}}$ equals the eigenvector corresponding to the largest eigenvalue of $\tilde{\mathbf{V}}^{T} \tilde{\mathbf{V}}$.

Remarks 1: Since $\tilde{\mathbf{V}}^{T} \tilde{\mathbf{V}}$ is also positive semidefinite, all of its eigenvalues are nonnegative. Therefore, all eigenvalues of $\tilde{\mathbf{U}}^{T} \tilde{\mathbf{U}}$ and $\tilde{\mathbf{V}}^{T} \tilde{\mathbf{V}}$ are less than or equal to one. In fact, the smallest eigenvalue of $\tilde{\mathbf{V}}^{T} \tilde{\mathbf{V}}$ and the largest eigenvalue of $\tilde{\mathbf{U}}^{T} \tilde{\mathbf{U}}$ are zero and one, respectively, in the noise-free case because of the unique solution of (7).

## B. Computational Complexity

Define

$$
\begin{aligned}
n & =n_{1} n_{2} \\
n_{r} & =\left(n_{1}-r_{1}\right)\left(n_{2}-r_{2}\right) \\
r & =\left(r_{1}+1\right)\left(r_{2}+1\right) \\
k & =k_{1} k_{2} .
\end{aligned}
$$

We use LAPACK [30] to do matrix operations. The bases $\mathbf{N}_{\mathbf{S}}$ and $\mathbf{R}_{\mathbf{S}^{T}}$ are $n_{r} \times n_{r}-r$ and $n_{r} \times r$ matrices respectively. We assume that there is noise throughout the rest of this section.

The QR decomposition [31] is used to estimate $\mathbf{N}_{\mathbf{S}}$ and $\mathbf{R}_{\mathbf{S}^{T}}$. Table I shows the computational complexities of these two algorithms using the QR decomposition in Step 2. Notice that one flop and one word are, respectively, equal to one floating point operation and the number of bytes required for a floating point number. When $n_{r}-r>r$, the computational complexity of the second algorithm is lower than the first one.

The matrices $\mathbf{V}$ and $\mathbf{U}$ constructed in Step 3 of these two algorithms are $\left(n_{r}-r\right) r \times n$ and $r^{2} \times n$, respectively. The storage requirements for explicitly storing these two matrices are huge. In addition, the computational costs of Step 5 of both algorithms are unacceptable because of the required operations on the huge matrices.

Rather, we use the power method [31] to implement Steps 4 and 5. This method computes the eigenvector corresponding to the largest eigenvalue of $\tilde{\mathbf{U}}^{T} \tilde{\mathbf{U}}^{\text {without explicitly constructing }}$ the matrices $\tilde{\mathbf{U}}$ and $\tilde{\mathbf{U}}^{T} \tilde{\mathbf{U}}$. The eigenvector actually is the right singular vector corresponding to the largest singular value of $\tilde{\mathbf{U}}$.

From Remark I, the largest eigenvalue of $\tilde{\mathbf{V}}^{T} \tilde{\mathbf{V}}$ is less than or equal to one. As a result, this method computes the eigenvector corresponding to the largest eigenvalue of $\tilde{V}^{T} \tilde{\mathbf{V}}-\mathbf{I}$ without explicitly constructing the matrices $\tilde{\mathbf{V}}$ and $\tilde{\mathbf{V}}^{T} \tilde{\mathbf{V}}-\mathbf{I}$. The eigenvector actually is the right singular vector corresponding to the smallest singular value of $\tilde{\mathbf{V}}$. Table II shows the computational complexities of these two algorithms in Steps 4 and 5. Again, when $n_{r}-r>r$, the computational complexity of the second algorithm is lower than the first one. Notice that the computational cost in Table II is estimated based on each iteration of the power method. The number of iterations is dependent on the ratio between the largest and the second largest singular values of the matrices $\tilde{\mathbf{U}}^{T} \tilde{\mathbf{U}}$ and $\tilde{\mathbf{V}}^{T} \tilde{\mathbf{V}}-\mathbf{I}$. In simulations, the number of iterations is typically around 70.

From Tables I and II, because in practice $n_{r}$ is greater than $2 r$, the computational complexity of the first algorithm is greater than the second one. When we have more blurred versions of

TABLE I
COMPUTATIONAL COMPLEXITIES OF STEP 2 in the First and Second Algorithms Using the QR Decomposition

|  | First Algorithm | Second Algorithm |
| :--- | :---: | :---: |
|  | $4 n_{r}\left(n_{r}-r\right)^{2}$ |  |
| Computational Cost (flops) | $-\frac{4}{3}\left(\left(n_{r}-r\right)^{3}-r^{3}\right)$ | $4 n_{r} r^{2}-\frac{4}{3} r^{3}$ |
|  | $+3 r^{2}\left(n_{r}-r\right)$ |  |
| Storage Requirement (words) | $n_{r}\left(n_{r}-r\right)+r^{2}$ | $n_{r} r$ |

TABLE II
Computational Complexities of Steps 4 and 5 in the First and Second Algorithms Using the Power Method

|  | First Algorithm | Second Algorithm |
| :--- | :---: | :---: |
| Computational Cost (flops) | $2 n_{r}\left(n_{r}-r\right)^{2}$ | $2 n_{r} r^{2}$ |
| Storage Requirement (words) | $\left(n_{r}+r\right)\left(n_{r}-r\right)+n$ | $n_{r} r+n+r^{2}$ |



Fig. 2. Original infrared images of an M60 tank: $80 \times 200$ tank image.
the original image, $k_{1}$ and $k_{2}$ can be smaller, thus lowering the complexity. If $r^{2} \approx m \log _{2} n$, the computational complexity of the second algorithm is close to the FFT complexity, $m n \log _{2} n$. Furthermore, Lemma 5 shows that the results of both algorithms are the same. Thus, we will use the second algorithm for discussion in the following sections.

## V. Connections to the Restoration Filter Estimation Algorithm

The connection between the least-squares and the subspace approaches to blind channel estimation was established in [32]. In [25], the relation between the direct least-squares approach [19] to the blind multichannel equalizer identification and the subspace intersection method to the blind multichannel signal estimation [24] was studied. In this section, we compare the second algorithm in the last section with the algorithm proposed by Giannakis et al. based on the idea in [25].

Let

$$
\mathbf{X}^{T}=Q R \quad: \mathrm{QR} \text { decomposition }
$$

where Q: $\left(n_{1}-r_{1}\right)\left(n_{2}-r_{2}\right) \times m k_{1} k_{2}$ matrix with $m k_{1} k_{2}$ orthonormal columns and $R: m k_{1} k_{2} \times m k_{1} k_{2}$ upper triangular matrix $Q$ is a base of $\mathcal{R}\left\{\mathbf{X}^{\mathcal{T}}\right\}$, that is, a basis estimate of $\mathcal{R}\left\{\mathbf{S}^{\mathcal{T}}\right\}$.

In Step 5 of the second algorithm, the right singular vector $\tilde{\mathbf{y}}_{\text {opt }}$ corresponding to the largest singular value of $\tilde{\mathbf{U}}$ can be written as follows:

$$
\begin{equation*}
\tilde{\mathbf{y}}_{\text {opt }}=\arg \max _{\|\tilde{\mathbf{y}}\|^{2}=1}\|\tilde{\mathbf{U}} \tilde{\mathbf{y}}\|^{2} \tag{10}
\end{equation*}
$$



Fig. 3. Four $5 \times 7$ blur functions.

Define an $m k_{1} k_{2}\left(r_{1}+1\right)\left(r_{2}+1\right) \times 1$ vector $\tilde{\mathbf{z}}_{\text {opt }}$ to be the left singular vector corresponding to the largest singular value of $\tilde{\mathbf{U}}$. Therefore, $\tilde{\mathbf{z}}_{\text {opt }}^{T} \tilde{\mathbf{U}}=\tilde{\mathbf{y}}_{\text {opt }}$ In other words

$$
\begin{align*}
\tilde{\mathbf{z}}_{\text {opt }} & =\arg \max _{\|\tilde{\mathbf{Z}}\|^{2}=1}\left\|\tilde{\mathbf{z}}^{T} \tilde{\mathbf{U}}\right\|^{2} \\
& =\arg \max _{\tilde{\mathbf{Z}}^{T} \tilde{\mathbf{Z}}=1} \tilde{\mathbf{z}}^{T} \tilde{\mathbf{U}} \tilde{\mathbf{U}}^{T} \tilde{\mathbf{Z}} \tag{11}
\end{align*}
$$

Let $Q$ be the estimated basis $\mathbf{R}_{\mathbf{S}^{T}}$ of $\mathcal{R}\left\{\mathbf{S}^{\mathcal{T}}\right\}$. Define (see the first equation shown at the bottom of the next page) where $\mathbf{X}_{p_{1}}$ is defined as in Section III-A. Thus

$$
\tilde{z}_{\text {opt }}=\arg \max _{\tilde{z}^{T} \tilde{z}=1} \tilde{z}^{T} \mathbf{R} \chi \mathbf{W} \mathbf{W}^{T} \chi^{T} \mathbf{R}^{T} \tilde{z}
$$

Let $\tilde{\mathbf{g}}=\mathbf{R}^{T} \tilde{z}$. Because

$$
\begin{aligned}
R^{T} R & =R^{T} Q^{T} Q R \\
& =\mathbf{X X}^{T}
\end{aligned}
$$

we obtain

$$
\begin{aligned}
& \tilde{\mathbf{z}}^{T} \tilde{\mathbf{z}}=1 \\
\Longrightarrow & \tilde{\mathbf{g}}^{T} \mathbf{R}^{-1}\left(\mathbf{R}^{-1}\right)^{T} \tilde{\mathbf{g}}=1 \\
\Longrightarrow & \tilde{\mathbf{g}}^{T} C_{\mathbf{X}} \tilde{\mathbf{g}}=1
\end{aligned}
$$

where

$$
C_{\mathbf{X}}=\underbrace{\left[\begin{array}{cccc}
\mathbf{X X}^{T} & 0 & \cdots & 0 \\
0 & \mathbf{X X}^{T} & \ddots & 0 \\
\vdots & \ddots & \ddots & \ddots \\
0 & \cdots & 0 & \mathbf{X X}^{T}
\end{array}\right]}_{\left(r_{1}+1\right)\left(r_{2}+1\right) \text { blocks }}
$$

Therefore, from (11)

$$
\begin{equation*}
\tilde{\mathbf{g}}_{\text {opt }}=\arg \max _{\tilde{\mathbf{g}}^{T} C_{\mathbf{x}} \tilde{\mathrm{g}}=1} \tilde{\mathbf{g}}^{T} \chi \mathbf{W} \mathbf{W}^{T} \chi^{T} \tilde{\mathbf{g}} . \tag{12}
\end{equation*}
$$

That is, $\tilde{\mathbf{y}}_{\text {opt }}$ in (10) is equal to $\tilde{\mathbf{g}}_{\text {opt }}^{T} \chi \mathbf{W}$. The restored image obtained from the second algorithm is equal to $\tilde{\mathbf{g}}_{\text {opt }}^{T} \chi \mathbf{W}^{2}$. As a result, $\tilde{\mathbf{g}}_{\text {opt }}$ can be regarded as a vector of the restoration filters.

In [22], from (1), Giannakis et al. seek to find restoration filters $g^{\left(i, q_{1}, q_{2}\right)}$, such that

$$
\begin{align*}
\sum_{i} x^{(i)} * g^{\left(i, q_{1}, q_{2}\right)} & =\sum_{i} s * h^{(i)} * g^{\left(i, q_{1}, q_{2}\right)} \\
& =s * \sum_{i} h^{(i)} * g^{\left(i, q_{1}, q_{2}\right)} \\
& =s^{\left(q_{1}, q_{2}\right)} \tag{13}
\end{align*}
$$

where $s^{\left(q_{1}, q_{2}\right)}$ is a shifted version of $s$, that is $s_{p_{1}, p_{2}}^{\left(q_{1}, q_{2}\right)}=$ $s_{p_{1}-q_{1}, p_{2}-q_{2}}$. As a result

$$
\begin{align*}
s_{p_{1}, p_{2}}^{\left(q_{1}, q_{2}\right)} & =\sum_{i} \sum_{j_{1}=0}^{\tilde{l}_{1}-1} \sum_{j_{2}=0}^{\tilde{l}_{2}-1} x_{p_{1}-j_{1}, p_{2}-j_{2}}^{(i)} g_{j_{1}, j_{2}}^{\left(i, q_{1}, q_{2}\right)} \\
& =s_{p_{1}-q_{1}, p_{2}-q_{2}} \\
& =\sum_{i} \sum_{j_{1}=0}^{\tilde{l}_{1}-1} \sum_{j_{2}=0}^{\tilde{l}_{2}-1} x_{p_{1}-q_{1}-j_{1}, p_{2}-q_{2}-j_{2}}^{(i)} g_{j_{1}, j_{2}}^{(i, 0,0)} \tag{14}
\end{align*}
$$

Therefore, (see the second equation shown at the bottom of the page). Define $\tilde{l}_{1}=k_{1}, \tilde{l}_{2}=k_{2}$ and (see the equation shown at the bottom of the next page). Notice that the first zero block row in the definition of $\tilde{\mathbf{X}}_{p_{1}, p_{2}}$ has enough rows such that $\tilde{\mathbf{X}}_{p_{1}, p_{2}}$ has $m k_{1} k_{2}\left(r_{1}+1\right)\left(r_{2}+1\right)$ rows. In the noise-free case, we can find the unique solution for

$$
\begin{equation*}
g^{T} \tilde{\mathbf{X}}=0 \tag{15}
\end{equation*}
$$

$$
\begin{aligned}
& \chi_{p_{1}}=\underbrace{\left[\begin{array}{c}
X_{p_{1}} \\
X_{p_{1}+1} \\
\vdots \\
X_{p_{1}+k_{1}-1}
\end{array}\right]}_{n_{2}-r_{2} \text { columns }} \\
& \chi_{p_{1}}=\underbrace{\left[\begin{array}{cccc}
\chi_{p_{1}} & \mathbf{0} & \cdots & \mathbf{0} \\
\mathbf{0} & \chi_{p_{1}} & \ddots & \mathbf{0} \\
\vdots & \ddots & \ddots & \ddots \\
\mathbf{0} & \cdots & \mathbf{0} & \chi_{p_{1}}
\end{array}\right]}_{n_{2} \text { columns }}
\end{aligned}
$$

$$
\begin{aligned}
& \chi=\underbrace{\left[\begin{array}{ccccccc}
\chi_{l_{1}-1} & \chi l_{1} & \cdots & \chi_{n_{1}-k_{1}} & \mathbf{0} & \cdots & \mathbf{0} \\
\mathbf{0} & \chi l_{l_{1}-1} & \chi l_{1} & \cdots & \chi_{n_{1}-k_{1}} & \ddots & \mathbf{0} \\
\vdots & \ddots & \ddots & \ddots & \ddots & \ddots & \vdots \\
\mathbf{0} & \cdots & \mathbf{0} & \chi_{l_{1}-1} & \chi_{l_{1}} & \cdots & \chi_{n_{1}-k_{1}}
\end{array}\right]}_{n_{1} n_{2} \text { columns }} \\
& \mathbf{R}=\underbrace{\left[\begin{array}{cccc}
\left(\mathrm{R}_{\mathbf{X}^{T}}^{T}\right)^{-1} & \mathbf{0} & \cdots & \mathbf{0} \\
\mathbf{0} & \left(R_{\mathbf{X}}^{T}\right)^{-1} & \ddots & \mathbf{0} \\
\vdots & \ddots & \ddots & \ddots \\
\mathbf{0} & \cdots & \mathbf{0} & \left(R_{\mathbf{X}^{T}}^{T}\right)^{-1}
\end{array}\right]}_{\left(r_{1}+1\right)\left(r_{2}+1\right) \text { blocks }}
\end{aligned}
$$

$$
\sum_{i} \sum_{j_{1}=0}^{\tilde{l}_{1}-1} \sum_{j_{2}=0}^{\tilde{l}_{2}-1}\left(x_{p_{1}-q_{1}-j_{1}, p_{2}-q_{2}-j_{2}}^{(i)} g_{j_{1}, j_{2}}^{(i, 0,0)}-x_{p_{1}-j_{1}, p_{2}-j_{2}}^{(i)} g_{j_{1}, j_{2}}^{\left(i, q_{1}, q_{2}\right)}\right)=0
$$

That is, every pair of outputs of the restoration filters corresponding to the same pixel in the original image must have the same value. For example, the first column of $\tilde{\mathbf{X}}$ corresponds $s_{r_{1}, r_{2}}$. The product of $g^{T}$ and the first column is the difference between two restoration filters for $s_{r_{1}, r_{2}}$. The difference must be zero. Notice that there may be several columns of $\tilde{\mathbf{X}}$ corresponding to the same pixel of the original image.

In the noisy case, there is no solution for (15). All pairs of outputs are different. We would like to minimize the summation of the squares of all differences. The left singular vector $g_{1}$ corresponding to the smallest singular value of $\tilde{\mathbf{X}}$ could be an estimate of the vector $g$ of the restoration filters. That is

$$
\begin{equation*}
\mathbf{g}_{1}=\arg \min _{\mathbf{g}^{T} \mathbf{g}=1} \mathbf{g}^{T} \tilde{\mathbf{X}} \tilde{\mathbf{X}}^{T} \mathbf{g} \tag{16}
\end{equation*}
$$

Here, we use a quadratic constraint on the restoration filters.
Define (see equation shown at the bottom of the next page) where $w_{p_{1}, p_{2}}$ are defined as in Section III-B. Let $\hat{\mathbf{X}}=\widetilde{\mathbf{X}} \hat{\mathbf{W}}$. That is, we put different weights on different columns of $\tilde{\mathbf{X}}$. The columns corresponding to the same pixel have the same weight. If the number of columns corresponding to the same pixel is larger, the weight is smaller. Furthermore, rather than using the quadratic constraint on the restoration filters, we choose a quadratic constraint on the restored image, that is, $\mathrm{g}^{T} C_{\mathrm{X}} \mathrm{g}=1$. A vector $\hat{\mathrm{g}}_{\mathrm{opt}}$ of different restoration filters can be found as follows:

$$
\begin{equation*}
\hat{\mathbf{g}}_{\mathrm{opt}}=\underset{\mathbf{g}^{T}}{\arg \min _{\mathbf{X}}} C_{\mathbf{X}}=1 \mathbf{g}^{T} \hat{\mathbf{X}} \hat{\mathbf{X}}^{T} \mathbf{g} \tag{17}
\end{equation*}
$$

$$
\begin{aligned}
& \underline{\mathbf{X}}_{p_{1}}^{\left(q_{2}\right)}=\underbrace{\left[\begin{array}{cccc}
\mathbf{x}_{p_{1}, l_{2}-1} & \mathbf{x}_{p_{1}, l_{2}} & \cdots & \mathbf{x}_{p_{1}, n_{2}-k_{2}-q_{2}} \\
\mathbf{x}_{p_{1}, l_{2}} & \mathbf{x}_{p_{1}, l_{2}+1} & \cdots & \mathbf{x}_{p_{1}, n_{2}-k_{2}-q_{2}+1} \\
\vdots & \vdots & \vdots & \vdots \\
\mathbf{x}_{p_{1}, r_{2}} & \mathbf{x}_{p_{1}, r_{2}+1} & \cdots & \mathbf{x}_{p_{1}, n_{2}-q_{2}-1}
\end{array}\right]}_{n_{2}-r_{2}-q_{2} \text { blocks }} \\
& \underline{\mathbf{X}}^{\left(q_{1}, q_{2}\right)}=\underbrace{\left[\begin{array}{cccc}
\underline{\mathbf{X}}_{l_{1}-1}^{\left(q_{2}\right)} & \underline{\mathbf{X}}_{l_{1}}^{\left(q_{2}\right)} & \cdots & \underline{\mathbf{X}}_{n_{1}-k_{1}-q_{1}}^{\left(q_{2}\right)} \\
\underline{\mathbf{X}}_{l_{1}}^{\left(q_{2}\right)} & \underline{\mathbf{X}}_{l_{1}+1}^{\left(q_{2}\right)} & \cdots & \underline{\mathbf{X}}_{n_{1}-k_{1}-q_{1}+1}^{\left(q_{2}\right)} \\
\vdots & \vdots & \vdots & \vdots \\
\underline{\mathbf{X}}_{r_{1}}^{\left(q_{2}\right)} & \underline{\mathbf{X}}_{r_{1}+1}^{\left(q_{2}\right)} & \cdots & \underline{\mathbf{X}}_{n_{1}-q_{1}-1}^{\left(q_{2}\right)}
\end{array}\right]}_{n_{1}-r_{1}-q_{1} \text { blocks }} \\
& \overline{\mathbf{X}}_{p_{1}}^{\left(q_{2}\right)}=\underbrace{\left[\begin{array}{cccc}
\mathbf{x}_{p_{1}, l_{2}+q_{2}-1} & \mathbf{x}_{p_{1}, l_{2}+q_{2}} & \cdots & \mathbf{x}_{p_{1}, n_{2}-k_{2}} \\
\mathbf{x}_{p_{1}, l_{2}+q_{2}} & \mathbf{x}_{p_{1}, l_{2}+q_{2}+1} & \cdots & \mathbf{x}_{p_{1}, n_{2}-k_{2}+1} \\
\vdots & \vdots & \vdots & \vdots \\
\mathbf{x}_{p_{1}, r_{2}+q_{2}} & \mathbf{x}_{p_{1}, r_{2}+q_{2}+1} & \cdots & \mathbf{x}_{p_{1}, n_{2}-1}
\end{array}\right]}_{n_{2}-r_{2}-q_{2} \text { blocks }} \\
& \overline{\mathbf{X}}^{\left(q_{1}, q_{2}\right)}=\underbrace{\left[\begin{array}{cccc}
\overline{\mathbf{X}}_{l_{1}+q_{1}-1}^{\left(q_{2}\right)} & \overline{\mathbf{X}}_{l_{1}+q_{1}}^{\left(q_{2}\right)} & \cdots & \overline{\mathbf{X}}_{n_{1}-k_{1}}^{\left(q_{2}\right)} \\
\overline{\mathbf{X}}_{l_{1}+q_{1}}^{\left(q_{2}\right)} & \overline{\mathbf{X}}_{l_{1}+q_{1}+1}^{\left(q_{2}\right)} & \cdots & \overline{\mathbf{X}}_{n_{1}-k_{1}+1}^{\left(q_{2}\right)} \\
\vdots & \vdots & \vdots & \vdots \\
\overline{\mathbf{X}}_{r_{1}+q_{1}}^{\left(\dot{q}_{2}\right)} & \overline{\mathbf{X}}_{r_{1}+q_{1}+1}^{\left(q_{2}\right)} & \cdots & \overline{\mathbf{X}}_{n_{1}-1}^{\left(\dot{q}_{2}\right)}
\end{array}\right]}_{n_{1}-r_{1}-q_{1} \text { blocks }} \\
& \tilde{\mathbf{X}}_{p_{1}, p_{2}}=\underbrace{}_{\left.\begin{array}{cccccc}
0 & \cdots & \cdots & \cdots & \cdots & 0 \\
\underline{\mathbf{X}}^{(0,1)} & \cdots & \underline{\mathbf{X}}^{\left(0, r_{2}-p_{2}\right)} & \underline{\mathbf{X}}^{(1,0)} & \cdots & \underline{\mathbf{X}}^{\left(r_{1}-p_{1}, r_{2}-p_{2}\right)} \\
\underline{\mathbf{X}}^{(0,1)} & 0 & \cdots & \cdots & \cdots & 0 \\
\vdots & \ddots & \ddots & \ddots & \ddots & \ddots \\
\vdots & \ddots & -\overline{\mathbf{X}}^{\left(0, r_{2}-p_{2}\right)} & \ddots & \ddots & \ddots \\
\vdots & \ddots & \ddots & -\overline{\mathbf{X}}^{(1,0)} & \ddots & \ddots \\
\vdots & \ddots & \ddots & \ddots & \ddots & \ddots \\
0 & \cdots & \cdots & \cdots & 0 & -\overline{\mathbf{X}}^{\left(r_{1}-p_{1}, r_{2}-p_{2}\right)}
\end{array}\right]} \\
& \left(r_{1}-p_{1}+1\right)\left(r_{2}-p_{2}+1\right)-1 \text { blocks } \\
& \tilde{\mathbf{X}}=\left[\tilde{\mathbf{X}}_{0,0}, \ldots, \tilde{\mathbf{X}}_{0, r_{2}}, \tilde{\mathbf{X}}_{1,0}, \ldots, \tilde{\mathbf{X}}_{r_{1}, r_{2}-1}\right]
\end{aligned}
$$

In the noise-free case, $\mathbf{g}_{1}^{T} \tilde{\mathbf{X}}=0$ from (15) and (16). Therefore, $\hat{\mathbf{g}}_{\text {opt }}=\alpha \mathbf{g}_{1}$ since $\alpha \mathbf{g}_{1}^{T} \tilde{\mathbf{X}} \hat{\mathbf{W}} \hat{\mathbf{W}}^{T} \tilde{\mathbf{X}}^{T} \mathbf{g}_{1} \alpha=0$, where $\alpha=\left(\mathbf{g}_{1}^{T} C_{\mathbf{X}} \mathbf{g}_{1}\right)^{1 / 2}$. From the definitions of $\hat{\mathbf{X}}, \chi, \mathbf{W}$ and $C_{\mathbf{X}}$, we obtain the following relation:

$$
\begin{aligned}
& \hat{\mathbf{X}} \hat{\mathbf{X}}^{T}+\chi \mathbf{W} \mathbf{W}^{T} \chi^{T}=C_{\mathbf{X}} \\
\Longrightarrow & \mathbf{g}^{T} \hat{\mathbf{X}} \hat{\mathbf{X}}^{T} \mathbf{g}+\mathbf{g}^{T} \chi \mathbf{W} \mathbf{W}^{T} \chi^{T} \mathbf{g}=\mathbf{g}^{T} C_{\mathbf{X}} \mathbf{g} \\
\Longrightarrow & \mathbf{g}^{T} \hat{\mathbf{X}} \hat{\mathbf{X}}^{T} \mathbf{g}=\mathbf{g}^{T} C_{\mathbf{X}} \mathbf{g}-\mathbf{g}^{T} \chi \mathbf{W} \mathbf{W}^{T} \chi^{T} \mathbf{g} .
\end{aligned}
$$

Thus

$$
\begin{aligned}
& \min _{\mathbf{g}^{T} C_{\mathbf{x}}=1} \mathbf{g}^{T} \hat{\mathbf{X}} \hat{\mathbf{X}}^{T} \mathbf{g}=\min _{\mathbf{g}^{T} C_{\mathbf{x}}=1}\left(\mathbf{g}^{T} C_{\mathbf{X}} \mathbf{g}-\right. \\
&\left.\mathbf{g}^{T} \chi \mathbf{W} \mathbf{W}^{T} \chi^{T} \mathbf{g}\right) \\
& \Longrightarrow \min _{\mathbf{g}^{T} C_{\mathbf{x}}=1} \mathbf{g}^{T} \hat{\mathbf{X}} \hat{\mathbf{X}}^{T} \mathbf{g}=1-\max _{\mathbf{g}^{T} C \mathbf{x}=1} \mathbf{g}^{T} \chi \mathbf{W} \mathbf{W}^{T} \chi^{T} \mathbf{g} .
\end{aligned}
$$

Therefore, $\hat{\mathbf{g}}_{\text {opt }}$ in (17) is equal to $\tilde{\mathrm{g}}_{\text {opt }}$ in (12). That is, if we put different weights on the columns of $\tilde{\mathbf{X}}$ and use $\mathbf{g}^{T} C_{\mathbf{X}} \mathbf{g}=1$ as the constraint in the algorithm of Giannakis et al., the restored image is the same as the one using the second algorithm.

## VI. Computer Simulations

In Section IV, we proposed two multichannel blind image restoration algorithms based on the developments in Section III. The relation between these two algorithms and their connection to the direct restoration filter estimation algorithm were derived. The implementation issues and limitations of these two algorithms were also studied. In this chapter, we conduct computer simulations to demonstrate the second algorithm.

In all the simulations, we use zero-mean white additive Gaussian noise. Recalling that $e_{p_{1}, p_{2}}$ are noise terms and $x_{p_{1}, p_{2}}$ are blurred images at spatial position $\left(p_{1}, p_{2}\right)$, the signal-to-noise ratio (SNR) is given by

$$
\mathrm{SNR}=10 \log \frac{\sum_{i=1}^{m} \sum_{p_{1}=l_{1}-1}^{n_{1}-1} \sum_{p_{2}=l_{2}-1}^{n_{2}-1}\left(x_{p_{1}, p_{2}}^{(i)}\right)^{2}}{\sum_{i=1}^{m} \sum_{p_{1}=l_{1}-1}^{n_{1}-1} \sum_{p_{2}=l_{2}-1}^{n_{2}-1}\left(e_{p_{1}, p_{2}}^{(i)}\right)^{2}} \mathrm{~dB} .
$$

The images we use to conduct the simulations are given in Fig. 2.

(a)

(b)

(c)

Fig. 4. Blurred images in the noisy cases: (a) $\mathrm{SNR}=10 \mathrm{~dB}$, (b) $\mathrm{SNR}=$ 40 dB and $(\mathrm{c}) \mathrm{SNR}=60 \mathrm{~dB}$.

First, we use the four blurs shown in Fig. 3 to obtain the blurred images in each case. Every blur function is a Gaussian filter with perturbation randomly generated with normal distribution. The noise is added and the SNR is 10,40 , and 60 dB for each case. We choose $k_{1}=4$ and $k_{2}=6$.

$$
\begin{aligned}
\underline{\mathbf{W}}_{p_{1}}^{\left(q_{2}\right)} & =\left[\begin{array}{cccc}
w_{p_{1}, q_{2}}^{2} & 0 & \cdots & 0 \\
0 & w_{p_{1}, q_{2}+1}^{2} & \ddots & 0 \\
\vdots & \ddots & \ddots & \ddots \\
0 & \cdots & 0 & w_{p_{1}, n_{2}-r_{2}-1}^{2}
\end{array}\right] \\
\underline{\mathbf{W}}^{\left(q_{1}, q_{2}\right)} & =\left[\begin{array}{cccc}
\underline{\mathbf{W}}_{q_{1}}^{\left(q_{2}\right)} & 0 & \cdots & 0 \\
0 & \underline{\mathbf{W}}_{q_{1}+1}^{\left(q_{2}\right)} & \ddots & 0 \\
\vdots & \ddots & \ddots & \ddots \\
0 & \cdots & 0 & \underline{\mathbf{W}}_{n_{1}-r_{1}-1}^{\left(q_{2}\right)}
\end{array}\right] \\
\hat{\mathbf{W}}_{p_{1}, p_{2}} & =\left[\mathbf{W}^{(0,1)}, \ldots, \underline{\mathbf{W}}^{\left(0, r_{2}-p_{2}\right)}, \underline{\mathbf{W}}^{(1,0)}, \ldots, \mathbf{W}^{\left(r_{1}-p_{1}, r_{2}-p_{2}\right)}\right]^{T} \\
\hat{\mathbf{W}} & =\left[\hat{\mathbf{W}}_{0,0}^{T}, \ldots, \hat{\mathbf{W}}_{0, r_{2}}^{T}, \hat{\mathbf{W}}_{1,0}^{T}, \ldots, \hat{\mathbf{W}}_{r_{1}, r_{2}-1}^{T}\right]^{T}
\end{aligned}
$$



Fig. 5. Restored images in the different noisy cases: (a) SNR $=10 \mathrm{~dB}$, (b) SNR $=40 \mathrm{~dB}$ and (c) $\mathrm{SNR}=60 \mathrm{~dB}$.

Fig. 4 shows one of the noisy blurred images in each case. The restored images are given in Fig. 5. We can see that the higher the SNR is, the clearer the restored image is. Furthermore, no noise amplification appears in the low SNR cases. The restored images in the low SNR cases are just as unclear as the blurred image since solving the optimization problem tends to smooth the noise in the low SNR cases and this smoothing causes the image blurred.

Second, we use four $1 \times 1$ blur functions to obtain four "blurred" images. That is, each of these blurred images is equal to the original image, up to a scalar multiple. The noise is then added to the blurred images with $\mathrm{SNR}=10 \mathrm{~dB}$. One of the noisy blurred images is shown in Fig. 6(a). Fig. 6(b) and (c) are the restored images obtained by the second algorithm and averaging these four noisy blurred images respectively. These two restored images are quite similar. Again, there is no noise amplification using the second algorithm.

## VII. CONCLUSION

We solved a nullspace-based multichannel blind image restoration problem using matrix operations before. Actually, this problem can be regarded as an constrained optimization problem. By using different constraints, different optimization


Fig. 6. (a) One of the noisy images "blurred" by a scalar, where $\mathrm{SNR}=10 \mathrm{~dB}$, (b) the restored image using the second algorithm, and (c) the restored image by averaging the noisy images.
problems are formulated. One of them can also be solved by matrix operations. A different nullspace-based multichannel blind image restoration algorithm is obtained.

The formulation of the different optimization problems implies a new column-space-based algorithm. The restored images by this new algorithm and by the different nullspace-based one are the same. This new algorithm has the same advantage as the nullspace-based one, such as exact restoration and no noise amplification. Furthermore, the new algorithm requires less computational complexity than the nullspace-based one. Actually, under some mild conditions, the complexity of this new algorithm is equal to FFT complexity.

Another eigenstructure-based direct multichannel blind image restoration algorithm is direct deconvolver estimation. We also formulate it as an optimization problem. We then make a connection between it and the new algorithm. By using a different constraint and putting some weighting on the objective function of the optimization problem, the direct deconvolver estimation approach is equivalent to the new algorithm.

We have thoroughly studied eigenstructure-based techniques for direct multichannel blind image restoration. The LTI FIR model was used and the size of the blur channels are assumed
in these techniques. These limitations should be removed in the future. Further, we should move to solve nonlinear and/or non-time-invariant problems.

## ApPENDIX <br> Proofs of Lemmas in Section III

In this section, $t$ is an $n_{1} \times n_{2}$ image. $\mathbf{T}$ and $\mathbf{t}$ are the corresponding matrices of $t$ as $s$ is to $\mathbf{S}$ and $\mathbf{s}$, respectively. Furthermore, $\mathbf{t}_{p_{1}, p_{2}}^{T}$ is the $\left(p_{1} r_{2}+p_{2}\right)$ th row of $\mathbf{T}$.

## A. Proof of Lemma 1

If $t$ is a solution of (7), then

$$
\begin{aligned}
& \arg \min _{y}\|\mathbf{Y N}\{\mathbf{X}\}\|^{2} \\
& \text { subject to }\|\mathbf{Y}\|^{2}=1
\end{aligned}
$$

That is

$$
\sum_{p_{1}=0}^{r_{1}} \sum_{p_{2}=0}^{r_{2}}\left\|\mathcal{N}\{\mathbf{X}\} \mathbf{t}_{p_{1}, p_{2}}\right\|^{2}=0
$$

This implies that

$$
\begin{aligned}
\left\|\mathcal{N}\{\mathbf{X}\} \mathbf{t}_{p_{1}, p_{2}}\right\|^{2}=0, & \text { for } p_{1}=0,1, \ldots, r_{1} \text { and } \\
& p_{1}=0,1, \ldots, r_{2} .
\end{aligned}
$$

Therefore, the null space of $\mathbf{T}$ must include $\mathcal{N}\{\mathbf{X}\}=\mathcal{N}\{\mathbf{S}\}$, which means that $\mathcal{R}\left\{\mathbf{T}^{T}\right\} \subset \mathcal{R}\left\{\mathbf{S}^{T}\right\}$. From [26], $t=\alpha s$, where $\alpha$ is a nonzero scalar.

## B. Proof of Lemma 2

Let

$$
\begin{aligned}
& \tilde{\mathbf{W}}_{p_{1}}^{\left(q_{2}\right)}=\left[\begin{array}{cccc}
w_{p_{1}, q_{2}} & 0 & \cdots & 0 \\
0 & w_{p_{1}, q_{2}+1} & \ddots & 0 \\
\vdots & \ddots & \ddots & \ddots \\
0 & \cdots & 0 & w_{p_{1}, n_{2}-r_{2}-1+q_{2}}
\end{array}\right] \\
& \tilde{\mathbf{W}}^{\left(q_{1}, q_{2}\right)}=\left[\begin{array}{cccc}
\tilde{\mathbf{W}}_{q_{1}}^{\left(q_{2}\right)} & 0 & \cdots & 0 \\
0 & \tilde{\mathbf{W}}_{q_{1}+1}^{\left(q_{2}\right)} & \ddots & 0 \\
\vdots & \ddots & \ddots & \ddots \\
0 & \cdots & 0 & \tilde{\mathbf{W}}_{n_{1}-r_{1}-1+q_{1}}^{\left(q_{2}\right)}
\end{array}\right]
\end{aligned}
$$

Notice that the matrix $\tilde{\mathbf{W}}^{\left(q_{1}, q_{2}\right)}$ is an $\left(n_{1}-r_{1}\right)\left(n_{2}-r_{2}\right) \times\left(n_{1}-\right.$ $\left.r_{1}\right)\left(n_{2}-r_{2}\right)$ matrix. Since

$$
\|\tilde{\mathbf{V}} \mathbf{y}\|^{2}=\sum_{p_{1}=0}^{r_{1}} \sum_{p_{2}=0}^{r_{2}}\left\|\mathcal{N}\{\mathbf{X}\} \tilde{\mathbf{W}}^{\left(p_{1}, p_{2}\right)} \mathbf{y}_{p_{1}, p_{2}}\right\|^{2}
$$

the null vector of $\tilde{\mathbf{V}}$ is the unique solution of the following optimization problem

$$
\begin{gather*}
\arg \min _{y} \sum_{p_{1}=0}^{r_{1}} \sum_{p_{2}=0}^{r_{2}}\left\|\mathcal{N}\{\mathbf{X}\} \tilde{\mathbf{W}}^{\left(p_{1}, p_{2}\right)} \mathbf{y}_{p_{1}, p_{2}}\right\|^{2}, \\
\text { given }\|\mathbf{y}\|^{2}=1 \tag{18}
\end{gather*}
$$

Let $\tilde{y}_{p_{1}, p_{2}}=y_{p_{1}, p_{2}} w_{p_{1}, p_{2}}$ for $p_{1}=0,1, \ldots, n_{1}-1$ and $p_{2}=$ $0,1, \ldots, n_{2}-1$. (18) can be rewritten as

$$
\begin{align*}
\arg \min _{\tilde{\mathbf{y}}} & \sum_{p_{1}=0}^{r_{1}}
\end{aligned} \sum_{p_{2}=0}^{r_{2}}\left\|\mathcal{N}\{\mathbf{X}\} \tilde{\mathbf{y}}_{p_{1}, p_{2}}\right\|^{2}, \quad \begin{aligned}
r_{1} & \sum_{p_{1}=0}^{r_{2}} \sum_{p_{2}=0}^{r_{2}}\left\|\tilde{\mathbf{y}}_{p_{1}, p_{2}}\right\|^{2}=1 .
\end{align*}
$$

Comparing (19) with (7), the solutions of these two optimization problems are the same. As a result, the product of $\mathbf{W}$ and the null vector of $\tilde{\mathbf{V}}$ is the same as the solution of (7).

## C. Proof of Lemma 3

For any $t$

$$
\begin{align*}
& \left\|\mathcal{R}\left\{\mathbf{X}^{\mathcal{T}}\right\} \mathbf{t}_{p_{1}, p_{2}}\right\|^{2} \leq\left\|\mathbf{t}_{p_{1}, p_{2}}\right\|^{2} \\
& \text { for } p_{1}=0,1, \ldots, r_{1}, p_{2}=0,1, \ldots, r_{2} \tag{20}
\end{align*}
$$

If $t$ is a solution of (8), then

$$
\begin{aligned}
\sum_{p_{1}=0}^{r_{1}} \sum_{p_{2}=0}^{r_{2}}\left\|\mid \mathbf{t}_{p_{1}, p_{2}}\right\|^{2} & =\sum_{p_{1}=0}^{r_{1}} \sum_{p_{2}=0}^{r_{2}}\left\|\mathbf{s}_{p_{1}, p_{2}}\right\|^{2} \\
\sum_{p_{1}=0}^{r_{1}} \sum_{p_{2}=0}^{r_{2}}\left\|\mathcal{R}\left\{\mathbf{X}^{T}\right\} \mathbf{t}_{p_{1}, p_{2}}\right\|^{2} & =\sum_{p_{1}=0}^{r_{1}} \sum_{p_{2}=0}^{r_{2}}\left\|\mathbf{s}_{p_{1}, p_{2}}\right\|^{2}
\end{aligned}
$$

From (20), this implies

$$
\begin{aligned}
& \left\|\mathcal{R}\left\{\mathbf{X}^{T}\right\} \mathbf{t}_{p_{1}, p_{2}}\right\|^{2}=\left\|\mathbf{t}_{p_{1}, p_{2}}\right\|^{2} \\
& p_{1}=0,1, \ldots, r_{1} \quad p_{2}=0,2, \ldots, r_{2}
\end{aligned}
$$

Therefore, $\mathbf{t}_{p_{1}, p_{2}} \in \mathcal{R}\left\{\mathbf{X}^{T}\right\}=\mathcal{R}\left\{\mathbf{S}^{T}\right\}$ for $p_{1}=0,1, \ldots, r_{1}$ and $p_{2}=0,1, \ldots, r_{2}$. This means that $\mathcal{R}\left\{\mathbf{T}^{T}\right\} \subset \mathcal{R}\left\{\mathbf{S}^{T}\right\}$. From [26], $t=\alpha s$, where $\alpha$ is a nonzero scalar.

## D. Proof of Lemma 4

The definitions of $\tilde{\mathbf{W}}^{\left(p_{1}, p_{2}\right)}$ and $\tilde{y}_{p_{1}, p_{2}}$ are the same as in Lemma 2. Since

$$
\|\tilde{\mathbf{U}} \mathbf{y}\|^{2}=\sum_{p_{1}=0}^{r_{1}} \sum_{p_{2}=0}^{r_{2}}\left\|\mathbf{R}\left\{\mathbf{X}^{T}\right\} \tilde{\mathbf{W}}^{\left(p_{1}, p_{2}\right)} \mathbf{y}_{p_{1}, p_{2}}\right\|^{2}
$$

the right singular vector corresponding to the largest singular value of $\tilde{\mathbf{U}}$ is the unique solution of the following optimization problem:
$\arg \min _{y} \sum_{p_{1}=0}^{r_{1}} \sum_{p_{2}=0}^{r_{2}}\left\|\mathbf{R}\left\{\mathbf{X}^{T}\right\} \tilde{\mathbf{W}}^{\left(p_{1}, p_{2}\right)} \mathbf{y}_{p_{1}, p_{2}}\right\|^{2}$, given $\|\mathbf{y}\|^{2}=1$.
Using the definition of $\tilde{y}_{p_{1}, p_{2}}$, (21) can be rewritten as

$$
\begin{align*}
\arg \min _{\tilde{y}} \sum_{p_{1}=0}^{r_{1}} & \sum_{p_{2}=0}^{r_{2}}\left\|\mathbf{R}\left\{\mathbf{X}^{T}\right\} \tilde{\mathbf{y}}_{p_{1}, p_{2}}\right\|^{2}, \\
& \text { given } \sum_{p_{1}=0}^{r_{1}} \sum_{p_{2}=0}^{r_{2}}\left\|\tilde{\mathbf{y}}_{p_{1}, p_{2}}\right\|^{2}=1 . \tag{22}
\end{align*}
$$

Comparing (22) with (8), the solutions of these two optimization problems are the same. As a result, the product of $\mathbf{W}$ and the
right singular vector corresponding to the largest singular value of $\tilde{\mathbf{U}}$ is the same as the solution of (8).
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