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bENSEEIHT-IRIT-TéSA, University of Toulouse, Toulouse, France

ABSTRACT

Light detection and ranging (Lidar) systems based on single-photon detection can be used to obtain range and
reflectivity information from 3D scenes with high range resolution. However, reconstructing the 3D surfaces
from the raw single-photon waveforms is challenging, in particular when a limited number of photons is detected
and when the ratio of spurious background detection events is large. This paper reviews a set of fast detection
algorithms, which can be used to assess the presence of objects/surfaces in each waveform, allowing only the
histograms where the imaged surfaces are present to be further processed. The original method we recently
proposed is extended here using a multiscale approach to further reduce the computational complexity of the
detection process. The proposed methods are compared to state-of-the-art 3D reconstruction methods using
synthetic and real single-photon data and the results illustrate their benefits for fast and robust target detection.

Keywords: Bayesian statistics, inverse problems, Lidar, detection, low-photon imaging and sensing

1. INTRODUCTION

Imaging systems based on time-of-flight light detection and ranging (Lidar) are used to reconstruct 3-dimensional
scenes in many applications, including automotive,1 environmental sciences,2 architectural engineering and de-
fence.3,4 This modality consists of illuminating the scene with laser pulses and analyzing the distribution of the
photons received by the detector to infer the presence of objects as well as their range, and radiative proper-
ties (e.g., reflectivity, observation conditions). For each pixel, associated with a different region of the scene,
a histogram of time delays between the emitted pulses and the detected photon arrivals is usually recorded.
Conventionally, in the presence of objects, the recorded photon histograms are decomposed into a series of peaks
whose positions can be used to infer the distance of the objects present in each region of the scene and whose
amplitudes provide information about the intensity of the objects.

In this work, we address the target detection problem, which aims at identifying regions or pixels of the
scene where objects are present. As in our recent work,5 our aim is to address situations where 1) the photon
flux originally emitted by the laser source is small, 2) where the ambient illumination level is high (i.e., low
signal-to-background ratio) and 3) for which classical depth imaging methods6 usually provide unsatisfactory
results in terms of object detection and reconstruction. As will be shown hereafter, this method can be easily
extended to single-photon depth imaging in scattering media, e.g., for underwater depth imaging.7,8 As in most
3D reconstruction scenarios, we assume that at most one surface can be observed in each pixel although in
practice, the algorithm is able to identify regions where at least one surface is visible.

The observation model includes two kinds of detection events;9–11 1) the background detection events orig-
inating from ambient (e.g., solar) illumination and dark counts from detector; and 2) the detected photons
originating from the pulsed illumination and scattered back from the target (if present). Adopting a classical
Bayesian approach, the pixel-wise target detection problem is formulated as a model selection problem, whereby
prior distributions are assigned to each of the unknown model parameters, which are subsequently marginalized
out. While in previous work5 we presented a post-processing step to further improve the detection maps at a
low additional cost, in this work we adopt an alternative multi-resolution approach which generally reduces the
number of tests to be performed and thus the computational complexity of the detection process. By aggregating
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Lidar waveforms in neighbouring pixels or patches, the resulting signal-to-noise ratio is expected to increase if
objects are present in that region, which in turn increases locally the probability of detection. Similarly, this
approach allows also large object-free regions to be identified at a lower computational cost.

In contrast to the target detection method presented in,10 which uses a reversible-jump Markov chain Monte
Carlo (RJ-MCMC)12,13 method to generate samples according to a posterior distribution of interest and approx-
imate the pixel-wise marginal model evidences, we reformulate the observation model such that the marginal
evidences can be obtained using a more tractable marginalization procedure. More Precisely, by processing
(sums of) waveforms independently, the background parameters can be marginalized analytically while the other
parameters (target range and reflectivity) can be marginalized from the posterior distribution using finite sums
of one-dimensional integrals. The resulting algorithm, which relies on low-dimensional integration, is thus fast
and can be partly implemented using parallel architectures.

The remainder of this paper is organized as follows. Section 2 recalls the classical statistical model used
for depth imaging using single-photon Lidar and the alternative model parametrization used in5 and in this
work. Section 3 details the proposed Bayesian target detection method. Simulation results conducted using real
Lidar measurements are presented and discussed in Section 4. Conclusions and potential future work are finally
reported in Section 5.

2. OBSERVATION MODEL

Let z = [z1, . . . , zT ]
T ∈ Z

T×1
+ be a histogram of photon detection events with T temporal bins, where Z+ =

{0, 1, . . . } is the set of positive integers. Assuming that the light flux reaching the single-photon detector is
sufficiently low,14 the observed photon count in a given time bin t follows the Poisson distribution

zt|(r, t0, b) ∼ P (rh(t− t0) + b) , ∀t = 1, . . . , T, (1)

where r ∈ R+ is the target intensity, which combines the optical power of the pulsed source, the reflectivity
of the target and the quantum efficiency of the detector). Moreover, b ∈ R+ models the background level
associated with dark counts and ambient illumination, assumed constant over the T temporal bins and h(t) is

the instrumental response of the device, which is assumed to be normalized (
∑T

t=1 h(t) = 1). In (1), t0 ∈ 1, . . . , T
corresponds to the typical delay/time-of-flight associated with the depth/range of the given object of the scene.

In,5 we defined an equivalent model using the signal-to-background ratio (SBR), which is defined as the ratio
of the expected number of useful detected photons, e.g., originally emitted by the laser source, divided by the
expected total number of background photons in the histogram, i.e., w = r/(bT ). Following this alternative
parametrization, the observation model (1) can be rewritten

zt|(w, t0, b) ∼ P (b (wTh(t− t0) + 1)) , ∀t = 1, . . . , T. (2)

The main motivation for using (2) instead of (1) is that gamma distributions are conjugate priors for b in (2)
(and not in (1)), which enables us to marginalize b analytically, as will be seen in Section 3. Assuming the T
observations in z are mutually independent, conditioned on their means,14 the joint likelihood can be expressed
as

p(z|w, t0, b) =

T
∏

t=1

p(zt|w, t0, b). (3)

As can be seen from (2), in the absence of surface in the current field of view, i.e., when r = 0 or equivalently
when w = 0, the observation model reduces to T random variables zt drawn independently from a Poisson
distribution with mean b, that is,

zt|(w = 0, t0, b) ∼ P (b) , ∀t = 1, . . . , T. (4)

This motivates our surface detection algorithm which reduces to deciding whether w = 0 or w > 0, given z.
However, the background level b, and the object range and reflectivity (if an object is present) are unknown in
practice. Thus, the detection task is difficult since these parameters, considered as nuisance parameters, need to
be either estimated or marginalized. The next section details the proposed Bayesian strategy for this detection
problem.
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3. DETECTION STRATEGY

As mentioned above, we adopt a Bayesian approach and assign prior distributions to the unknown parameters
using the a priori information available and propose to marginalize them to simplify the model selection problem.

3.1 Prior distributions

Similarly to previous work,5,10,11,15 independent prior distributions are assigned to the background level and
target reflectivity, i.e., p(r, b) = p(r)p(b).

In order to model the absence (r = 0) or presence (r > 0) of object, we use a Bernoulli-gamma distribution16

for the signal intensity, i.e.,

p(r|u, αr, βr) = uG(r;αr, βr) + (1− u)δ(r) (5)

where δ(r) is the Dirac delta distribution centred in 0 and u ∈ {0, 1} is a binary variable that indicates the presence
(u = 1) or absence (u = 0) of a target. Moreover, G(r;αr, βr) denotes a gamma density with known shape αr and
rate βr. Note that in practice, the parameters (αr, βr) can be adjusted from calibration measurements, since the
dynamic range of r is primarily guided by the laser power used, the average distance between the Lidar system
and the scene, the scattering properties of the media, the efficiency of the detector and the pixel-wise acquisition
time, as mentioned in Section 2.

The prior distribution for the binary label u is a Bernoulli distribution such that p(u = 1) = π and p(u =
0) = 1 − π, where π ∈ (0, 1) is the prior probability of target presence. In the results presented in Section 4,
we have used π = 0.5, expressing our absence of knowledge regarding this parameter but this parameter can be
user-defined.

The background level mostly depends on the amount of ambient illumination reaching the single-photon
detector and is modelled as in10,11 with a gamma distribution p(b|αb, βb) = G(b;αb, βb) with known parameters.
If a limited amount of information is available about b, a weakly informative prior distribution can be defined
for b (e.g., to have a heavy-tailed prior).

The resulting joint prior distribution using the parametrization based on b and w can be obtained from
p(r, b|u, αr, βr, αb, βb) = p(r|u, αr, βr)p(b|αb, βb) by applying a standard change of variables yielding

p(w, b|u, φ) = (1− u)δ(w)G(b;αb, βb) + uc0(w)G(b;αb + αr, βb + βrTw), (6)

where φ = {αr, βr, αb, βb}, c0(w) = (Tβr)
αrwαr−1(βb+Twβr)

αr+αbβαb

b /B(αr, αb) and B(·, ·) is the beta function.
An interesting property of the joint prior distribution (6) is that is that the conditional prior distribution
p(b|w, u, φ) is a mixture of two gamma distributions, which is a conjugate prior for the model (2). Since φ is
known in this work, it is omitted in all the conditional distributions in the remainder of this paper.

Finally, assuming no prior knowledge on the position of the target, we assign a uniform prior for the depth,
i.e., p(t0) = 1/T for any t0 in {1, . . . , T}. However, this choice can be changed if additional information is
available, without affecting the computational complexity of the method.

3.2 Decision rule

Since the value of w is directly related to the value of u (i.e, w = 0 if u = 0 and w > 0 if u = 1 in (6)),
the proposed decision rule is based on the marginal posterior distribution of the binary label u, obtained by
integrating out the parameters b, t0 and w, considered as nuisance parameters. Defining H0 and H1 as the
absence and presence of the target respectively, the proposed pixel-wise decision rule is

p(u = 0|z)
H0

≷
H1

p(u = 1|z), (7)

where

p(u|z) =

T
∑

t=1

∫ ∫

p(w, b, t0, u|z)db dw, (8)

with p(w, b, t0, u|z) ∝ p(z|w, b, t0)p(w, b|u)p(t0)p(u) using Bayes rule. The next section discussed the computation
of the integrals involved in (8).
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3.3 Computation of marginals

In order to compute the marginal distribution p(u|z) used in (7), we first integrate out the background level and
target position, that is

p(w, u|z) ∝

T
∑

t0=1

p(t0)

∫

∞

0

p(z|w, t0, b)p(w, b|u)p(u)db.

Due to the conjugacy between the observation model (2) and the prior distribution (6) with respect to b, the
inner integral is available in closed form. Moreover, the integration over the signal-to-background level is also
available in closed form for u = 0, as we obtain

p(u = 0|z) =

∫

p(w, u = 0|z)dw

=
(1− π)

γ
Γ(z̄ + αb)(T + βb)

z̄+αb , (9)

where z̄ =
∑T

t=1 zt is the total number of photons observed and γ is a normalization constant. Finally, the
marginal probability of the target being present is

p(u = 1|z) =
c1
γ

∫

∞

0

f1(w)

T
∑

t0=1

exp(f2(w, t0))dw (10)

with

f1(w) = wαr−1 (βb + T (1 + w(βr + 1))
z̄+αr+αb

f2(w, t0) =
T
∑

t=1

zt log(wTh(t− t0) + 1)

c1 = πΓ(αr)Γ(z̄ + αb + αr)(βrT )
αr ,

and where γ is the same constant as in (10). Since γ is shared in (9) and (10), it can be easily computed using
p(u = 0|z) + p(u = 1|z) = 1. The marginal distribution (10) involves an intractable integral. However, the sum
can be computed with O(T log T ) floating point operations using the fast Fourier transform (FFT), allowing the
integral to be numerically approximated with a quadrature method (with a computational cost of K integrand
evaluations). Thus, the overall complexity is O(KT log T ), which is close to that of the classical cross-correlation
method if K << T . Note that if t0 is not marginalized and replaced by a point estimate instead, (10) is simplified
as the sum in the integrand reduces to one term (see5 for details about this alternative test, not further discussed
here).

3.4 Total variation (existing) approach

As mentioned above, in our recent work,5 we proposed to refine the pixel-wise detection method to create a more
homogeneous map of target presence by solving the following total variation (TV) problem17

û = fth

(

argmin
v

||v − y||22 + τ ||v||TV

)

(11)

where the input image y contains the log-ratios yi,j = log p(u = 1|z)− log p(u = 0|z) of histogram at pixel (i, j),
|| · ||TV is the isotropic total variation operator, τ is a user-defined parameter which controls the impact of the
TV-based denoiser (τ = 5 here) and fth(·) is a hard thresholding operation, which assigns 1 to positive inputs
and 0 otherwise.

While this approach can efficiently denoise the detection map, it still requires the test in (7) to be computed
for each individual pixel, which might become computationally intensive for large images (and large values of T )
due to the evaluation of the integrals (10). Thus, we propose an alternative solution described below to reduce
the number of integral evaluations.
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3.5 Multiscale approach

Histograms corresponding to neighbouring pixels generally show similar numbers of surfaces.18–20 Moreover, for
a fixed SBR, the detection performance depends on the number of photons collected in the histogram. Thus,
similarly to the multiscale approach of ManiPoP20 or the unmixing algorithm in21 , we integrate histograms in
super-pixels (windows of 2× 2 pixels), yielding approximately 4 times more photons and a similar SBR. In this
way, we can improve the detection performance, while reducing the number of tests to be evaluated by a factor
of 4 (see Fig. 1). The worst case scenario corresponds to having only one pixel out of four which contains a
target, where the SBR of the super-pixel is roughly four times smaller than at the finer scale. In such cases,
the probability of target presence in the super-pixel is close to 0.5 (i.e., neither presence or absence of target
is certain) and a more informed decision can potentially be made in the finer scale. Hence, super-pixels with
p(u = 1) ≤ 1−α and p(u = 1) ≤ 1−α are left uncertain, and reprocessed as 4 individual pixels in the finer scale.
This strategy starts at a coarse level of S scales, and is repeated until a decision has been made in all super-pixels
or the finest scale is reached. The confidence level α should be adjusted by the practitioner depending on the
application. The number of scales should be set according to the size of the image and the expected detection
detail. In all our experiments, we set α = 0.05 and S = 4.
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Figure 1. Integrating histograms within small windows of 2 × 2 pixels increases approximately 4 times the photons per
histogram (top row), while reducing the amount of pixels to be processed 4 times. In most regions of the image, the SBR
of the integrated waveforms does not change significantly (middle row), hence increasing the detection performance. The
bottom row illustrates the proposed detection strategy, starting from the coarse scale (Scale 4) and refining the detection
results sequentially in the uncertain regions (in green) using finer scales.

4. RESULTS

In this section, we evaluate the performance of the proposed algorithm using synthetic and real Lidar datasets.
In all the results presented here, we assume that rM , the average number of signal photons detected when
observing an object of unit reflectivity under similar observation conditions as for the scene of interest, is
known. In practice, this can be obtained from calibration measurements. We then use this value to set φ =
{αr, βr, αb, βb} = {2, 2/rM , 1, T/rM}, which corresponds to a fairly informative prior for r and more weakly
informative prior for b∗.

∗While a thorough robustness analysis is beyond the scope of this paper, the results do not vary significantly with
reasonable variations of rM .
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4.1 Synthetic data

First, we compare the three detection procedures based in the probabilities defined in (9) and (10). Comparative
results with other existing methods will be presented in Section 4.2. More precisely, here we consider

• 1 scale: Decision rule in (7) applied independently to each pixel of the scene using (9) and (10).

• 1 scale + TV : Computation of the probabilities (9) and (10) pixel-wise, TV-denoising and thresholding
procedure as described in Section 3.4.

• Multiscale: Coarse-to-fine detection procedure as described in Section 3.5, using 4 scales.

These three approaches are first compared using a set of 128×128 waveforms composed of T = 1000 temporal
bins. The impulse response used is depicted in Fig. 2 and is based on the actual impulse response of the system
used in.10 Note that to generate the synthetic data, the original impulse response has been decimated by a factor
2 and note also that only 350 temporal bins are used in Fig. 2, for visualization purpose only.

100 200 300

histogram bin

0

0.1

0.2

Figure 2. Impulse response used to generate the synthetic data in Section 4.1.

We generated a synthetic scene composed of a rectangular plane in the central region of the field of view
and the corresponding reflectivity, background, and depth profiles generated are depicted in Fig. 3. This figure
shows that the rectangular shape does not present a constant depth/range profile but rather smooth variations
mimicking a direction of observation that differs from the local normal to the surface. While the background
levels vary in the vertical direction, the reflectivity profile changes in the horizontal direction, which allows us to
vary the SBR across pixels, as well as the overall number of detected photons. With the parameters reported in
Fig. 3, we obtain an average of 7.2 photons per pixel and an average SBR of 0.13 (e.g., 13% of signal photons).

Reflectivity

0

0.2

0.4

0.6

0.8

1
Background [photons]

2

4

6

8

10

12

SBR

0

0.5

1

1.5

Depth [cm]

0

50

100

150

Figure 3. Synthetic lidar dataset. From left to right: reflectivity, per-pixel background photon-count, per-pixel signal-to-
background ratio and ground truth depth.

Fig. 4 depicts the detection results obtained using the three approaches mentioned above. First, it can be
noted that the 1-scale approach provides a noisy detection map, with a high false alarm rate and a low detection
rate in the low SBR region of the object. This can also be observed from in the results in Table 1 which reports
the empirical probabilities of false alarm (PFA) and detection (PD). Conversely, the two approaches using local
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information to regularize the detection problem provide less noisy detection maps and higher PDs. Moreover,
while the TV regularization can lead to underestimating the object size (in particular in the low SBR region),
the multiscale approach seems slighty more robust. Interestingly, Table 1 also shows that the proposed multiscale
approach provides a reduction by 88% of the number of tests to be computed, when compared to the 1 scale and
1 scale + TV approaches, thus leading a significantly reduced computational time.

Reference 1 scale 1 scale + TV Multiscale

Figure 4. Target detection performance of the compared methods, target presence is indicated in yellow, while target
absence is indicated in blue. The proposed multiscale detection algorithm does not reach a decision for some pixels
(depicted in greenish blue). To highlight the performance the evaluated algorithms, the red bounding boxes denote the
limits of the ground truth object.

Table 1. Probabilities of detection (PD), false alarm (PFA) and number of test evaluations per pixel for the evaluated
algorithms on the synthetic dataset. For the multiscale approach, the uncertain regions are counted as regions where
objects are present.

PD [%] PFA [%]
Average number of

tests per pixel
1 scale 65.6 15.8 1

1 scale + TV 84.3 5.9 1
Multiscale 95.7 12.8 0.12

4.2 Real data

In this section, we compare the proposed detection strategies to two state-of-the-art single-depth10 and multi-
depth20 detection algorithms and the standard cross-correlation with reflectivity thresholding (see10 for details)
using a real Lidar dataset, which consists of a polystyrene head measured at a stand-off distance of 325 metres
during midday (more details about the acquisition can be found in10). The dataset consists of 200×200 pixels with
T = 2691 histogram bins per pixel, an approximate SBR of 0.29 with a 5th-95th percentile interval of (0.05, 0.67).
Four different per-pixel acquisition times were considered (30ms, 3ms, 1ms and 0.3ms), which corresponds to
decreasing per-pixel photon counts (900 to 9 on average) while keeping the average SBR constant. Even using
the longest acquisition time (30ms per pixel), the boundary of the head is difficult to clearly identify as the SBR
is low due to the local orientation of the head surface. Thus, the ground truth presence map is not available and
hyperparameters of the algorithms presented in10,20 were chosen to obtain the best visual PD/PFA trade-offs.
The intensity threshold used after applying the simple cross-correlation method has been set similarly by visual
inspection.

Fig. 5 depicts the detection results obtained using the three existing algorithms and the three variations of
our approach, for the four acquisition times. These results first show that although 1 scale is applied pixel-wise,
it generally provides better results than the cross-correlation method which is more affected by background
counts. A significant improvement in terms of probability of false alarm (PFA) and probability of detection
(PD) is obtained by accounting for spatial correlation between adjacent pixels. While the method in Altmann
et al.10 and MANIPOP20 are prone to underestimating the size of the head, the proposed 1 scale + TV and
multiscale approaches seem more robust. Moreover, one of their main advantages is their computational cost, as
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the method in Altmann et al.10 required 1 to 2 days per image, MANIPOP required 5 to 12 minutes per image,
whereas the three variations of the proposed detection strategy were performed in less than 0.5s each.†.

Table 2. Average number tof est evaluations (normalized by the number of pixels in the image) for different acquisition
times.

Algorithm
1 scale multiscale

Acq. time

30 ms 1 0.040
3 ms 1 0.034
1 ms 1 0.077
0.3 ms 1 0.245

Finally, Table 2 illustrates how the proposed multiscale approach allows a general reduction of the number
of tests performed to construct the detection maps in Fig. 5. While the 1 scale and 1 scale + TV approaches
require a test per pixel, only 4% of that maximum number is used for the longest acquisition time. This gain
generally reduces as the acquisition time decreases since the data become more uncertain. Still, for the shortest
acquisition time (most difficult scenario), the original overall number of tests in divided by 4.

3
0

 m
s

3
 m

s
1

 m
s

0
.3

 m
s

Cross-Corr. Altmann et al. ManiPoP 1 scale 1 scale + TV Multiscale

Figure 5. Target detection performance of the compared methods, target presence is indicated in yellow, while target
absence is indicated in blue. The proposed multiscale detection algorithm does not reach a decision for some pixels
(depicted in greenish blue).

5. CONCLUSION

We presented a set of new fast target detection algorithms for single-photon Lidar data. Unlike other existing
algorithms, the proposed methods are easily parallelizable and can be used as a pre-processing step to discard
histograms without useful information. We extended our previous work by proposing a novel multiscale approach
in order to reduce the number of tests to be computed, which can be extremely relevant to process large images
rapidly. The detection strategy can then be used to improve the reconstruction quality obtained by algorithms
assuming one depth per pixel,21,22 as it removes histograms without surfaces from the data cube. Moreover, it can
also be used before applying intensive multiple-surface-per-pixel algorithms20,23 to reduce their computational
load.

†All the experiments were performed using a Matlab R2018a implementation on a i7-3.0 GHz desktop computer (16GB
RAM).
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