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#### Abstract

We consider the dominating point set reporting problem in two-dimension. We propose a data structure for finding the set of dominating points inside a given orthogonal query rectangle. Given a set of $n$ points in the plane, it supports 4 -sided queries in $O(\log n+k)$, where $k$ is size of the output, using $O(n \log n)$ space. This work can be of application when range queries are generated using mobile devices with limited display capacity.


## 1 Introduction

Range searching is one of the widely studied topics in computational geometry. As stated in [1], the fascination for range searching is due to the fact that it has wide applications in geographic information systems, CAD tools, database retrieval, etc. Informally range aggregate is defined as follows: We are given a set $S$ of objects which can be points or line segments and the like. We need to preprocess the data set into a data structure such that given a query object $q$, we can efficiently return the objects in $S \cap q$, the objects that belong to both $S$ and $q$. A careful note of the above definition reflects that in a traditional range aggregate query, an algorithm designer is more focused in finding the result set efficiently and is not much bothered about the size of the result set. But this cannot be true any further. The advancement of technology has introduced the era of information revolution which led to information explosion. Imagine a user who is accessing a database in a server through his mobile device whose computing power as well as display model mechanism is sufficiently limited. Computation can be outsourced to server but returning the entire result set may not be a clever decision. Rahul et al. [7] have proposed an algorithm to return the top $k$ answers of the result set. But for this purpose, our points in the data set have to be weighted by means of a preference function. But in practice, finding a good preference function is not an

[^0]easy task. To address the issue, we borrow the concept of skyline query from the database community.

## 2 Definitions

We are given a set of $n$ points $P=\left\{p_{1}, \ldots, p_{n}\right\}$ in $\mathbb{R}^{2}$. Assuming all the points have distinct coordinates in each dimension, a point $p_{i}$ is said to dominate a point $p_{j}$ if $p_{i}(x)>p_{j}(x)$ and $p_{i}(y)>p_{j}(y)$. The set $P^{\prime}(\subseteq P)$ of all the points, each of which is not dominated by any other point in $P$ is called the dominating set of $P$. They are also called maximal elements, or maxima, of the set $P$ [2]. In the database terminology, these maximal points are also known as skyline points. A skyline query is then, given a set of points $P$, report the skyline points of $P$. The skyline point set $P^{\prime}$ forms a sample (representation) for the set $P$. In practice, often $\left|P^{\prime}\right|<|P|$. However in the worst case scenario, $\left|P^{\prime}\right|=|P|$. More information about skyline queries can be found in [6].

## 3 The Problem



Figure 1: The nodes filled black are not dominated by any other point. a.) skyline of all the points. b.) skyline of points in the query rectangle (dotted border).

In this work, we study the following problem.
Problem 1 We are given a set $S$ of $n$ points in $\mathbb{R}^{2}$. We wish to pre-process $S$ into a data structure such that given an orthogonal query rectangle $q$, we can efficiently report the skyline points of $S \cap q$, where $S \cap q$ is the set of points in both $S$ and $q$.

Consider Fig 1.a There are ten points and among them only four points are not dominated by any other point. The same set of points are queried with an orthogonal rectangle, as shown in Fig $1 . b$ and its easy to see that
the result can contain points which may not be in the skyline point set obtained by considering all the points. In rest of the paper, whenever we say size of result, we actually mean number of skyline points inside the query rectangle.

## 4 The General Algorithm



Figure 2: The query rectangle is $q=\left[P_{1}(x), P_{2}(x)\right] \times$ $\left[P_{1}(y), P_{2}(y)\right]$ and the point $P_{3}=\left(P_{3}(x), P_{3}(y)\right)$ is the point with the largest $x$ coordinate inside $q$.

A sketch of solution for the problem is as follows:

1. Let the set of points in the plane be $S$ and the query rectangle be $q=\left[P_{1}(x), P_{2}(x)\right] \times\left[P_{1}(y), P_{2}(y)\right]$.
2. Find the point with the largest $x$ coordinate in $S \cap q$. Let the point be $P_{3}=\left(P_{3}(x), P_{3}(y)\right)$. Add $P_{3}$ to the skyline point set.
3. Create a new rectangle $q^{\prime}=\left[P_{1}(x), P_{3}(x)\right] \times$ $\left[P_{3}(y), P_{2}(y)\right]$ and update $q \leftarrow q^{\prime}$. See Fig. 2.
4. Repeat the steps 2,3 until we get a rectangle $q^{\prime}$ such that $S \cap q^{\prime}=\emptyset$. All the intermediate query rectangles encountered are also shown in Fig. 2.

As can be seen, our algorithm depends on a solution of range successor problem in plane. Range successor problem is widely studied in literature and Yu et al. in [9] proposed a data structure of size $O(n)$ using which range successor queries can be efficiently answered in $O\left(\frac{\log n}{\log \log n}\right)$ time. Let $k$ be the size of output, then a solution which repeatedly uses range successor query in step 2 above, will have a query time of $O\left(k \frac{\log n}{\log \log n}\right)$. We propose a data structure of size $O(n \log n)$ using which our algorithm will have a query time of $O(\log n+k)$. Clearly using the proposed data structure, our algorithm will perform better whenever $k \geq O(\log n)$. Here we considered the static version of the problem, where the input points are fixed. A dynamic version of this problem with $O\left(\log ^{2} n+k\right)$ query time using $O(n \log n)$ space and $O\left(\log ^{2} n\right)$ time per update is studied in [4].

## 5 The Data Structure

### 5.1 Preprocessing

The data structure is a standard layered range tree [3] in which the main tree stores the points sorted by $x$ coordinates. Each secondary structure is an array storing $y$-coordinates in sorted order (decreasing), along with the corresponding point. This can be constructed by carrying out merge sort using y-coordinates as keys. In order to speed up query time, we use fractional cascading [3] at the cost of storing additional pointers at each node. Let $w$ and $v$ be the two children of $\mu$. While merging the secondary arrays $A_{w}$ and $A_{v}$ to construct $A_{\mu}$, we create and store pointers as follows. Each index $i$ of $A_{\mu}$ stores a pointer to the smallest value in $A_{w}$ which is greater than or equal to $A_{\mu}[i]$ and a pointer to the largest value in $A_{w}$ which is smaller than or equal to $A_{\mu}[i]$. Similarly, two more such pointers are stored pointing to elements of $A_{v}$. Also, each index of $A_{w}$ and $A_{v}$ has a pointer to its corresponding position in the parent array $A_{\mu}$. Each of these arrays $A$ is preprocessed for range maxima queries [10] such that given two indices $i, j$ of $A_{\mu}$, we can find the point with maximum $x$ coordinate among the points whose $y$ coordinates are stored between $A_{\mu}[i]$ and $A_{\mu}[j]$ in $\mathrm{O}(1)$ time.

Lemma 1 The storage space needed for the data structure is $O(n \log n)$. The preprocessing time needed to construct the data structure is $O(n \log n)$.

This data structure is similar to the data structure used in [5] [8].

### 5.2 The Query Algorithm



Figure 3: The dark nodes are the ones to which the segment $[a, b]$ of the query $q=[a, b] \times[c, d]$ is allocated.

After we construct the data structure, the query algorithm for a query rectangle $q=[a, b] \times[c, d]$ is as follows.

1. The range of $x$-coordinates in $[a, b]$ can be expressed as the disjoint union of $l=O(\log n)$ canonical subsets. Let the canonical subsets of nodes be $\nu_{1}, \nu_{2}, \ldots, \nu_{l}$ from left to right in that order, as shown in Fig. 3.
2. Find the node $\nu_{\text {split }}$, which is the least common ancestor of $\nu_{1}$ and $\nu_{l}$. Find the largest sub-range of $y$-coordinates $\in[c, d]$ in $A_{\nu_{\text {split }}}$ using binary search and store the indices of the two ends.
3. Process the canonical nodes in reverse order, starting from $\nu_{l}$ back to $\nu_{1}$, as follows. Initialize $i \leftarrow l$, $y_{\text {low }} \leftarrow c$ and $y_{\text {high }} \leftarrow d$.
4. Consider the node $\nu_{i}$. Find the smallest index $l t$ and the largest index $r t$ such that $y_{\text {high }} \geq A_{\nu_{i}}[l t] \geq$ $A_{\nu_{i}}[r t] \geq y_{\text {low }}$. Note that the $y$-coordinates are sorted in decreasing order in $A_{\nu_{i}}$. This can be done by following the pointers from $A_{\nu_{i+1}}$ along the path to the node $\nu_{i}$. For the starting node $\nu_{l}$, follow the pointers from $A_{\nu_{s p l i t}}$ found in step 2.
5. Find the point with the largest $x$ coordinate in $A_{\nu_{i}}[l t \ldots r t]$ using a range maxima query. Let this point be $p \prime$ and its $y$-coordinate be $p \prime(y)$. Report the point $p \prime$ and move $r t$ to the position of the array just before $p \prime$ and update $y_{\text {low }} \leftarrow p \prime(y)$.
6. While there are points still left in $A_{\nu_{i}}[l t \ldots r t]$, i.e., $l t \leq r t$, repeat the above step.
7. At this point, we processed the nodes $\nu_{l}, \nu_{l-1}, \ldots, \nu_{i}$ and also have two pointers to the current limits on the $y$-coordinate $\left[y_{l o w}, y_{h i g h}\right]$ at $\nu_{i}$.
8. Set $i \leftarrow i-1$. If $i \geq 1$, move to the node $\nu_{i}$ along with the pointers and repeat from step 4 , else exit.

Lemma 2 The time needed for the query algorithm above is $O(\log n+k)$.

Proof : At each of the $O(\log n)$ levels of the tree, at most two nodes are visited [3]. Among them, each canonical node with all its $x$-coordinates $\in[a, b]$ is visited at most once and each of the other nodes along the path traversed is visited at most three times, first time from its parent and at most one more time from each of its two children $\square$

Using the above lemma, we can now conclude the section stating the following theorem.

Theorem $3 A$ set $S$ of $n$ points in $\mathbb{R}^{2}$ can be preprocessed into a data structure of size $O(n \log n)$ such that given an orthogonal query rectangle $q$, we can efficiently report the set of points in $S \cap q$ not dominated by any other point in $S \cap q$ in $O(\log n+k)$ time where $k$ is the size of the output.

Our solution can be easily modified to report the top$m$ sky line points having largest(or smallest) $y$ (or $x$ ) coordinates in $O(\log n+m)$ time.

## 6 Conclusion

In this work we studied the problem of finding the dominating set of points inside a query rectangle. Our solution is static and restricted to the plane. It will be interesting to see dynamic version of this problem and in higher dimensions.
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