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ABSTRACT.   To every continuous function / on an interval  0<x<a(0<a
< oo)  and every positive number   v associate the kernel

f(x, y) = j^f((x2 + y2 - 2xy cos 0)1/2)(sin c9)2v_1 ¿0,        0 < x, y < a/2.

Let ÍKz) = r(v+M)(2/z)l'~My„   ,,(z),  where  /      ,.(z)  is the Bessel function

of index   v — l/2.   It is shown that / has an integral representation  f(x) =

j      il(xy\)d"y(\),  where   y i s a finite, positive Radon measure on  R,   if and only
if the kernel f(x, y)  is positive definite.   If  v = (zV — l)/2,  where  N  is an integer

> 2,  this condition is equivalent to  fAx) = /(|x|),  x e R   ,   |x| < a,   is positive
definite relative  to  the orthogonal group  0(N).  The results of this investigation
extend the preceding one of the author on functions  positive definite relative to the
orthogonal group.   In particular they yield the result of Rudin on the extensions
of radial positive definite  functions.

1.  Introduction.  Let / be a function defined on an open ball  S   (a) =

\x e R   \x\  < a\ in zV-dimensional Euclidean space  R   .  Here 0 < a < oo and |x|

denotes the usual norm in R   .In [4] we called / positive definite relative to the

orthogonal group 0(N) if / satisfies the following conditions:

/ is   continuous , radial and

(1) jjf(x - y)cb(x)cb(y) dxdy>0

fot all  radial cj in  C^°(S.,(a/2)) • (C™(g) denotes the vector space of complex

valued infinitely differentiable functions on  G with compact support.)

In [4] we did show that a function / defined on  S   (a) is positive definite

relative to  0(N) if and only if it has an integral representation of the form

(2) f(x)=  jRNeix-tdp1(t)+ jRNex-'dp2(t)     for all x eSN(a),

where  p.  and p2 ate bounded, positive, rotation invariant Radon measures on

R     and p2 is such that
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390 A. E. NUSSBAUM [January

J  N ex''dp2it) < oo     for all  x £ SNia).

The integral representation (2) is equivalent [4, Theorem 3] to

(3) /(x)= r^oonN(|x|v/X)a'y(A)    for all x e SN(a),

where y is a bounded, positive Radon measure on  R and (for a> 0)

w-r^ay-"-2''^ 2)U)     if z¿ 0 and  1   if z = 0

*_2 _*«_ Z6 _

2a"1" 2 • 4a(a+ 2)     2-4- ócüa-r- 2) la+4) + '",7

/„(z)  is the Bessel function of order v.

The present investigation was inspired by the following observation.

Since the functions / and  0 in (1) are radial we may write  fix) = F(|x|),

0(x) = <D(|x|),   where   F is a function on   0 < r < a and î> is a function on  0 < r <

a/2 with supp <E> C[0, a/2) (supp Í» denotes the support of 0).  If we now intro-

duce generalized spherical coordinates we  find that for N > 2 inequality (1) be-

comes

(4) jffix - y)0(x)0Ty)aWy = Í2rr)N f^2 f/2fNir.  s)$(r)$U) dpNir) dpNis) > 0,
where

(5) f^' s) = B[(N-ü/2,^]^F(N/r2+S2'2rSC°SÖ)(Sin e)N~2dd

for 0 < t < a/2, 0 < s < a/2.  Here  B[a, ß] = H a) FAß)/H a + ß)  is Euler's beta
function and

(6) a'(tN(r) = [21/2(,V~2)r(/V/2)]-1rN-1a'r.

(4) remains valid also for  N = 1  if we set

(7) /j(r, s) = V2[Fi\r+ s|) + K|r.-s|)]

for 0 < r < a/2 and 0 < s < a/2  (and dp^r)  as in (6)).
Indeed, if N > 2 and x e G = SNia/2)

(8) / A* - y W ¿y = L H | x - y| mR) ¿y = Jf2 A p) ¿p,
where  /(p) is the surface integral of the function  F(|x - y|)<£(|y|),   |y| m p over

the sphere iy £ RN \ \y\ = p\ of radius  p in  fi   :

(9) Hp) = Jly^pFi\x-y\M\y])dS.
It we let 6 be the angle between the vectors  x and y,   then   |x - y| =

n/M 2 + |y| 2 - 2|*| |y| cos 6 and
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9_(N-l)/2
( 10) dS =-(p sin 9)N - 2 pd9

n(/V-l)/2)

(dS is the infinitesimal  ((a - l)-dimensional) surface area of the spherical zone

consisting of the points on the sphere   \y\ =,p for which the angle between  y and

x varies from 9 to 9 + d9. dS is the product of pd9 with the ((n - 2)-dimensional)

area of the cross section of the sphere  \y\ = p with the plane (y, x) =

l.,y.x. = p cos 9.  The cross section is the surface of the sphere of radius

p sin 9 in  R ;  its area is

2zz(N-1)/2 M    ,
f^-_(psi„fflN-2.
Y((N-l)/2)

Hence

77-('V-l)/2
dS =-££--— (p sin 9)N~2pd9.)

Y((N - l)/2) P

From (JO) and (9) follows that

9„(N-l)/2       rn ,_ _
(11) /(p) = n(rv- D/2) J °F(v/W 2 + p2 "2|x|p cos ö)(sin 9)N"2^ ' 0ip)p'v"1-

Now

9_(N-l)/2 9„w/2 (9„1^/2
[2^(N_2)p(/v/2)rl

n(/V - D/2)     H(/V - 1)/2)HM)     B[(N - l)/2, ^]

and hence, by (11) and (8),

f    f(x-y)J(y)dy
(2zr)N/2 ra/2^TT>   ' Ca'2   C77 ni  /il 2 2       9|    i a\(12) =-r E(V\x\    +p   - 2 x p cos 6z)(    ' B[(N-l)/2,y2]J0     Jo      Vl p lp

.(sind)N-2Qip)d9dp:N(p).

Therefore

I      I    A* ~ y)çj(x)cp(y) «¿crfy
G (2^)N_

= B[(/V-l)/2, Ml
(2^)N-_fa/2   f°/2  f" E(Vrr+ p2 - 2rp cos ¿)D/2. i*   J°    Jo    Jo      v

• (sin ö)N-2fD(r)<D(p)at9apN(r)a'p/v(p),

whence (4).  The case  zV = 1  is easily verified.

From (4) follows the  following  proposition

Proposition 1.   Let f(x) = E(|x|)  be a continuous radial function on the ball

SN(a)  (0 < a < oo)  in  RN  and set
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FNir, s) = [^E(v/r2Ts~~2T7c^röT(sin d)N'2de

if N > 2 and

Fxir, s) = y2[Fi\r+s\) + Fi\r-s\)]

if N = 1.   Then f is positive definite relative to the orthogonal group OiN) if and

only if the kernel F Ar, s),   O < r, s < a/2,   is positive definite.   That is,

(13) ¿ ¿ a.â.FN(x., x.) > O
z=i ,= i

for all choices of complex numbers a,, a., • . • , a    and points  x,, x „ • - •, x' i e \       2 n r \       2 n
the interval (0, a/2).

ozz

Proposition 1 allows us to rephrase the theorem [4, Theorem 3l on the integral

representation (3) of a function positive definite relative to the orthogonal group

OiN)  as follows.

Theorem  1.   Let  F be a continuous function on the interval 0 < r < a

(O < a < oo)   azza" N  a positive integer.   Let  F Ar, s)  be as in Proposition I.   Then

F has an integral r epresentation of the form

Fir) = f °°   nN(rv/X) dyiX)    for all 0 < r < a,

where  y is a bounded, positive Radon measure on  R,   if and only if (13) holds.

The  principal purpose of this  paper is  to extend Theotem 1 (plus  some re-

finements) to the case where  N = a is any number > 1.   The method of proof is

entirely parallel to the one used by the author in [4].   It is based on the "nuclear

spectral theorem" [4, Theorem 1]   used with great success by the  Russian school.

We assume that the reader is  acquainted with this theorem.   See loc. cit.   The

main theorem (Theorem 2) of this  paper also extends  the  theorem in [l] in several

ways.   We were not aware at the time we obtained  the result in [l] of the connec-

tion with functions positive definite relative to the orthogonal group.  In conclu-

sion we would like to point out that the main theorem of this paper also contains

the result of Rudin [5] on the extension of radial positive definite functions. See

the discussion in [4].

2.   Definitions and preliminary results.   Let  v be a fixed positive number. We

define  fi(x) = fi (x),   where  fi   (x)  is as defined in the introduction.

We set

dpix)=[2v-V2Yiv +V2)]-lx2vdx,

and define   E ¿[0, oo)   as the linear  space of Lebesgue measurable functions on
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1973] ON POSITIVE DEFINITE FUNCTIONS 393

[0, r»)   for which f°?\f.(x)\dp(x) < ».   Further we let

2(3v_5/2)rrv „ .  i/)l2
Dix, y, z) = t-lL?LlÛ!L(XyZ)l-2v[A{x, y, z)]2v~2,

Y(v)nA

where  A(x, y, z)  is the area of a triangle whose sides have length x, y, z if there

is such a triangle, and otherwise,   D(x, y, z) = 0.

Definition 1.   // / is a Lebesgue measurable locally essentially bounded func-

tion on the interval [0, a)  (0 < a < oo)  we define the associated function or as-

sociated kernel f(x, y)  by

f(x, y) = 1 ("fiy/x2 + y2 - 2xy cos 0)(sin 9)2v~ld9

for 0 < x < a/2,   0 < y < a/2.   Here  cy = B[v, V2] = Y(v)nA/Y(v + l/2).

Proposition 2.   // / is as in  Definition 1  and f(x, y)  its associated function,

then

(i) fix, y) = (y(z)D(x, y, z) dp(z)  for 0 < x < a/2,  0 <y < a/2 and
(ii) f(x, y)  is continuous on (0, a/2) x (0, a/2).

Proof.  Let 0 < x < a/2,  0 < y < a/2 and consider a triangle whose sides have

length x, y, z and whose angle opposite the side of length z is 9,  Then z -

(x   + y   - 2xy cos 9)A ,  whence zdz = xy sin 9 d9.  The area of the triangle

A(x, y, z) = xy sin 9/2.   Therefore  d9 = zdz/2A(x, y, z)  and hence

2v-l

\       X-

y- z> > dz

Therefore

whence

1     CTT

xy        j 2A(x, y, z)

= 2(2v-2)(xy2)1-2ltAU, y, z)\2v~2z2vdz.

— (sin 9)2v~ ld9 = Dix, y, z)dp(z),

V»
\nfisjx2 + y2 -2xy cos 0)(sin 9)2v~Xd9

= (X+y     fiz)Dix, y, z)duiz) =   (af(z)D(x, y, z) dp(z),
\x-y\

for Dix, y, z) = 0 if z > x + y or |x - y\ > z.   This proves (i).  In particular if we

take f(x) = 1  we obtain

J^D(x, y, z)zi/x(2) = ~ Jg(sin (9) 2v_ ̂ (9=1,        0 < x, y < oo,
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394 A. E. NUSSBAUM [January

for B[a, ß] = 2/^/2(sinÖ)2a-1(cos d)2ß~[ dO.  If now 0<x0,yQ < a/2 and 0<
28 < a - (xQ + yQ) then

\f(x. y)~f(x0, y0)\ < j;0+y0+2S|/(2)||D(x, y, z)-Dixff y0, z)\dpiz)

<       ess sup       | fiz)\ j    |D(x, y, z) - D(xQ, y     z)|ayt(z)
0<z<x0+y0+2 8 J °

for all   |x - Xg| < 8,   \y - y 0\ < 8.
But

lim j     |D(x, y, z) - D(xQ, yQ, z^aí/tU) = 0
(x,yr-(x0,y0)J 0

since  D(x, y, z) —► D(x„, y„, z)  p-a.e. and

J"|D(x, y, z)|a>(z) = 1  -^ j^|D(x0, y0, z)|¿ii(z) = 1.

(We use here the fact that if  (/ )  is a sequence of integrable functions such that

/„-»/ a.e. with / integrable, then j\f - fj — 0  if and only if ¡\fj   — /|/|.)

It follows that  / is continuous at  (x„, y„).

Lemma 1.  // / is a Lebesgue measurable locally essentially bounded func-

tion on [O, a) (0 < a < 00) and its associated function fix, x) = 0 for 0 < x < a/2,

then fix) = 0  a.e. for 0 < x < a.

Proof.

fix, x) = —  f"fixA2~-~~2cos~ f?) (sin 6)2v~ l dd = 0     for 0 < x < a/2.

If we set, for fixed  0 < x < a/2,   t = x\¡2 - 2 cos 6/2 we obtain

/U, x) = -J—  [Xfi2t)t2v- V - t2)v- ldt = 0.
cvxAv-2U

Hence

(14) [Xfi2t)t2v-\x2-t2)v-ldt = 0,       0<x<a/2.

If v = 1,   fxfi2t)tdt = 0 for 0 < x < a/2, whence /(x) = 0 a.e. for 0 < x < a.
If v / 1,  we multiply both sides of equation (14) by  x and integrate with re-

spect to  x from 0  to y,  we obtain

jyojxfi2t)t2v~lxix2 - t2Y-ldtdx=$yJytfi2t)t2v-lxix2 - t2Y-Xdxdt

= $yJi2t)t2v-ldt\:yxix2 - t2)v~ldx =±-J0f(2t)t2v-\y2 - t2Ydt = 0,

for 0 < y < a/2.  Thus

(Xofi2t)t2v~ V - t2)vdt = 0,       0 < x < a/2.
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Continuing this way we get

(15) {xf(2t)t2v~\x2 -t2)v+kdt = 0    fot0<x<a/2

and  ze = 0, 1,2, ..., which upon the substitution  u = \jx   — t    becomes

(16) fXQf(2yJxT-~Z2)(x2 - u2f-lu2V+ïu2k du = 0

for 0 < x < a/2  and   k = 0, 1, 2, ....  Since every continuous function  g(zz) on

[0, x]  can be approximated uniformly by even polynomials in  zz,  it follows from

(16) that

fo(2^i7~-~u~2)(x2 _ u2)v-\2v*\(u)du = 0

for all continuous functions g on  [0, x],  0 < x < a/2.  Therefore

/(2v/x2 - zz2)(x2 - u2)v- lu2v+1 = 0    a.e.  for  0<u<x

(for every fixed 0 < x < a/2). Hence

/(2vx   -u2)=0    a.e. for 0 <zz <x

and every 0 < x < a/2, whence f(x) = 0 a.e. for 0 < x < a.

If /(x)=0(àx), 0 < x < oo,  where  X is any complex number, then its associated

function

fix, y) = f(x)fiy),       0 < x, y < oo.

This formula is due to Sonine. See [8,    formula (16), p. 367].

Thus by Proposition 2

(17) f™il(Xz)D(x, y, z)dpiz) = iliXx)iliXy)

tot 0 < x, y < oo and all complex numbers  À.

If / and  g ate elements of  L^fO, oo),  and if we set

(/x g)ix) = fâfâfiyWX*. y- z)dpiy)dpiz),
then  (/ x g)(x)  exists for almost all  0 < x < oo,  / x g e L^[0, oo), and (by Fubini's

theorem and (17))  if x g)   = f g, where

fit) =   C HixAfix) dpix),        0 < f < oo,

is the Hankel transform of / of order v - Vi . See [2]. (Equation (12) states that

if v = (N - D/2  then

/*0(x) = (2z7)N/2FxÔ(|x|).

This is the motivation for defining the  "x-convolution" as above.)
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Definition 2.   We denote by  P A\P, a) (0 < a < oo)  the set of Lebesgue measur-

able functions f on the interval [0, a) which are locally essentially bounded on

[0, a) and whose associated function fix, y)  is positive definite on (0, a/2) x

(0, a/2).  That is,

(18) ¿  ¿ a.U.fix., x) > 0
7=1    7=1

for all choices of complex numbers  a., a2, ■ ■ ■ , a    and any points x., x 7, ■ • • , x

on the interval (0, a/2).  The elements of P„[0, a) will be called positive definite

functions on [0, a).

It is clear that condition (18) is equivalent with

/o/2/o/2 /u yWxWy)dp(x)dp(y) > o

for all cj e C0[0, a/2) (or all cp e C~(0, a/2)).

3. The principal result.

Theorem 2.  A Lebesgue measurable function f on the interval [0, a)

(0 < a < oo)  has an integral representation of the form

(19) f(x) =  (°° Jil(xyfX) dy(X),     a.e.   for 0 < x < a,

where y is a bounded, positive Radon measure on  R  such that the integral

f™   il(xy/X) dy(X)  converges absolutely for every  0 < x < a,   if and only if f is

positive definite on [0, a).

The measure y may be chosen such that supp y C [0, oo) ((— »-.., 0])  if and

only if in addition to f e P   [0, a)

(20) jff(x, y)(- Acp)(x)cp~(y')dp(x) dp(y) > 0  (< 0)

for all cp e C~(0, a/2).  Here  Acp(x) = <p"U) + (2iVx)cp'(x).

Proof.   If / has an integral representation of the form (19), then, clearly,  / is

locally essentially bounded on  [0, a).   Further, by Proposition 2, Fubini's

theorem and (17)

fix, y) =  f   riK^U y. z)dp(z)dy(X)
= f°    Ü(x^)ü(y^)dy(X)     tot 0 < x, y < a/2.

Hence

t Zañf{xi'x? = S°.
2=1   ;1   7 = 1

¿ a.íHx.VX)
(=1

'dy(X)>0,
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and f ePv[0, a).
Conversely, suppose that / £ PjQ, a). Let £ (-a/2, a/2) be the space of even

complex valued  C°°-functions on  (- a/2, a/2)  with compact support.

2) (- a/2, a/2) is a vector subspace of 2)(- a/2, a/2) (the usual space of test

functions on (- a/2, a/2) of distribution theory with the Schwartz topology). We

endow 2) (- a/2, a/2) with the topology induced by -L(- a/2, a/2) and set E =

£ (- a/2, a/2).  E is a vector subspace of the nuclear space 2)(- a/2, a/2) and

therefore is nuclear. Clearly  E  is separable. On E we define a pseudo-inner

product by setting

(0, if/) = j"/2 ¡l/2 fix, y)(bix)djiy)dpix)dpiy)

for 0 and if/ in E.   (0 ,0) > 0 since / e P„[0, a).
If 0 6 E then 0 (0) = 0 since 0 is even. Therefore 0 (x) = xy Ax) for all

x, where  x s e E. Clearly

-» 0   (U )    as  x —» 0.
x

Thus,  yAO) = 0 (0)  and Xé>  ís uniquely determined by 0.
On E we define the operator A0 = - 0" - 2vxa,5  i-e-  (A(p)ix) = - 0 (x) -

(2^/x)0'(x) if x / 0 and - 0"(O) - 2i/0*(O) = - (1 + 2tA0"(O) if x = 0.  Clearly A
is a linear operator in E.  Furthermore, A  is continuous for

(21) |x¿,*_1)W|<¿     sup   |0(" + 1)(i)|    for « = 1,2, 3,...
1*1*1*1

and all x, where &    is a constant independent of 0.  (In fact k   = 1/ra is the

smallest possible constant for which the above inequality holds for all 0.  The

verification of this is left to the reader.)

From (21) follows that if (0  )  is a sequence in  E which converges to 0 then

Xa —'   0  in E, whence  A  is continuous.

Next we show that  A  is symmetric relative to the pseudo-inner product

(0, if/);  i.e., (A0,0) = (0, Aif/) for 0 and if/ in E. To see this we first show
that

(22) (A0) (/) = t2qbit)    for 0 e E and all complex t.

Indeed,  if K = [2V~'/2 TV + H)]" L

a"/t(x) = Kx     ¿x.

(A0)(x) = - x-2va-(*2v0'(*))A/x    if x / 0,

and therefore
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- (AcpÚt) = /<J^il(zx)(x2vcA'(x))'a'x = - Ktfü'(tx)x2vcp'(x)dx

= Ktr[x2vtil"(tx) + 2vx2v- lü'(tx)]cf,(x)dx = /j^Cn"(zx) + ^0'(/*)l dp(x)

by successive integration by parts.   But Bessel's differential equation for

Jv-y (*) implies that il (tx) + (2v/tx)H (tx) = - il(tx) for all complex t and x (if

we set il'(z)/z\   _0 = fi"(0)).  Therefore

(A0)O) = z2J"n(zx)cp(x)a'p(x) = t2cp(t)

tot all t.
From (22) follows that

(Acp x iff) (t) = t2cf,(t)yj(t) = cp(t)t2ifj(t) = (cp x A<f>)(t),

whence Acf> x ifj = cp" x Aifj.   But

(cp, if,) = fo/2faQ/2 fix, y)cp(x)dÂy)dp(x)dp(y) = J¡/(*)(</> x <À)(x) dp(x)

by Fubini's theorem.   Therefore

f(x)(Acp x i/r)U)rf/t(x) = J of(x)(cp x A^)(x)¿/x(x) = (cp, Aifj)

tot cp1  and </» in E.

In  E we introduce the involution  cp*(x) = c/>(x).  Clearly  Acp   = (A</>)    and

(cp , ifr) = (t/f, c/>) for all eA and ifj in E.   All conditions of the theorem of expan-

sion into generalized eigenvectors [4, Theorem l] are satisfied. Hence there

exists a bounded, positive Radon measure  p on  R, tot every  X e R  a sequence

of generalized eigenvectors   e AX) e E   ,   1 < k < d(X) + 1,  of A  (i.e.    (e,(A),  A<p)

= A(e^(A), cp) fot all cp e E  and  I <k < d(X) + 1)  such that

d(\)

I
k = \

(<P, ^)=f°_ao Z (<(A)' 0>KW> <A>W

for cp\, if, e E.  Here ci(A) is a p-measurable function with values in {l, 2, 3>  "•.»I

and there exists a p-null set N 0 such that  e,(À),   1 < k < d(X) + 1, ate linearly

independent if X 4 NQ.  Furthermore  supp p C [0, oo) ((_ oo, 0]) if (20) holds.  For

details see loc. cit.

Let  G = (- a/2, a/2).  Since e '(A) e 3) (G)' there exists a unique even dis-

tribution ekiX) on G (i.e.  efe(A) e Î)'(G) and (efe(A), rp) = (e^A), cf>) tot cp e ®(G);
here </>(x) = cp(- x)) whose restriction to E is  e>,(A),  1 < k < d(X) + 1, X e R.  See

[4, Proposition 1].
If cp e 3)(G) we set  cp" = ]/2 (cp + 0); cp" e E.   If now cA e ®(G) and  supp <p C

G - j0¡,  then clearly - Acp = Acp  and  (- Ac/i)H = - Acp     since  A  is invariant
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under reflection  0 —> 0,   supp 0 C R - \0\.  Hence, for all  0 £ £iG),   supp 0 C
G-Í0},

(ekiX), - A0) = (ekiX), (- A0)#) = (ekiX), - A0H) = A<efe(A), 0s) =   A<efc(A), 0)

since  e,(A)  is even.  Thus, the distribution eAA)  satisfies the differential equa-

tion

(23) -lAekiX) = XekiX)    in G-\0\,

1 < k < diX) + 1, A £ R.   'A denotes the transpose of A,

CA0)(x) = 0"(x) - (% 0(x))'  = 0"(x) - ^ qb'ix) + lj~ <pix),

0 £ i)(G),  supp 0 C G - \0\.  It follows that the distribution e,(A) is an even C°°-
function  e AX, x)  in  G - {Oj which satisfies the differential equation (23) [7,

Theorem IX, p. 128]  in the classical sense in G - \0\.  In fact e AX, x) is an

analytic function in x, 0 < |x| < a/2,  since the coefficients of  'A are analytic in

0 < |x|.
To find the general even solution of the differential equation (23),

_'Ae = -c" + (-ey   =Xe,       0<|x|,-■♦G')'
set e = |x|    y.   Then by a simple computation

(24) _y"_^y' = Ay, X/O.

The general even solution of this equation is, if A = 0,

iax\x\-2v+l + a2     it v/V2,
y(x) = < aj  and a2  are arbitrary constants.

I a, log |x| + a2        if v = A,

If A / 0,

y(x)=|x|-(l'-M)/(v/X|x|),        x/0,

where  /(z)  is the general solution of the Bessel equation

z2/"(z) + zj\z) + [z2 - iv - V2 )2]/(z) = 0,        z/0.

The simple computation is left to the reader.  Therefore

yix) = bx\x\-^-y2)]v_Yi (VX|x|) + b2\x\-^-y2)Nv_yiA*\x\),

x/0, where  bx  and  b2  ate arbitrary constants and  J v_y   is Bessel's function of

index v - Vi and N,,   ,,   is Neumann's function (or Bessel's function of the 2nd

kind) of index v — lA .
Thus,
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[C(0)|x|2v + D(0)|x|, 0 < |x| < a/2, if A = 0, v = lA,

[C(0)|x|2v + D(0)|x|2v log |x|,       0 < |x| < a/2, if A = 0, v + Vi,
and

ekiX, x) = CiX)\x\2va^JXx) + DiX)\x\v+1/2 Nv_1/2ivrX\x\),       0<\x\< a/2, itX/0,

where   C(A)  and  D(A)  are constants.  Since fi(0) = 1   we have in all cases

(25) ekiX, x) = CiX)\x\2vQ,isJ^x) + DiX)\x\ 2v6Xix),       0 < |x| < a/2,

where    ö0(x) = |x| 1 " 2 v  if  v ¿ A   and   log |x|    if   v  =   A    and    0x(x)  =
\x\-{v-y2)Nv_yiAÏ\x\) if A /0.

The function   |x|     Q\ix) is locally integrable at  x = 0  and therefore  e AX, x)

defines a distribution in G. Since  e AX) = eAX, x) (as distributions) in G - \0\,

e AX) = eAX, x) is a distribution in G with support in [0(.  Therefore

e¿k) = e¿K, x) + ¿  ckiX)8{k\

where c,(A),  k = 0, 1, . . . , n, ate constants and 8 is the Dirac delta measure.

Since   eAX) and  e, (A, x) are even distributions in  G,

n
y_  c,(A)S(   '   is an even distribution.

k=o

Thus,

¿ ckiX)qb{k)iO) = ¿ (-l)¿cfe(A)0a)(O)
fe=o ¿=0

for all  0 e 2)(G).   It follows that   c^(A) = 0  for  k odd.  Therefore

Z7Z

(26) ekiX) = ekiX,x)+  ¿ c2(fe(A)S(2fe).
fe=0

i2VrWe shall show that  efe(A) = ciX)\x\    Q,i\JX~x), A e P.   To prove this we first

show that

(27) (ekiX, x), A0) = X(ekiX, x), 0) - 20(0) jim   D(A)f2^'(e)
e-0 +

I 2vfor every 0 e E.   Indeed,  efe(A, x) = |x|   vyix),  where y satisfies (24).  Therefore,

if 0 eE

(ekiX, x), Aqb) = 2 j"o/2x2vyix)iA(p)ix)dx = - 2 ̂ 2 yix)ix2v qb'ix))'dx

= 2fao/2x2vy'ix)é'ix)dx,   tot 0'(O) = O
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and  lime_^0    t    y(e) = litne_^0    e,(A, e) exists (in fact this limit is 0  as is easily

verified).  Therefore

(e,(X, x), AcpA) = 2\a'1(x2vy'(y))cp'(x)dx=2  lim    [^ (x2vy (x))cp'(x)dx
*■ J u e^o +J e

-- 2 hm   x    y \x
f-0 +

a/2i   2v   11   \\i)cp(x)-2jao/'(x2Vy'(x))'cp(x)a'x

a/l,= -20(0)  lim   c2vy'(c) + 2Xr   (x2vy(x))cp(x)dx
f-0 + J °

= A(e,(A, x), cp) - 20(0) lim   D(A)í2X(í)
* e-0 +

for y(x) = C(A)n(VXx) + DiX)dxix) by (25) and

d£l(\fi: = sfxn'io) = o.
x = 0ax

Now,

(ekiX), Acp) = z\(3fe(A), cp)    for all 0 e E,

A e £ and  1 < k < diX) + 1. Therefore by (26)
m vn

(ekiX, x), Acp) +  £ c2fe(A)(A«p)(2i:)(0) = X(ekiX, x), 0) + A ¿ cu(A)0(2fe)(O).
zé=0 ze=0

Hence, by (27),

(28) -20(0) lim   D(A)e2X(<)+   V c7t(A)(A0)(2^(O) - X V   c,.(a)0u*'(O) = 0.

Since (28) holds for all 0 £ E, the coefficients of 0(0), 0"(O), . . ., 0(2m+2)(O)
in (28) are all  0.  Now  iAcp)i0) = - (1 + 2iv)0"(O),and by a simple computation

U0)(2*>(O) = - fl+_^-J0<2* + 2>(O),       4 = 0,1,2,....

Therefore the coefficient of cp(2m+2)iO),

~c2 m(A)(1+T^-l)=0'¿m       \       Jm + 1 /

whence,  c2   (A) = 0. Continuing this way we see that cQ(A) = c2(A) = ... =

c2   (A) = 0 for every A £ P.   Therefore  efe(A) = e^U, x) and

(29) lim   D(X)e2v9'Ae) = 0,       X £ R.
e-0 +
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But limf_0+ í2vd{ic) ¿ 0.  The reader will verify that when A= 0,limf-0   e2vd'^e) = 1
if V » A, ( 1 - 2v)  if V 4 A and

a-, .»ru>.*"*W*"*>'**>  ifAlz„.

It follows therefore from (29) that  D(A) = 0 for all   X £ R.   Hence

e^A) = C(A)|x|2vQ(v^x),        X£R.

Therefore  diX) = 1    p-a.e. and

(exiX), qb)(exiX), </-) =
2C(A) ra/2  ra/lrT^íK^fiy^^)^)^^^^)

belongs to  L (p)  for all 0 and  </> in  E.   Therefore  A —» 4K~  |C(A)|     is p-measur-

able and if we set dy{X) = 4K~2|C(A)| 2dpiX),

(0, iA) = /o/2Jo' 2^(x- yWv^^WW
= j°°_x j'aQ/2 J^/2fi(xv^)fi(y^X)0(x)0(y") ^(Aa-ftty) ay(A).

We now proceed mutatis mutandis as in the proof of [4, Theorem 3l«

If  0 < x    < a/2  is an arbitrary but fixed point, choose a sequence (0 )  in   E

such that  0n > 0,    f"' 20n a/t = 1  and  supp (f>n C\x £ R\\\x\ - x \ < l/n\.  Then

j       fi(xy/A)0 (x)ax—► fi(x y/X)    as  zz

and therefore upon substitution of  0    for 0 and iff in (30) and letting n —► oo we obtain

by Fatou's lemma and (ii) of Proposition 2

C°°   iilix JX))2dyiX) < lim   f/2 fa/2fix, y)(bnix)cbniy)dpix)dpiy) = fix     x).

Therefore if  0 < x, y < a/2,

j1jQixAÄMysß)\dyiX) < (j™JÇlixAlù)2dy(X)Y/2 (f™jaiyyß)2dy<X)\

<fix, x)V2fiy, yYÁ.
(3D

Now

fix, x) = [" fiz)Dix, x, z)dpiz) < esssup|/(z)| <oo,       0 < x < a/2,
Jü 0<z<2x

and therefore by  Fatou's lemma if x   —» 0,  0 < x   < a/2,J n n '

dyiX) < lim fix , x ) =  lim    fix, x) < oo.
J    -OO       ' -     -—    ' ZZ 7Z -7T        'J n—oo x—0 +

Thus  y is a bounded positive Radon measure.

Next we show that
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(32) fix, y) = j°°^iKxsJDiKys/MdyiX),       0 < x, y < a/2

To see this we first note that

jToo J0/2 Jo/2 'QU^ß(y\fà0(^)vXy)Idp(x)dp(y)dyiX)
< /J100^J^/2|Q(xx/Ä)0(x)| 2dp(x)dyiX)Y (fxfao/2\il(yyJX)if,(y)\2dp(y)dy(X)\ *
= (0, cf))(ifj, ifj) < oo     for all  0 and  if, in  E.

Therefore from (30) by Fubini's theorem

(33)     /¡/2/¡/2/U' y)&x)*Jy)dp(x)dpiy) = f/2 f/2Kix, y)cp(x)4^)dp(x)dp(y)
fot all  0 and  if, in   E,   where

Kix, y) = f°° Jlixs/X)iliysß)dyiX),        0 < x, y < a/2.

K(x, y) is continuous on [0, a/2) x [0, a/2) for

ix, y) — j™ilixs/X)iliyJX)dyiX)

is continuous on  R x R by the Lebesgue bounded convergence theorem since

|ft(z)| < 1 for 0 < z <oo  and

(x, y) - f° Jl{*j7)Qiyy/))dyiX)
is continuous on [0, a/2) x [0, a/2)  by the Lebesgue dominated convergence

theorem because   1 <il(ix) <il(ix J  fot 0 < x < x    < oo  and (31) holds.

From (33) and the fact that /(x, y)  and  K(x, y)  ate both continuous on

(0, a/2) x (0, a/2) follows that

f(x, y) = K(x, y)        for  0 < x, y < a/2,  i.e.   (32).

Next we define the function k(x),   0 < x < a,   by k(x) = J"!^ooil(xy/A)a'y(A). This

integral converges absolutely for  0 < x < a.   Indeed, if 0 < x < a/2 then

fix, x) = j°°Jil(xy/X))2dy(X) = f°°_xjy(,fXz)D(x, x, z)du(z)dyiX)

= [" [°°Jl(<JXz)D(x, x, z)dyiX)dpiz).

The change of order of integration is justified  for

f° oo\moilisJXz)Dix, x, z)dpiz)dyiX) =   Pf°    il(<JXz)D(x, x, z)dy{X)dpiz)

since the integrand is nonnegative.   Further

f™nil(</Xz)\D(x, x, z)dp(z)dyiX)

- r JoDU- *■ z)MzWti = rdyix) < rjyiti < «.
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Therefore Fubini's theorem applies.

From (34) follows by Fubini's  theorem that

f°°   \iliyfiz)\Dix, x, z)ay(A) <oo,     ft-a.e.

Hence, since  Dix, x, z) / 0 for 0 < z < 2x,

i~Jfi(v/Âz)|a'y(A) <oo    a.e.  for 0 < z < 2x.

But  j°^|Çli\/Xz)IdyiX) <oo  for all  0 < z < oo   and  x —» fi(\/Ax)   is monotonically in-

creasing if A < 0.  Therefore

j°° JQ{\ß.z)\dyiX) < oo     for all  0 < z < 2x

and since  0 < x < a/2 was arbitrary

f°°   \Q,iJXz)\dyiX) <oo     forall0<z<a.
J _oo

From what precedes also follows by the Lebesgue dominated convergence

theorem that kix)  is continuous on 0 < x < a and fix, y)  is the associated func-

tion of k.  Indeed

kix, y) =   rkiz)Dix, y, z)dpiz) = j"j°°Jli<fXz)Dix, y, z)dyiX)dpiz)

= J*° JaQ.isJXz)Dix, y, z)dpiz)dyiX) = ̂ JlixJX)ÇliyJX)dyiX)
= fix, y)    for 0 < x, y < a/2,

by Fubini's theorem and (17).  Therefore by Lemma 1

fix) = kix)     a.e.     for  0 < x < a.

That is,

f(x)= pJKxx/ÂVyU)     a.e.   for  0 < x < a.

Finally, if

fix) =   P°   Qixyß)dyiX)    a.e.     for 0 < x < a,
J _oo

where the integral converges absolutely for 0 < x < a, and supp y C

[0, oo)((- oo, 0]),  then for all 0 £ E

¡¡fix, y)(- &<p)ixjjÄy)diiix)diiiy)

= J|jJO00ofi(zv/X)D(x, y, z)(- bqb)ix)çJy)dyiX)dpiz)dpix)dpiy)
=  f°°     ((faizJX)Dix, y, z)i~ Aqb)ix)qJy)dpiz)dpix)dpiy)dyiX)

= J"°° J_ A0)'(v/X)0(v/A)a'y(A) = J^/I^v^l 2ay(A) > 0    (< 0)
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by successive application of  Fubini's theorem and (22).   This completes the proof.

Corollary 1.   If j £ P Ä0, a)   there exists a continuous function  k £ P   [0, a)

such that f(x) = k(x)    a. e.

Corollary 2.  A continuous function f on the interval [0, a) (0 < a < oo)  has an

integral representation of the form

fix) =  f°°   ilix^/DdyiX)     for all 0 < x < a,

where y is a bounded, positive Radon measure on R,   if and only if f e P„[0, a).

Corollary 3.  [ll.   A function f e L   [0, oo)  irelative to the Lebesgue measure)

has an integral representation of the form

f(x) =   r°il(xt)dy(t)     a.e.   for 0 < x < oo,

where y is a bounded, positive Radon measure on [0, oo),   if and only if f e

Pv[0,  oo).

Lemma 2.   A continuous function f e P   [0, a)  is [v\-times continuously dif-

ferentiable.   See [6, Lemma 4, p. 822].

Proof.   If f e P„[0, a)  is continuous

f(x) =   f°° il(xJX)dy(X),        0 < x < a,
J  —oo

by Corollary 2.  Now  x —» f     il(x\/X)dy(X)  is an analytic function on - a < x < a

fot

Q(xVA) = ¿ (- l)kck(xjX)2k = ¿ ckx2k(- X)k,
Za = 0 Ze = 0

where the coefficients ck > 0,  k = 0, 1, 2, • • •.  Therefore

j°_Jl(xJX)dy(X) = £    (ckflJ- X)kdyiX)\
ze = 0   V /

x2fe

for  | x| < a.
Next we show that g(x) = J^°íí(xy/A)o'y(A)   is [v]-times continuously dif-

ferentiate on  R.  We proceed as in [6, Lemma 4., p. 822].

(35) Í9^.Q(*\V^>/30*.
dxk

From il(x) = c x~ a] (x),  where a= v - V2 and  c    is a positive constant, follows

that

c; Wx) = /^>(x)x-a- (j)a/«-1\x)x-a-1 + ... ± a(a + 1) . -• (a+- k - l)/^*-*"*.
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Hence, since J^Xx) =0(x_M),  we have ilik\x) = tXx-a-H) = 0(x_v).  Therefore

by (35)

It follows that if k<v,  i.e.  & < [i/l,  then

g<**x) =  r'9fenUv^)a-y(A)
J°      5xfe

for all  x e R.
Suppose  / is a function of class  C    on the interval [O, a),   then by a simple

computation

(36) r/(x)(A0)(x)op(x) = J"(A/)(x)0U)op(x)

for all 0 £ ^(Oi a).  Indeed, since dp(x) = /Cx    dx, where  K is a constant,

j"*/(x)(A0)(x)op(x) = K^QfÍx)(hcp)(x)x2vdx

= K^Qf(x)(x2vcP'(x))'dx = - K f/'(x)*2 VW**

= KJ""0(x)(x27'(x))'ax= jao(Af)(x)cPAx)dp(x).

From (36) follows that condition (20) of Theorem 2

¡(fix, y)(- ^)(x)cpTy)dp(x)dp(y) = J/U)((- A0) x 0)(x)op(x)

= jfix)i- A(0 x 0))(x)4i(x) = ¡(- A/)(x)(0 x 0)(x)4i(x) > 0    (< 0)

for all  0 £ G°°(0, a)  is equivalent to - A/ (A/) £ Ey[0, a).  Combining this with
Lemma 2 we may restate the last part of Theorem 2 as follows.

Theorem 3.  Suppose v > 2.  A continuous function f on [0, a) (0 < a < oo) ¿as

aa integral representation of the form

fix) = j°°oilixt)dßit), Ux) = ̂ il(ixt)dß(t)\

for 0 < x < a,   where ß is a bounded, positive Radon measure on [0, oo),   if and

only if f and - A/(A/)  belong to Pv[0, a).

We conclude this paper with the following theorem.

Theorem 4.  P„[0, a) 3 P [0, a) if v < p and a function f e Pjo, a) =

II     nP [0, a)   if   and   only    if   f   has an integral representation of the

form
2

Ax) =   (°°    ex  'dcoit)     a.e.   for 0 < x < a,
J  _oo
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where co is a bounded, positive  Radon measure on R such that
Joo 2

_ooex  ldcuit) < oo  for all 0 < x < a.

Proof.  We start with the identity [8, p. 3731

/ (z) = —fÜ-r/2jAz sin ÖKsin «Mcos 6)2a+1d6
a+ß+l 2ar(a+ 1) Jo     ß

a> - 1,  ß > - I,  z any complex number.   From it follows that if p > v (> 0)

(37) fi„,   ,(z) =  r/2fi(z sin 6)daid)
¿hL + l J   0

for all complex numbers  z.   Here  0 = 0-     j  and a is a bounded, positive Radon

measure on [0, 77]  (depending upon v and ft).

If now / e P [0, a),  v < p,  then by Theorem 2 / has an integral representation

(38) /(x) = J^ooa2/Li + 1(xN/Ä)a'y(A)     a.e.   for  0 < x < a,

where  y is a bounded, positive Radon measure on [O, a)  for which

°°Jfi2iLi+1(x,/X)|ay(A) < 00    for 0 < x < a.

Let fix, y),   0 < x, y < a/2,  be the associated function of / relative to v,

then

fix, y) = $aofiz)Dix, y, z)dpiz) = faJ™Jl2fiJzAÏ)Dix, y, z)dyiX)dpiz)

= ¡"0f°° J7^2 ÍKV* sin 0)/X*, y. *W(0WyU)4zU)
= Jf00   r/2Jaoa(2v/ÄsinÖ)/)(x, y, z)a-zaU)aa(0)aV(A)

= J^ (n/2 Üix/X sin Ö)n(yv/Ä sin d)daid)dy(A),      0 < x, y < a/2,

by (38), (37),   Fubini's theorem and (17) in that order.   From the last equality

follows that / £ Pv[0, a);  i.e.  Pv[0, a) D P^[0, a).
From what precedes follows that P^tO, a) = M P., ,N_.,[0, a) as N ranges

over the integers 2, 3, 4, • • • . In [4] we proved [loc. cit., Theorem 5l that a con-

tinuous function

k ePM(N_n[0, a)    for N= 2, 3, 4, -..,

if and only if k has a representation of the form
2

kix) =  (°°   e* -'awU)    for 0 < x < a,
J  -oo

where  ta  is a bounded, positive Radon measure on   R.   But to every    / £ P [O, a)

there exists a (unique) continuous ze e Pv[0, a)  such that /(x) = kix)  a.e., by
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Corollary 1.  Hence, to every / £ P^tO, a) there exists a (unique) continuous k £

Px[0, a)  such that  fix) = kix) a.e.   Therefore, from what precedes, a function  /

on [0, a) belongs to  PjO, a) if and only if there exists a bounded, positive

Radon measure a on R such that

fix) = ¡^^e* 'dcúit)    a.e.  fot 0 < x < a.
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