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#### Abstract

The sufficient optimality conditions and duality results have recently been given for the following generalised convex programming problem: $$
\text { Minimise } f(x) \text {, subject to } g(x) \leq 0, x \in X_{0} \subset \mathbf{R}^{n}
$$ where the functions $f$ and $g$ satisfy $$
x, a \in X_{0} \Rightarrow\left\{\begin{array}{l} f(x)-f(a)-f^{\prime}(a) \eta(x, a) \geq 0 \\ g(x)-g(a)-g^{\prime}(a) \eta(x, a) \geq 0 \end{array}\right.
$$ for some $\eta: X_{0} \times X_{0} \rightarrow \mathbb{R}^{n}$. It is shown here that a relaxation defining the above generalised convexity leads to a new class of multi-objective problems which preserves the sufficient optimality and duality results in the scalar case, and avoids the major difficulty of verifying that the inequality holds for the same function $\eta(.$, .) . Further, this relaxation allows one to treat certain nonlinear multi-objective fractional programming problems and some other classes of nonlinear (composite) problems as special cases.


## 1. Introduction

Consider the constrained multi-objective optimisation problem
(VP) V-Minimise $\left(f_{1}(x), \ldots, f_{p}(x)\right)$ subject to $g(x) \leq 0$,
where $f_{i}: X_{0} \rightarrow \mathbb{R}$ and $g: X_{0} \rightarrow \mathbb{R}^{m}$ are differentiable functions and $X_{0}$ is an open set in $\mathbb{R}^{n}$. Note here that the symbol "V-Minimise" stands for vector minimisation. This is the problem of finding the set of weak minimum

[^0][13] for points (VP). When $p=1$, the problem (VP) reduces to a scalar optimisation problem and it is denoted by ( P ). Convexity of the scalar problem $(P)$ is characterised by the inequalities
\[

$$
\begin{aligned}
& f_{1}(x)-f_{1}(a)-f_{1}^{\prime}(a) \quad(x-a) \geq 0 \\
& g(x)-g(a)-g^{\prime}(a)(x-a) \geq 0, \quad \forall x, a \in X_{0}
\end{aligned}
$$
\]

Hanson [9] observed that the functional form $(x-a)$ here plays no role in establishing the following two well-known properties in scalar convex programming:
(S) Every feasible Kuhn-Tucker point is a global minimum.
(W) Weak duality holds between (P) and its associated dual problem.

Having this in mind, Hanson [9] considered problem (P) for which there exists a function $\eta: X_{0} \times X_{0} \rightarrow \mathbb{R}^{n}$ such that

$$
\begin{align*}
& f_{1}(x)-f_{1}(a)-f_{1}(a)^{\prime} \quad \eta(x, a) \geq 0  \tag{I}\\
& g(x)-g(a)-g^{\prime}(a) \eta(x, a) \geq 0
\end{align*} \quad \forall x, a \in X_{0}
$$

and showed that such problems (known now as invex problems [4, 5, 8]) also possess properties (S) and (W). Since then, various generalisations of conditions (I) to multi-objective problems and many properties of functions that satisfy (I) have been established in the literature, e.g. [1, 5, 8, 10]. However, the major difficulty is that the invex problems require the same function $\eta(x, a)$ for the objective function and the constraints. This requirement turns out to be a severe restriction in applications. Because of this restriction, pseudolinear multi-objective problems [3] and certain nonlinear multiobjective fractional programming problems require separate treatment as far as optimality and duality properties are concerned.

In this paper we show how this situation can be improved and how the properties ( S ) and ( W ) can be extended to hold for generalised invex multiobjective problems and certain multi-objective fractional problems. To this end, we modify the condition (I) in the next section as follows.

## 2. New classes of generalised convex vector functions

A vector function $f: X_{0} \rightarrow \mathbb{R}^{p}$ is said to be $V$-invex if there exist functions $\mu: X_{0} \times X_{0} \rightarrow \mathbb{R}^{p}$ and $\alpha_{i}: X_{0} \times X_{0} \rightarrow \mathbb{R}_{+} \backslash\{0\}$ such that for each $x, a \in X_{0}$, and for $i=1,2, \ldots, p$,

$$
f_{i}(x)-f_{i}(a)-\alpha_{i}(x, a) f_{i}^{\prime}(a) \eta(x, a) \geq 0
$$

When $p=1$, the definition of V-invexity reduces to the notion of invexity in the sense of Hanson [9] with $\eta(x, a) \equiv \alpha_{1}(x, a) \eta(x, a)$. When $p=1$ and $\eta(x, a) \equiv x-a$, the condition reduces to strong pseudo-convexity condition (see [11, 2]). The problem (VP) is said to be V-invex if the vector function $\left(f_{1}, \ldots, f_{p}, g_{1}, \ldots, g_{m}\right)$ is V-invex. Equivalently, V-invexity of (VP) means that there exist functions $\mu: X_{0} \times X_{0} \rightarrow \mathbb{R}^{n}$ and $\alpha_{i}, \beta_{j}: X_{0} \times$ $X_{0} \rightarrow \mathbb{R}_{+} \backslash\{0\}, i=1,2, \ldots, p, j=1,2, \ldots, m$ such that

$$
x, a \in X_{0} \Rightarrow\left\{\begin{array}{l}
f_{i}(x)-f_{i}(a)-\alpha_{i}(x, a) f_{i}^{\prime}(a) \eta(x, a) \geq 0  \tag{VI}\\
g_{j}(x)-g_{j}(a)-\beta_{j}(x, a) g_{j}^{\prime}(a) \eta(x, a) \geq 0
\end{array}\right.
$$

The invex [resp. convex] case corresponds of course to $\alpha_{i}(x, a)=1$, for $i=1,2, \ldots, p$, and $\beta_{j}(x, a)=1$, for $j=1,2, \ldots, m$ [resp. $\eta(x, a) \equiv$ $x-a$, and $\alpha_{i}(x, a)=1=\beta_{j}(x, a)$, for $\left.i=1,2, \ldots, p, j=1,2, \ldots, m\right]$. When $\eta(x, a) \equiv x-a$ and $p=1$, the scalar problem (P) becomes the strongly pseudo-convex programming problem [2]. Note also that linear fractional multi-projective programs and pseudolinear multi-objective programs [3] are V-invex problems. Moreover, invex multi-objective problems are necessarily V-invex, but not conversely. For a simple example, consider

$$
\min _{x_{1}, x_{2} \in \mathbf{R}}\left(\frac{x_{1}^{2}}{x_{2}}, \frac{x_{2}}{x_{1}}\right) \text { subject to } 1-x_{1} \leq 0,1-x_{2} \leq 0
$$

Then, it is easy to see that this problem satisfies the condition (VI) with $\alpha_{1}(\underset{\sim}{x}, \underset{\sim}{a})=a_{2} / x_{2}, \alpha_{2}(\underset{\sim}{x}, \underset{\sim}{a})=a_{1} / x_{1}, \beta_{1}(\underset{\sim}{x}, \underset{\sim}{a})=1$, for $=1,2$, and $\eta(x, a)=x-a$; but clearly, the problem does not satisfy the invexity condition with the same $\eta$. It is also worth noting that the functions involved in (VP) are invex, but (VP) is not necessarily invex.

It is known that invex problems can be constructed from convex problems by certain nonlinear coordinate transformations, see [4,5]. In the following example, we see that V-invex functions (problems) can be formed from certain nonconvex functions (problems) [in particular, from convex-concave or linear fractional functions (problems)] via coordinate transformations.

Example 2.1. Consider the function $h: \mathbb{R}^{n} \rightarrow \mathbb{R}^{p}$ defined by

$$
h(x)=\left(f_{1}(\phi(x)), \ldots, f_{p}(\phi(x))\right)
$$

where $f_{i}: \mathbb{R}^{n} \rightarrow \mathbb{R}, i=1,2, \ldots, p$, are strongly pseudo-convex functions with real positive functions $\alpha_{i}(x, a), \phi: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ is surjective with $\phi^{\prime}(a)$ onto for each $a \in \mathbb{R}^{n}$. Then, the function $h$ is $V$-invex. To see this, let $x$, $a \in \mathbb{R}^{n}, u=\phi(x), v=\phi(a)$. Then, by strong pseudo-convexity,

$$
\begin{aligned}
f_{i}(\phi(x))-f_{i}(\phi(a)) & =f_{i}(u)-f_{i}(v) \\
& \geq \alpha_{i}(u, v) f_{i}^{\prime}(v)(u-v)
\end{aligned}
$$

Since $\phi^{\prime}(a)$ is onto, $u-v=\phi^{\prime}(a) \eta(x, a)$ is solvable for some $\eta(x, a) \in \mathbb{R}^{n}$. Hence,

$$
\begin{aligned}
f_{i}(\phi(x))-f_{i}(\phi(a)) & \geq \alpha_{i}(u, v) f_{i}^{\prime}(v) \phi^{\prime}(a) \eta(x, a) \\
& =\bar{\alpha}_{i}(x, a)\left(f_{i} \circ \phi\right)^{\prime}(a) \eta(x, a)
\end{aligned}
$$

where $\bar{\alpha}_{i}(x, a)=\alpha_{i}(\phi(x), \phi(a))>0$.
Example 2.2. Consider the composite vector function $h(x)=\left(f_{1}\left(F_{1}(x)\right)\right.$, $\ldots, f_{p}\left(F_{p}(x)\right)$ ), where for each $i=1,2, \ldots, p, F_{i}: X_{0} \rightarrow \mathbb{R}$ is continuously differentiable and pseudolinear with the positive proportional function $\alpha_{i}(.,$.$) , and f_{i}: \mathbb{R} \rightarrow \mathbb{R}$ is convex. Then, $h$ is V-invex with $\eta(x, a)=x-a$. This follows from the following convex inequality and pseudolinear equality conditions:

$$
\begin{aligned}
f_{i}\left(F_{i}(x)\right)-f_{i}\left(F_{i}(a)\right) & \geq f_{i}^{\prime}\left(F_{i}(a)\right)\left(F_{i}(x)-F_{i}(a)\right) \\
& =f_{i}^{\prime}\left(F_{i}(a)\right) \alpha_{i}(x, a) F_{i}^{\prime}(a)(x-a) \\
& =\alpha_{i}(x, a)\left(f_{i} \circ F_{i}\right)^{\prime}(a)(x-a)
\end{aligned}
$$

For a simple numerical example of a composite vector function, consider $h\left(x_{1}, x_{2}\right)=\left(e^{x_{1} / x_{2}}, \frac{x_{1}-x_{2}}{x_{1}+x_{2}}\right)$, where $X_{0}=\left\{\left(x_{1}, x_{2}\right) \in \mathbb{R}^{2} \mid x_{1} \geq 1, x_{2} \geq 1\right\}$.

Example 2.3. Consider the function

$$
p(x)=\left(f_{1}\left(\left(h_{1} \circ \psi\right)(x)\right), \ldots, f_{p}\left(\left(h_{p} \circ \psi\right)(x)\right)\right)
$$

where each $h_{i}$ is pseudolinear on $\mathbb{R}^{n}$ with proportional functions $\alpha_{i}(x, a)$, $\psi$ is a differentiable mapping from $\mathbb{R}^{n}$ onto $\mathbb{R}^{n}$ such that $\psi^{\prime}(a)$ is surjective for each $a \in \mathbb{R}^{n}$, and $f_{i}: \mathbb{R} \rightarrow \mathbb{R}$ convex for each $i$. Then $p$ is V-invex. To see this, let. $u=\psi(x), v=\psi(a)$. Then, by the pseudolinearity condition, we get

$$
\begin{aligned}
h_{i}(\psi(x))-h_{i}(\psi(a)) & =h_{i}(u)-h_{i}(v) \\
& =\alpha_{i}(u, v) h_{i}^{\prime}(v)(u-v)
\end{aligned}
$$

Since $\psi^{\prime}(a)$ is onto, $u-v=\psi^{\prime}(a) \eta(x, a)$ is solvable for some $\eta(x, a) \in \mathbb{R}^{n}$. Hence,

$$
\begin{aligned}
h_{i}(\psi(x))-h_{i}(\psi(a)) & =\alpha_{i}(u, v) h_{i}^{\prime}(v) \psi^{\prime}(a) \eta(x, a) \\
& =\bar{\alpha}_{i}(x, a)\left(h_{i} \circ \psi\right)^{\prime}(a) \eta(x, a)
\end{aligned}
$$

where $\bar{\alpha}_{i}(x, a)=\alpha_{i}(\psi(x), \psi(a))>0$. Hence,

$$
\begin{aligned}
f_{i}\left(\left(h_{i} \circ \psi\right)(x)\right)-f_{i}\left(\left(h_{i} \circ \psi\right)(a)\right) & \geq f_{i}^{\prime}\left(\left(h_{i} \circ \psi\right)(a)\right)\left(\left(h_{i} \circ \psi\right)(x)-\left(h_{i} \circ \psi\right)(a)\right) \\
& =f_{i}^{\prime}\left(\left(h_{i} \circ \psi\right)(a)\right) \bar{\alpha}_{i}(x, a)\left(h_{i} \circ \psi\right)^{\prime}(a) \eta(x, a)
\end{aligned}
$$

We now show that the V -invexity is preserved under a smooth convex transformation.

Proposition 2.1. Let $\psi: \mathbb{R} \rightarrow \mathbb{R}$ be differentiable and convex with positive derivative everywhere; let $h: X_{0} \rightarrow \mathbb{R}^{p}$ be V-invex. Then, the function

$$
h_{\psi}(x)=\left(\psi\left(h_{1}(x)\right), \ldots, \psi\left(h_{p}(x)\right), \quad x \in X_{0}\right.
$$

is V-invex.
Proof. Let $x, a \in X_{0}$. Then, from the monotonicity of $\psi$ and V -invexity of $h$, we get

$$
\begin{aligned}
\psi\left(h_{i}(x)\right) & \geq \psi\left(h_{i}(a)+\alpha_{i}(x, a) h_{i}^{\prime}(a) \eta(x, a)\right) \\
& \geq \psi\left(h_{i}(a)\right)+\psi^{\prime}\left(h_{i}(a)\right) \alpha_{i}(x, a) h^{\prime}(a) \eta(x, a) \\
& =\psi\left(h_{i}(a)\right)+\alpha_{i}(x, a)\left(\psi \circ h_{i}\right)^{\prime}(a) \eta(x, a) .
\end{aligned}
$$

Thus, $h_{\psi}(x)$ is V-invex.
The notions of pseudo-invexity and quasi-invexity for a scalar function can now be extended to a vector function. A vector function $f: X_{0} \rightarrow \mathbb{R}^{p}$ is said to be V -pseudo-invex if there exist functions $\mu: X_{0} \times X_{0} \rightarrow \mathbb{R}^{p}$ and $\beta_{i}: X_{0} \times X_{0} \rightarrow \mathbb{R}_{+} \backslash\{0\}$ such that for each $x, a \in X_{0}$,

$$
\sum_{i=1}^{p} f_{i}^{\prime}(a) \eta(x, a) \geq 0 \Rightarrow \sum_{i=1}^{p} \beta_{i}(x, a) f_{i}(x) \geq \sum_{i=1}^{p} \beta_{i}(x, a) f_{i}(a) .
$$

The vector function $f$ is said to be $\mathbf{V}$-quasi-invex if there exist functions $\mu: X_{0} \times X_{0} \rightarrow \mathbb{R}^{p}$ and $\gamma_{i}: X_{0} \times X_{0} \rightarrow \mathbb{R}_{+} \backslash\{0\}$ such that for each $x, a \in X_{0}$,

$$
\sum_{i=1}^{p} \gamma_{i}(x, a) f_{i}(x) \leq \sum_{i=1}^{p} \gamma_{i}(x, a) f_{i}(a) \Rightarrow \sum_{i=1}^{p} f_{i}^{\prime}(a) \eta(x, a) \leq 0 .
$$

It is apparent from the condition (VI) that every V-invex function is V -pseudo-invex and V-quasi-invex. Recall that a point $a \in \mathbb{R}^{n}$ is said to be a (global) weak minimum of a vector function $f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{p}$ if there exists no $x \in \mathbb{R}^{n}$ for which $f_{i}(x)<f_{i}(a), i=1,2, \ldots, p$.

Proposition 2.2. Let $f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{p}$ be V-invex. Then $a \in \mathbb{R}^{n}$ is a (global) weak minimum of $f$ if and only if there exists $0 \neq \tau \in \mathbb{R}^{p}, \tau_{i} \geq 0$, $\sum_{i=1}^{p} \tau_{i} f_{i}^{\prime}(a)=0$.

Proof. ( $\Rightarrow$ ) Suppose that $a$ is weak minimum for $f$. Then the following linear system

$$
x \in \mathbb{R}^{n}, \quad f_{i}^{\prime}(a) x<0, \quad i=1,2, \ldots, p
$$

is inconsistent. Hence, the conclusion follows from the Gordan Alternative Theorem [7].
$(\Leftarrow)$ Assume that $\sum_{i=1}^{p} \tau_{i} f_{i}^{\prime}(a)=0$, for some $0 \neq \tau \in \mathbb{R}^{p}, \tau_{i} \geq 0$. Suppose that $a$ is not a weak minimum for $f$. Then there exists $x_{0} \in \mathbb{R}^{n}$ such that $f_{i}\left(x_{0}\right)<f_{i}(a), i=1,2, \ldots, p$. Since $f$ is V-invex, there exist $\alpha_{i}\left(x_{0}, a\right)>0, i=1,2, \ldots, p$, and $\eta\left(x_{0}, a\right) \in \mathbb{R}^{n}$ such that

$$
\frac{1}{\alpha_{i}\left(x_{0}, a\right)}\left(f_{i}\left(x_{0}\right)-f_{i}(a)\right) \geq f_{i}^{\prime}(a) \eta\left(x_{0}, a\right)
$$

So, $\sum_{i=1}^{p}\left(\tau_{i} / \alpha_{i}\left(x_{0}, a\right)\right)\left(f_{i}\left(x_{0}-f_{i}(a)\right)<0\right.$, and hence $\sum_{i=1}^{p} \tau_{i} f_{i}^{\prime}(a) \eta\left(x_{0}, a\right)<$ 0 . This is a contradiction.

Remark 2.1. From Proposition 2.2 we see that for a V-invex vector function every critical point (i.e. $f_{i}^{\prime}(a)=0, i=1,2, \ldots, p$ ) is a global weak minimum.

## 3. Sufficiency and duality

In this section we extend the properties (S) and (W) for the multi-objective V-invex problem.

Theorem 3.1. Consider the multi-objective problem (VP). Suppose that the Lagrange multiplier conditions that $\sum_{i=1}^{p} \tau_{i} f_{i}^{\prime}(a)+\sum_{j=1}^{m} \lambda_{j} g_{j}^{\prime}(a)=0$, $\lambda_{j} g_{j}(a)=0, \tau \in \mathbb{R}^{p}, \tau \neq 0, \tau \geq 0, \lambda \in \mathbb{R}^{m}, \lambda \geq 0$, hold at a feasible point $a \in X_{0}$. If $\left(\tau_{1} f_{1}, \ldots, \tau_{p} f_{p}\right)$ is $V$-pseudo-invex with respect to $\mu$ and $\left(\lambda_{1} g_{1}, \ldots, \lambda_{m} g_{m}\right)$ is $V$-quasi-invex with respect to $\mu$ then $a$ is a global weak minimum point for (VP).

Proof. Suppose that $a$ is not a global minimum point. Then there exists feasible $x_{0} \in X_{0}$ such that $f_{i}\left(x_{0}\right)<f_{i}(a), i=1,2, \ldots, p$. So, $\sum_{i=1}^{p} \beta_{i}\left(x_{0}, a\right) \tau_{i} f_{i}\left(x_{0}\right)<\sum_{i=1}^{p} \beta_{i}\left(x_{0}, a\right) \tau_{i} f_{i}(a)$. Now by the V-pseudoinvexity condition, we get $\sum_{i=1}^{p} \tau_{i} f_{i}^{\prime}(a) \mu\left(x_{0}, a\right)<0$. Since the Lagrangian conditions hold at $a$,

$$
\sum_{j=1}^{m} \lambda_{j} g_{j}^{\prime}(a) \mu\left(x_{0}, a\right)>0
$$

From the V-quasi-invexity condition, we get

$$
\sum_{j=1}^{m} \gamma_{j}\left(x_{0}, a\right) \lambda_{j} g_{j}\left(x_{0}\right)>\sum_{j=1}^{m} \gamma_{j}\left(x_{0}, a\right) \lambda_{j} g_{j}(a)
$$

This is a contradiction, since

$$
\lambda_{j} g_{j}\left(x_{0}\right) \leq 0, \quad \lambda_{j} g_{j}(a)=0
$$

and

$$
\gamma_{j}\left(x_{0}, a\right)>0, \quad \text { for } j=1,2, \ldots, m
$$

Note that Theorem 3.1 holds if, in particular, the problem (VP) is V-invex. In the scalar case Theorem 3.1 extends the corresponding result of Hanson [9].

For the problem (VP), consider a corresponding dual problem

$$
\begin{aligned}
& \text { V-Maximise }\left(f_{1}(\xi), \ldots, f_{p}(\xi)\right) \\
& \text { (VD) } \quad \text { subject to } \sum_{i=1}^{p} \tau_{i} f_{i}^{\prime}(\xi)+\sum_{j=1}^{m} \lambda_{j} g_{j}^{\prime}(\xi)=0, \\
& \\
& \lambda \geq 0, \tau \geq 0, \tau e=1, \quad \lambda_{j} g_{j}(\xi) \geq 0, j=1,2, \ldots, m
\end{aligned}
$$

where $e=(1, \ldots, 1)$. Note that the Lagrangian conditions in Theorem 3.1 hold for (VP) at a weak minimum point $a$ under a constraint qualification and they can equivalently be written as $\sum_{i=1}^{p} \tau_{i} f_{i}^{\prime}(a)+\sum_{j=1}^{m} \lambda_{j} g_{j}^{\prime}(a)=0, \tau \geq$ 0 , $\tau e=1, \lambda \geq 0, \lambda_{j} g_{j}(a)=0, j=1,2, \ldots, m$, (see [13]). We now see that appropriate duality results between (VP) and (VD) hold.

Theorem 3.2 (Weak Duality). Consider the multi-objective problems (VP) and (VD). Let $x$ be feasible for (VP) and let ( $\xi, \tau, \lambda$ ) be feasible for (VD). If $\left(\tau_{1}, f_{1}, \ldots, \tau_{p} f_{p}\right)$ is $V$-pseudo-invex and $\left(\lambda_{1} g_{1}, \ldots, \lambda_{m} g_{m}\right)$ is $V$. quasi-invex with respect to the same $\mu$, then

$$
\left(f_{1}(x), \ldots, f_{p}(x)\right)^{T}-\left(f_{1}(\xi), \ldots, f_{p}(\xi)\right)^{T} \notin-\text { int } \mathbb{R}_{+}^{p}
$$

Proof. From the feasibility conditions,

$$
\lambda_{j} g_{j}(x)-\lambda_{j} g_{j}(\xi) \leq 0, \quad \text { for each } j=1,2, \ldots, m
$$

Since $\gamma_{j}(x, \xi)$ is positive,

$$
\sum_{i=1}^{m} \gamma_{j}(x, \xi) \lambda_{j}\left[g_{j}(x)-g_{j}(\xi)\right] \leq 0
$$

Hence, $\sum_{j=1}^{m} \lambda_{j} g_{j}^{\prime}(\xi) \mu(x, \xi) \leq 0$, and so, $\sum_{i=1}^{p} \tau_{i} f_{i}^{\prime}(\xi) \mu(x, \xi) \geq 0$. The conclusion now follows from the V-pseudo-invexity condition since $\tau e=1$ and $\beta_{i}(x, \xi)>0$.

Theorem 3.3 (Strong Duality). Assume that a is a weak minimum of (VP) and that a suitable constraint qualification is satisfied at $a$. Then there exist $(\tau, \lambda)$ such that $(a, \tau, \lambda)$ is feasible for (VD) and the objective functions of (VP) and (VD) are equal at these points. If, also, for all feasible ( $\xi, \tau, \lambda$ ), $\left(\tau_{1} f_{1}, \ldots, \tau_{p} f_{p}\right)$ is V-pseudo-invex and $\left(\lambda_{1} g_{1}, \ldots, \lambda_{m} g_{m}\right)$ is V-quasi-invex, then ( $a, \tau, \lambda$ ) is weak maximum for (VD).

Proof. Since $a$ is a weak minimum for $(P)$ and a constraint qualification is satisfied at $a$, from the Lagrangian conditions (see Theorem 3.1), there exists ( $\tau, \lambda$ ) such that ( $a, \tau, \lambda$ ) is feasible for (VD). Clearly the values of (VP) and (VD) are equal at $a$, since the objective functions for both problems are the same. By the generalised V-invexity hypotheses, weak duality holds; hence if ( $a, \tau, \lambda$ ) is not a weak optimum for (VD), there must exist ( $\xi, \tau^{*}, \lambda^{*}$ ) feasible for (VD), $\xi \neq a$, such that

$$
\left(f_{1}(\xi), \ldots, f_{p}(\xi)\right)^{T}-\left(f_{1}(a), \ldots, f_{p}(a)\right)^{T} \in \text { int } \mathbb{R}_{+}^{p}
$$

contradicting weak duality.

## 4. Nonconvex multi-objective fractional programming

In this section we apply the results of the previous section to study fractional nonconvex multi-objective problems.

Consider the fractional programming problem
V-Minimise $\left(p_{1}(x) / q_{1}(x), \ldots, p_{r}(x) / q_{r}(x)\right)$
subject to $x \in X_{0}, g(x) \leq 0$.
where $p_{i}: X_{0} \rightarrow \mathbb{R}, q_{i}: X_{0} \rightarrow \mathbb{R}$ and $g: X_{0} \rightarrow \mathbb{R}^{m}$. We assume that $p_{i}(x) \geq$ 0 , for each $x$ on the feasible set $\Delta=\left\{x \in X_{0} \mid g(x) \leq 0\right\}, q_{i}(x)>0$, for each $x \in \Delta$. The problem (FI) is said to be a V-invex fractional problem if the functions $p, q$ and $g$ satisfy

$$
x, a \in \Delta \Rightarrow\left\{\begin{array}{l}
p_{i}(x)-p_{i}(a) \geq \gamma_{i}(x, a) p_{i}^{\prime}(a) \eta(x, a) \\
q_{i}(x)-q_{i}(a) \leq \gamma_{i}(x, a) q_{i}^{\prime}(a) \eta(x, a) \\
g_{j}(x)-g_{j}(a) \geq \beta_{j}(x, a) g_{j}^{\prime}(a) \eta(x, a)
\end{array}\right.
$$

with $\mu: X_{0} \times X_{0} \rightarrow \mathbb{R}^{n}, \gamma_{i}, \beta_{j}: X_{0} \times X_{0} \rightarrow \mathbb{R}_{+} \backslash\{0\}$. The problem (FI) is said to be a convex-concave fractional problem if $p_{i}$ is convex, $q_{i}$ is concave, and $g$ is convex.

Theorem 4.1. Consider the $V$-invex fractional programming problem (FI). Let $a \in \Delta$. Assume that there exist $(\tau, \lambda)$ such that $\tau \geq 0, \tau \neq 0, \lambda \geq 0$,
$\sum_{i=1}^{r} \tau_{i}\left(p_{i} / q_{j}\right)^{\prime}(a)+\sum_{j=1}^{m} \lambda_{j} g_{j}^{\prime}(a)=0$ and $\lambda_{j} g_{j}(a)=0, j=1,2, \ldots, m$. Then, $a$ is a global weak minimum for (FI).

Proof. The conclusion will follow from Theorem 3.1 if we show that there exists $\alpha_{i}: X_{0} \times X_{0} \rightarrow \mathbb{R}_{+} \backslash\{0\}$ such that

$$
x \in \Delta \Rightarrow\left\{\begin{aligned}
\left(p_{i} / q_{i}\right)(x)-\left(p_{i} / q_{i}\right)(a) & \geq \alpha_{i}(x, a)\left(p_{i} / q_{i}\right)^{\prime}(a) \eta(x, a) \\
g_{j}(x)-g_{j}(a) & \geq \beta_{j}(x, a) g_{j}^{\prime}(a) \eta(x, a)
\end{aligned}\right.
$$

To see this, let $x \in \Delta$. Consider

$$
\begin{aligned}
p_{i}(x) q_{i}(a)-p_{i}(a) q_{i}(x) & =q_{i}(a)\left[p_{i}(x)-p_{i}(a)\right]-p_{i}(a)\left[q_{i}(x)-q_{i}(a)\right] \\
& \geq q_{i}(a) \gamma_{i}(x, a) p_{i}^{\prime}(a) \eta(x, a)-p_{i}(a) \gamma_{i}(x, a) q_{i}^{\prime}(a) \eta(x, a) \\
& =\gamma_{i}(x, a)\left[q_{i}(a) p_{i}^{\prime}(a)-p_{i}(a) q_{i}^{\prime}(a)\right] \eta(x, a)
\end{aligned}
$$

thus,

$$
\begin{aligned}
p_{i}(x) q_{i}(a)-p_{i}(a) q_{i}(x) & \geq \gamma_{i}(x, a)\left[q_{i}(a) p_{i}^{\prime}(a)-p_{i}(a) q_{i}^{\prime}(a)\right] \eta(x, a) \\
& =\gamma_{i}(x, a)\left[q_{i}(a)\right]^{2}\left(p_{i} / q_{i}\right)^{\prime}(a) \eta(x, a)
\end{aligned}
$$

Now, dividing the inequality by $q_{i}(x) q_{i}(a)>0$, we get

$$
\frac{p_{i}(x)}{q_{i}(x)}-\frac{p_{i}(a)}{q_{i}(a)} \geq \gamma_{i}(x, a)\left[\frac{q_{i}(a)}{q_{i}(x)}\right]\left(\frac{p_{i}}{q_{i}}\right)^{\prime}(a) \eta(x, a)
$$

Defining $\alpha_{i}: X_{0} \times X_{0} \rightarrow \mathbb{R}_{+} \backslash\{0\}$ by

$$
\alpha_{i}(x, y)= \begin{cases}\gamma_{i}(x, y) q_{i}(y) / q_{i}(x), & x, y \in \Delta \\ 1, & x \notin \Delta \text { or } y \notin \Delta\end{cases}
$$

we get for each $x \in \Delta$

$$
\frac{p_{i}(x)}{q_{i}(x)}-\frac{p_{i}(a)}{q_{i}(a)} \geq \alpha_{i}(x, a)\left(\frac{p_{i}}{q_{i}}\right)^{\prime}(a) \eta(x, a)
$$

It is worth noting that a convex-concave fractional problem is not an invex problem, but it is a V-invex fractional programming problem with $\eta(x, a)=$ $(x-a)$, and so our sufficiency theorem holds for the problem. For a V-invex multi-objective fractional programming problem (FI), the weak and strong duality properties hold with the following dual problem

$$
\begin{aligned}
& \text { V-Maximise }\left(p_{1}(\xi) / q_{1}(\xi), \ldots, p_{r}(\xi) / q_{r}(\xi)\right) \\
& \qquad \begin{array}{r}
\text { subject to } \sum_{i=1}^{r} \tau_{i}\left(p_{i} / q_{i}\right)^{\prime}(\xi)+\sum_{j=1}^{m} \lambda_{j} g_{j}^{\prime}(\xi)=0, \quad \lambda_{j} \geq 0 \\
\tau \geq 0, \tau e=1, \lambda_{j} g_{j}(\xi) \geq 0, j=1, \ldots, m
\end{array}
\end{aligned}
$$

We remark that V-invexity ideas can be used to establish duality theorems with various other fractional programming dual problems (see [12]). Here, we have stated sufficiency and duality results in the previous section.

## 5. Conclusions

We have shown that V-invex problems have the Lagrangian sufficiency, weak duality, and global optimality properties, and that they cover many classes of nonconvex problems which include certain nonconvex composite problems and nonlinear fractional programming problems. It can also be seen that the V-invexity condition allows one to treat problems with certain invex functions such as strongly pseudo-convex functions and linear or affine functions that cannot be handled by the usual invexity conditions (see examples in Section 2). It is also worth pointing out that the methods of proof presented here extend to nonsmooth problems and various other kinds of fractional programming problems with appropriate modifications. Duality results for multi-objective fractional programming problems with properly efficient points and efficient points will be discussed in a forthcoming paper. This is dedicated to Bruce Craven on his 60th birthday.
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