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#### Abstract

In this paper we study the local behaviour of admissible metrics in the $k$-Yamabe problem on compact Riemannian manifolds ( $M, g_{0}$ ) of dimension $n \geq 3$. For $n / 2<k<n$, we prove a sharp Harnack inequality for admissible metrics when $\left(M, g_{0}\right)$ is not conformally equivalent to the unit sphere $S^{n}$ and that the set of all such metrics is compact. When $\left(M, g_{0}\right)$ is the unit sphere we prove there is a unique admissible metric with singularity. As a consequence we prove an existence theorem for equations of Yamabe type, thereby recovering as a special case, a recent result of Gursky and Viaclovsky on the solvability of the $k$-Yamabe problem for $k>n / 2$.
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## 1 Introduction

Let $\left(\mathcal{M}, g_{0}\right)$ be a compact Riemannian manifold of dimension $n \geq 3$ and $\left[g_{0}\right]$ the set of metrics conformal to $g_{0}$. For $g \in\left[g_{0}\right]$ we denote by

$$
\begin{equation*}
A_{g}=\frac{1}{n-2}\left(\operatorname{Ric}_{g}-\frac{R_{g}}{2(n-1)} g\right) \tag{1.1}
\end{equation*}
$$

the Schouten tensor and by $\lambda\left(A_{g}\right)=\left(\lambda_{1}, \ldots, \lambda_{n}\right)$ the eigenvalues of $A_{g}$ with respect to $g$ (so one can also write $\lambda=\lambda\left(g^{-1} A_{g}\right)$ ), where Ric and $R$ are respectively the Ricci tensor and the scalar curvature. We also denote as usual

[^0]\[

$$
\begin{equation*}
\sigma_{k}(\lambda)=\sum_{i_{1}<\cdots<i_{k}} \lambda_{i_{1}} \cdots \lambda_{i_{k}} \tag{1.2}
\end{equation*}
$$

\]

the $k$ th elementary symmetric polynomial and

$$
\begin{equation*}
\Gamma_{k}=\left\{\lambda \in \mathbf{R}^{n} \mid \sigma_{j}(\lambda)>0 \text { for } j=1, \ldots, k\right\} \tag{1.3}
\end{equation*}
$$

the corresponding open, convex cone in $\mathbf{R}^{n}$. Denote

$$
\begin{equation*}
\left[g_{0}\right]_{k}=\left\{g \in\left[g_{0}\right] \mid \lambda\left(A_{g}\right) \in \bar{\Gamma}_{k}\right\} . \tag{1.4}
\end{equation*}
$$

Following [3], we call a metric in $\left[g_{0}\right]_{k} k$-admissible. In this paper we prove three main theorems pertaining to the cases $k>\frac{n}{2}$.

Theorem A If $\left(\mathcal{M}, g_{0}\right)$ is not conformally equivalent to the unit sphere $S^{n}$ and $\frac{n}{2}<k \leq n$, then $\left[g_{0}\right]_{k}$ is compact in $C^{0}$ and satisfies the following Harnack inequality, namely for any $g=\chi g_{0} \in\left[g_{0}\right]_{k}$,

$$
\begin{equation*}
\max _{x, y \in \mathcal{M}} \frac{\chi(x)}{\chi(y)} \leq \exp \left(C|x-y|^{2-\frac{n}{k}}\right) \tag{1.5}
\end{equation*}
$$

for some fixed constant $C$ depending only on $n, k$ and $\left(\mathcal{M}, g_{0}\right)$, where $|x-y|$ denotes the geodesic distance in the metric $g_{0}$ between $x$ and $y$.

By compactness we mean in the sense of restriction to conformal metrics with fixed volume. Equivalently the compactness can be understood as the set of all conformal factors $\chi$ with $\sup \chi=1$. See also (3.28) below. When the manifold $\left(\mathcal{M}, g_{0}\right)$ is the unit sphere, the compactness is no longer true. In this case ( $\mathcal{M}, g_{0}$ ) with one point removed is conformally equivalent to the Euclidean space $\mathbf{R}^{n}$ so that without loss of generality, it suffices to study conformal metrics on $\mathbf{R}^{n}$. For our investigation we will allow singular metrics. Accordingly we call a metric $g=\chi g_{0} k$-admissible if $\chi: \mathcal{M} \rightarrow(0, \infty], \chi$ is lower semi-continuous, $\not \equiv \infty$ and there exists a sequence of $k$-admissible metrics $g_{m}=\chi_{m} g_{0}, \chi_{m} \in C^{2}(\mathcal{M})$, such that $\chi_{m} \rightarrow \chi$ almost everywhere in $\mathcal{M}$. If $g$ is $k$-admissible, then the function $v=\chi^{(n-2) / 4}$ is subharmonic with respect to the operator

$$
\begin{equation*}
\square:=-\Delta_{g}+\frac{n-2}{4(n-1)} R_{g} \tag{1.6}
\end{equation*}
$$

and hence by the weak Harnack inequality [11,25], the set $\{\chi=\infty\}$ has measure zero. Our next result classifies the possible singularities of $k$-admissible metrics on $\mathbf{R}^{n}$.

Theorem B Let $g$ be $k$-admissible on $\mathbf{R}^{n}$ with $\frac{n}{2}<k \leq n$. Then either

$$
\begin{equation*}
g(x)=\frac{C}{\left|x-x_{0}\right|^{4}} g_{0}(x) \tag{1.7}
\end{equation*}
$$

for some point $x_{0} \in \mathbf{R}^{n}$ and positive constant $C$, or the conformal factor $\chi$ is Hölder continuous with exponent $\alpha=2-\frac{n}{k}$, where $g_{0}$ is the standard metric on $\mathbf{R}^{n}$.

Remark Theorems A and B also extend to metrics where the condition $g \in\left[g_{0}\right]_{k}$ (namely $\left.\lambda\left(A_{g}\right) \in \Gamma_{k}\right)$ is replaced by $P_{\delta}(\lambda)>0$, for some constant $\delta<1 /(n-2)$, where $P_{\delta}$ is the Pucci operator [11], given by,

$$
P_{\delta}(\lambda)=\min \lambda_{i}+\delta \sum \lambda_{i} .
$$

By (1.1), the Ricci curvature $\mu=\left(\mu_{1}, \ldots, \mu_{n}\right)$ is given by

$$
\mu_{i}=(n-2) \lambda_{i}+\sum \lambda_{j}
$$

Hence the Ricci curvature $\mu_{i} \geq 0$ for all $1 \leq i \leq n$ if and only if $P_{\frac{1}{n-2}}(\lambda) \geq 0$. We remark that when $\lambda \in \Gamma_{k}$ and $k \geq \frac{n}{2}$, the Ricci curvature is nonnegative [15]. Indeed, for any $\lambda \in \Gamma_{k}$, let $f(x)=\frac{1}{2} \sum \lambda_{k} x_{k}^{2}$. By direct computation, $\Delta_{p} f \geq 0$ for $p \leq 2+\frac{n(k-1)}{n-k}$ (this is the simplest case, namely $l=1$, in Lemma 4.2 in [27]). Hence

$$
\begin{equation*}
\sum \lambda_{i}+\frac{n(k-1)}{n-k} \lambda_{j} \geq 0 \tag{1.8}
\end{equation*}
$$

for every $j$. Hence $\operatorname{Ric}_{g} \geq 0$ if $\lambda\left(A_{g}\right) \in \Gamma_{n / 2}$, and $\operatorname{Ric}_{g}>0$ if $\lambda\left(A_{g}\right) \in \Gamma_{k}$ for $k>\frac{n}{2}$.
Theorems A and B have various interesting consequences, in particular to the existence of conformal metrics with prescribed $k$-curvature. This is the problem of finding a conformal metric $g \in\left[g_{0}\right]$ such that

$$
\begin{equation*}
\sigma_{k}\left(\lambda\left(A_{g}\right)\right)=f \tag{1.9}
\end{equation*}
$$

where $f$ is a given positive smooth function on $\mathcal{M}$. When $f \equiv 1,(1.9)$ is the $k$-Yamabe problem, which has been studied by many authors; see [1,22,26] for $k=1$ and $[5,6,10,14$, $18,20,21,24,29$ ] for $k \geq 2$. For $k>\frac{n}{2}$, it was recently resolved by Gursky and Viaclovski [18], by proving compactness results and characterizations of singularities for solutions. Our Theorems A and B above show that such results are already valid for admissible metrics, that is those in the conformal class $\left[g_{0}\right]$ in which solutions are sought. As well, Theorem A provides a sharp version of the solution estimates in [18].

By writing $g=v^{4 /(n-2)} g_{0}$, we see that (1.9) is equivalent to the conformal $k$-Hessian equation

$$
\begin{equation*}
\sigma_{k}(\lambda(V))=\varphi(x, v), \tag{1.10}
\end{equation*}
$$

where

$$
\begin{equation*}
V=-\nabla^{2} v+\frac{n}{n-2} \frac{\nabla v \otimes \nabla v}{v}-\frac{1}{n-2} \frac{|\nabla v|^{2}}{v} g_{0}+\frac{n-2}{2} v A_{g_{0}} \tag{1.11}
\end{equation*}
$$

$\lambda(V)$ denotes the eigenvalues of the matrix $V$, and $\varphi=f v^{k \frac{n+2}{n-2}}$. When $k \geq 2,(1.10)$ is a fully nonlinear partial differential equation, which is elliptic if the eigenvalues $\lambda\left(A_{g}\right) \in \Gamma_{k}$. Therefore to study problem (1.9), we always assume $\left[g_{0}\right]_{k} \neq \emptyset$. Under this assumption, the $k$-Yamabe problem has been solved in [24] if $2 \leq k \leq \frac{n}{2}$ and (1.9) is variational. Equation (1.9) is automatically variational when $k=2$, but when $k \geq 3$, it is variational when the manifold is locally conformally flat. When $\frac{n}{2}<k \leq n$, the existence of solutions to (1.9) was proved in [18] for any smooth, positive function $f$; see also [6] for the solvability when $k=2$ and $n=4$, and $[14,20]$ when the manifold is locally conformally flat. For completeness and to illustrate the application of Theorem A, we prove the following extension.

Theorem C Let $\left(\mathcal{M}, g_{0}\right)$ be a compact n-manifold not conformally equivalent to the unit sphere $S^{n}$. Suppose $\frac{n}{2}<k \leq n$ and $\left[g_{0}\right]_{k} \neq \emptyset$. Then for any smooth, positive function $f$ and any constant $p \neq k$, there exists a positive admissible solution to the equation

$$
\begin{equation*}
\sigma_{k}(\lambda(V))=f(x) v^{p} \tag{1.12}
\end{equation*}
$$

The solution is unique if $p<k$. When $p=k$, then there exists a unique constant $\theta>0$ such that

$$
\begin{equation*}
\sigma_{k}(\lambda(V))=\theta f(x) v^{k} \tag{1.13}
\end{equation*}
$$

has a solution, which is unique up to a constant multiplication.
We may call the constant $\theta$ in (1.13) (with $f \equiv 1$ ) the eigenvalue of the conformal $k$-Hessian operator in (1.10). As a special case of Theorem C, letting $p=k \frac{n+2}{n-2}$, we obtain the existence of solutions to the $k$-Yamabe problem (1.9) for $\frac{n}{2}<k \leq n$, as proved in [18]. As indicated above, the full strength of Theorem A is not necessary for these applications and solution estimates as in [18] would suffice. We also include some extensions of Theorem C at the end of Sect. 4.

As in [24] we will use conformal transformations of different forms,

$$
\begin{equation*}
g=\chi g_{0}=v^{\frac{4}{n-2}} g_{0}=u^{-2} g_{0}=e^{-2 w} g_{0} \tag{1.14}
\end{equation*}
$$

so that

$$
\begin{equation*}
u=v^{-2 /(n-2)}=e^{w} . \tag{1.15}
\end{equation*}
$$

We say $u, v$, or $w$ is conformally $k$-admissible, or simply $k$-admissible if no confusion arises, if the metric $g$ is $k$-admissible. In the smooth case, from the matrix $V$ in (1.11), we see that $u, w$ are $k$-admissible if the eigenvalues of the matrices

$$
\begin{align*}
U & =\left\{u_{i j}-\frac{|D u|^{2}}{2 u} g_{0}+u A_{g_{0}}\right\},  \tag{1.16}\\
W & =\left\{w_{i j}+w_{i} w_{j}-\frac{1}{2}|D w|^{2} g_{0}+A_{g_{0}}\right\} \tag{1.17}
\end{align*}
$$

lie in $\bar{\Gamma}_{k}$, the closure of $\Gamma_{k}$. Note that if $g$ is the metric given by (1.7), then

$$
\begin{equation*}
v=\frac{C}{\left|x-x_{0}\right|^{n-2}} \tag{1.18}
\end{equation*}
$$

is the fundamental solution of the Laplace operator.
The conformal $k$-Hessian equation is closely related to the $k$-Hessian equation

$$
\begin{equation*}
\sigma_{k}\left(\lambda\left(D^{2} u\right)\right)=\varphi \text { in } \Omega, \tag{1.19}
\end{equation*}
$$

where $\Omega \subset \mathbf{R}^{n}$ is a bounded domain. For the $k$-Hessian equation (1.19), it is proved in [27] that when $\frac{n}{2}<k \leq n$, a $k$-admissible function (relative to (1.19)) is locally Hölder continuous with Hölder exponent $\alpha=2-\frac{n}{k}$. The existence of solutions to (1.19) with right hand side $\varphi=f(x)|u|^{p}$ for some constant $p>0$ was studied in [9] for $k \leq \frac{n}{2}$ and in $[8,30]$ for $k=n$. By the Hölder continuity one can extend the results in $[8,30]$ to the cases $\frac{n}{2}<k \leq n$. The argument in [30] uses a degree theory, which does not require a variational structure. We will employ the same degree argument to prove our Theorem C.

The proof of Theorem A can roughly be divided into two steps. In the first one we study the singularity behavior of admissible functions. Let $g_{m}=v_{m}^{\frac{4}{n-2}} g_{0}$ be a sequence of admissible metrics in $\left[g_{0}\right]_{k}$ for $k>\frac{n}{2}$. Then $v_{m} / \inf v_{m}$ converges in locally uniformly to an admissible function $v$. Moreover, if $x_{0}$ is a singular point of $v$, we prove that

$$
\begin{equation*}
v(x)=\frac{C_{0}+o(1)}{\left|x-x_{0}\right|^{n-2}}, \tag{1.20}
\end{equation*}
$$

where $C_{0}$ is a positive constant, $\left|x-x_{0}\right|$ denotes the geodesic distance from $x$ to $x_{0}$ in the metric $g_{0}$. In the second step we show that if (1.20) holds at all singular points, then by Bishop's volume growth formula, as used in [18], $w$ is smooth away from $x_{0}$, and the manifold $\left(\mathcal{M}, g_{0}\right)$ is conformally equivalent to the unit sphere.

The asymptotic behavior (1.20) has been established for the blow-ups of solutions to the classical Yamabe problem. Also a weak form of (1.20) was proved by Gursky and Viaclovsky [18], namely if $g_{m}=v_{m}^{\frac{4}{n-2}} g_{0}$ is a sequence of solutions to (1.5) for $k>\frac{n}{2}$, then $v_{m} / \inf v_{m}$ converges locally uniformly away from finitely many singular points to an admissible function $v$, and $v$ satisfies

$$
\begin{equation*}
\frac{C_{1}}{\left|x-x_{0}\right|^{n-2}} \leq v(x) \leq \frac{C_{2}}{\left|x-x_{0}\right|^{n-2}} \tag{1.21}
\end{equation*}
$$

at any singular point $x_{0}$. From (1.21) they proved that $\left(\mathcal{M}, g_{0}\right)$ is conformally equivalent to the unit sphere. Basically our proof in the second step is inspired by that in [18], however our proof is somewhat simpler due to the stronger asymptotic estimate (1.20).

In this paper we also introduced a new technique. That is we reduce the singularity analysis of a $k$-admissible function to its maximal radial function. Given an admissible function $v$, we say $\tilde{v}$ is the maximal radial function of $v$ with center at $x_{0}$ if $\tilde{v}$ is a rotationally symmetric with respect to $x_{0}, \tilde{v} \leq v$, and $\tilde{v} \geq \varphi$ for any radial function $\varphi$ satisfying $\varphi \leq v$. Obviously $\tilde{v}$, as a function of $\left|x-x_{0}\right|$, is monotone increasing, namely $\tilde{v}(r) \geq \tilde{v}\left(r^{\prime}\right)$ for any $0<r^{\prime}<r$. We reduce the proof of (1.20) for $v$ to that for $\tilde{v}$. This new technique also applies to other nonlinear elliptic equations, which will be shown in a subsequent paper [28].

This paper is arranged as follows. In Sect. 2 we first prove Theorem B for radially symmetric, $k$-admissible functions defined on $\mathbf{R}^{n}$, then extend it to general $k$-admissible functions by considering the corresponding minimal radial function for $w=-\frac{2}{n-2} \log v$. In Sect. 3 we prove Theorem A. By studying the corresponding minimal radial function, we show that if an admissible function $w$ is a $k$-admissible function on a manifold $\mathcal{M}$, then either $w$ is Hölder continuous, or (1.20) holds at some singular point $x_{0} \in \mathcal{M}$. We then show that if (1.20) occurs, then $w$ is smooth away from $x_{0}$ and the manifold $\mathcal{M}$ is conformally equivalent to the unit sphere. In Sect. 4 we prove Theorem C by a degree argument.

In a subsequent paper [28], we will establish the asymptotic behavior (1.20) for any blow-up functions of solutions to the $k$-Yamabe problem (for $1 \leq k \leq \frac{n}{2}$ ) and the problem of prescribing more general symmetric curvature functions. In particular we prove the existence and compactness of solutions to the $k$-Yamabe problem for $k=\frac{n}{2}$.

## 2 Proof of Theorem B

### 2.1 Radial functions

We first demonstrate our idea by considering radially symmetric functions. Let $w$ be a radially symmetric, $k$-admissible function on $\mathbf{R}^{n} \backslash\{0\}$. For any given point $x \neq 0$, by a rotation of axes we assume $x=(0, \ldots, 0, r)$. Regard $w$ as a function of $r=|x|, r \in(0, \infty)$. Then the matrix $W$ in (1.17) is diagonal,

$$
W=\operatorname{diag}\left(\frac{1}{r} w^{\prime}-\frac{1}{2} w^{\prime 2}, \ldots, \frac{1}{r} w^{\prime}-\frac{1}{2} w^{\prime 2}, w^{\prime \prime}+\frac{1}{2} w^{\prime 2}\right) .
$$

Denote $a=w^{\prime \prime}+\frac{1}{2} w^{\prime 2}$ and $b=\frac{1}{r} w^{\prime}-\frac{1}{2} w^{\prime 2}$. We have

$$
\begin{align*}
\sigma_{k}(\lambda(W)) & =b^{k} C_{n-1}^{k}+a b^{k-1} C_{n-1}^{k-1} \\
& =C_{n-1}^{k-1} b^{k-1}\left(a+\frac{n-k}{k} b\right) . \tag{2.1}
\end{align*}
$$

Since $\lambda(W) \in \bar{\Gamma}_{k}$ and $k>\frac{n}{2}$,

$$
\begin{align*}
b & =\frac{w^{\prime}}{r}-\frac{1}{2} w^{\prime 2} \geq 0  \tag{2.2}\\
a+\frac{n-k}{k} b & =\left(w^{\prime \prime}+\frac{w^{\prime}}{r}\right)-(1-\theta)\left(\frac{w^{\prime}}{r}-\frac{1}{2} w^{\prime 2}\right) \geq 0 \tag{2.3}
\end{align*}
$$

where $\theta=\frac{n-k}{k}<1$. It follows that

$$
\begin{align*}
& 0 \leq w^{\prime} \leq \frac{2}{r}  \tag{2.4}\\
& w^{\prime \prime}+\frac{w^{\prime}}{r} \geq 0 . \tag{2.5}
\end{align*}
$$

By sub-harmonicity of $w$, we have $w^{\prime}(r)=0$ for $r \in\left(0, r_{0}\right)$ if $w^{\prime}\left(r_{0}\right)=0$. Note that (2.5) can also be written as $\left(r w^{\prime}\right)^{\prime} \geq 0$. Therefore we have

Lemma 2.1 The function $r w^{\prime}$ is nonnegative, monotone increasing, and $r w^{\prime} \leq 2$.
It follows that $w$ must be locally uniformly bounded from above, namely if $w\left(r_{0}\right) \leq 0$, then $w \leq C$ for some constant $C$ depending only on $r_{0}$. Next we prove

Lemma 2.2 The function $w$ is either Hölder continuous in $\mathbf{R}^{n}$ with exponent $\alpha=2-\frac{n}{k}$, or

$$
\begin{equation*}
w(r)=2 \log r+C \tag{2.6}
\end{equation*}
$$

for some constant $C$.
Proof It suffices to prove that $w$ is either Hölder continuous near $r=0$ or (2.6) holds. If $w$ is not Hölder continuous near $r=0$, then $w^{\prime}>0$ as $v=e^{\frac{n-2}{2} w}$ is superharmonic with respect to the operator (1.6).

If $r w^{\prime} \not \equiv 2$, then by Lemma 2.1, $\lim _{r \rightarrow 0} r w^{\prime}=c_{0}<2$. For any $c_{1} \in\left(c_{0}, 2\right)$,

$$
\begin{equation*}
w^{\prime \prime}+\frac{w^{\prime}}{r} \geq(1-\theta) \frac{w^{\prime}}{r}\left(1-\frac{1}{2} r w^{\prime}\right) \geq(1-\theta)\left(1-\frac{c_{1}}{2}\right) \frac{w^{\prime}}{r} \tag{2.7}
\end{equation*}
$$

if $r$ is sufficiently small. Hence

$$
\frac{w^{\prime \prime}}{w^{\prime}}+\frac{\sigma}{r} \geq 0,
$$

where $\sigma=1-(1-\theta)\left(1-\frac{c_{1}}{2}\right)<1$. We obtain

$$
\left.\log \left(w^{\prime} r^{\sigma}\right)\right|_{r} ^{r_{0}} \geq 0 .
$$

Hence

$$
\begin{equation*}
w^{\prime} \leq \frac{C}{r^{\sigma}} . \tag{2.8}
\end{equation*}
$$

Hence $w$ is bounded and continuous.

To show that $w$ is Hölder continuous with Hölder exponent $\alpha=2-\frac{n}{k}$, by Lemma 2.1 it suffices to prove it at $r=0$. Note that

$$
a+\theta b=w^{\prime \prime}+\theta \frac{w^{\prime}}{r}+\frac{1-\theta}{2} w^{\prime 2} \geq 0
$$

Hence

$$
\frac{w^{\prime \prime}}{w^{\prime}}+\frac{\theta}{r} \geq-\frac{1-\theta}{2} w^{\prime} .
$$

Taking integration from $r$ to $r_{0}$, we obtain

$$
\left.\log \left(w^{\prime} r^{\theta}\right)\right|_{r} ^{r_{0}} \geq C .
$$

Hence

$$
\begin{equation*}
w^{\prime} \leq \frac{C}{r^{\theta}}, \tag{2.9}
\end{equation*}
$$

so that $w$ is Hölder continuous with exponent $1-\theta=2-\frac{n}{k}$.
Remark 2.1 The Hölder continuity also follows from [27]. Let $u=e^{w}$ be as in (1.15). From the matrix $U$ in (1.16), one sees that $u$ is $k$-admissible with respect to the $k$-Hessian operator $\sigma_{k}\left(\lambda\left(D^{2} u\right)\right)$. To show that $u$ is Hölder continuous with exponent $\alpha=2-\frac{n}{k}$, one applies the comparison principle to $u$ and $\varphi(x)=C|x-y|^{2-n / k}+u(y)$ (relative to the $k$-Hessian equation), where $C$ is chosen such that $u \leq \varphi$ on $\partial B_{R}(y)$, ones sees that $u(x)-u(y) \leq \varphi(x)$ in $B_{R}(y)$.

It follows that for any constant $c>0, w_{c}=\max (w,-c)$ is also Hölder continuous with exponent $2-\frac{n}{k}$. In particular, if $w_{m}$ converges to $w$ a.e., then $w_{m}$ converges to $w$ uniformly in $\{w>-c\}$ for any $c>0$.

### 2.2 Proof of Theorem B

Let $w$ be a $k$-admissible function. For any $h \in \mathbf{R}$, denote $\Omega_{h}=\{w<h\}$. Since $w$ is upper semi-continuous, $\Omega_{h}$ is an open set. For any given point 0 , we define a function $\tilde{w}$ of one variable $r$ by

$$
\begin{equation*}
\tilde{w}(r)=\inf \left\{h: \operatorname{dist}\left(0, \partial \Omega_{h}\right)>r\right\} . \tag{2.10}
\end{equation*}
$$

We call $\tilde{w}$ the minimal radial function of $w$ (with respect to 0 ). It is a function of $|x|$, satisfying $\tilde{w} \geq w$ and $\tilde{w} \leq \varphi$ for any radial function $\varphi$ satisfying $\varphi \geq w$. Obviously $\tilde{w}$ is monotone increasing, namely $\tilde{w}(r) \geq \tilde{w}\left(r^{\prime}\right)$ for any $0<r^{\prime}<r$.

Let $x_{h} \in \partial \Omega_{h}$ such that $\left|x_{h}\right|=r_{h}:=\operatorname{dist}\left(0, \partial \Omega_{h}\right)$. Assume that $\partial \Omega_{h}$ and $w$ are smooth at $x_{h}$. Rotate the axes such that $x_{h}=\left(0, \ldots, 0, r_{h}\right)$. Then the $x_{n}$-axis is the outer normal of $\partial \Omega_{h}$ at $x_{h}$. Hence

$$
\begin{align*}
\tilde{w}\left(r_{h}\right) & =w\left(x_{h}\right), \\
\tilde{w}\left(r_{h}+t\right) & \geq w\left(x_{h}+t e_{n}\right) \tag{2.11}
\end{align*}
$$

for $t$ near 0 , where $e_{n}=(0, \ldots, 0,1)$. We obtain

$$
\begin{align*}
\tilde{w}^{\prime}\left(r_{h}\right) & =w_{n}\left(x_{h}\right)=|D w|\left(x_{h}\right), \\
\tilde{w}^{\prime \prime}\left(r_{h}\right) & \geq w_{n n}\left(x_{h}\right) \tag{2.12}
\end{align*}
$$

provided $\tilde{w}$ is twice differentiable point at $r_{h}$.

Let $\kappa_{1}, \ldots, \kappa_{n-1}$ be the principal curvatures of $\partial \Omega_{h}$ at $x_{h}$. Then, after a rotation of the axes $\left(x_{1}, \ldots, x_{n-1}\right)$,

$$
\begin{equation*}
w_{i j}=|D w| \kappa_{i} \delta_{i j} \quad i, j \leq n-1 \tag{2.13}
\end{equation*}
$$

By our choice of $x_{h}$, we have

$$
\begin{equation*}
\kappa_{i} \leq \frac{1}{r} \tag{2.14}
\end{equation*}
$$

where $r=r_{h}$. Hence the matrix

$$
\begin{equation*}
\left(w_{i j}\right)_{i, j=1}^{n-1} \leq \frac{1}{r}|D w| I . \tag{2.15}
\end{equation*}
$$

At $x_{h}$, the matrix $W$ is given by

$$
\begin{aligned}
W & =\left\{w_{i j}+w_{i} w_{j}-\frac{1}{2}|D w|^{2} I\right\} \\
& =\left(\begin{array}{lll}
w_{11}-\frac{1}{2}|D w|^{2}, & 0, & \cdots, w_{1 n} \\
0, & w_{22}-\frac{1}{2}|D w|^{2}, & \cdots, w_{2 n} \\
\cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot \\
w_{1 n}, & w_{2 n}, & \cdots, w_{n n}+\frac{1}{2}|D w|^{2}
\end{array}\right)
\end{aligned}
$$

Let

$$
\begin{equation*}
\hat{W}=\operatorname{diag}\left(w_{11}-\frac{1}{2}|D w|^{2}, w_{22}-\frac{1}{2}|D w|^{2}, \ldots, w_{n n}+\frac{1}{2}|D w|^{2}\right) \tag{2.16}
\end{equation*}
$$

be a diagonal matrix. By Lemma 2.3 below, the eigenvalues $\lambda(\hat{W}) \in \bar{\Gamma}_{k}$.
Lemma 2.3 Let $A=\left(a_{i j}\right)$ be an $n \times n$ symmetric matrix with eigenvalues $\lambda(A) \in \Gamma_{k}$. Then $\lambda(\hat{A})) \in \Gamma_{k}$, where $\hat{A}=\left(\begin{array}{cc}A^{\prime}, & 0 \\ 0, & a_{n n}\end{array}\right), A^{\prime}=\left(a_{i j}\right)_{1 \leq i, j \leq n-1}$.

In particular if $\lambda(A) \in \Gamma_{k}$, then the vector $\left(a_{11}, \ldots, a_{n n}\right) \in \Gamma_{k}$.
Proof It suffices to prove $\sigma_{j}(\lambda(\hat{A})) \geq 0$ for all $j=1, \ldots, k$. Let us prove it for $j=k$. Recalling that $\sigma_{k}(\lambda(A))$ is the sum of all principal $k \times k$ minors, we have

$$
\begin{equation*}
\sigma_{k}(\lambda(A))=\sigma_{k}(\lambda(\hat{A}))-\sum_{i<n} \sigma_{k-2}\left(\lambda\left(A_{\mid i n}\right)\right) a_{i n}^{2}, \tag{2.17}
\end{equation*}
$$

where $A_{\underline{i j}}$ denotes the matrix obtained by canceling the $i$ th row and $j$ th column of $A$. Since $\lambda(A) \in \bar{\Gamma}_{k}$, we have

$$
\begin{equation*}
\sigma_{k-2}\left(\lambda\left(A_{\mid i n}\right)\right)=\frac{\partial^{2} \sigma_{k}(\lambda(A))}{\partial a_{i i} \partial a_{n n}} \geq 0 \tag{2.18}
\end{equation*}
$$

Hence $\sigma_{k}(\lambda(\hat{A})) \geq \sigma_{k}(\lambda(A)) \geq 0$.
From (2.15),

$$
\begin{equation*}
\hat{W} \leq \operatorname{diag}\left(\frac{1}{r} \tilde{w}^{\prime}-\frac{1}{2}\left(\tilde{w}^{\prime}\right)^{2}, \ldots, \frac{1}{r} \tilde{w}^{\prime}-\frac{1}{2}\left(\tilde{w}^{\prime}\right)^{2}, \tilde{w}^{\prime \prime}+\frac{1}{2}\left(\tilde{w}^{\prime}\right)^{2}\right) . \tag{2.19}
\end{equation*}
$$

Therefore as in Sect. 2.1, we see that $\tilde{w}$ satisfies

$$
\begin{align*}
& \frac{\tilde{w}^{\prime}}{r}-\frac{1}{2}\left(\tilde{w}^{\prime}\right)^{2} \geq 0  \tag{2.20}\\
& \left(\tilde{w}^{\prime \prime}+\frac{\tilde{w}^{\prime}}{r}\right)-(1-\theta)\left(\frac{\tilde{w}^{\prime}}{r}-\frac{1}{2}\left(\tilde{w}^{\prime}\right)\right)^{2} \geq 0 \tag{2.21}
\end{align*}
$$

if $\tilde{w}$ is twice differentiable at $r$.
To proceed further we make a remark.
Remark 2.2 Inequalities (2.20) and (2.21) are exactly (2.2) and (2.3). In the present case, the function $\tilde{w}$ may not be smooth. But by definition, $w$ can be approximated by smooth $k$-admissible functions. Hence $\tilde{w}$ can be approximated by piecewise smooth functions, which satisfy $\lim _{r \rightarrow r_{0}^{-}} \tilde{w}^{\prime}(r) \leq \lim _{r \rightarrow r_{0}^{+}} \tilde{w}^{\prime}(r)$ by (2.11).

For a piecewise smooth function $w$ with nonsmooth points $r_{1}>r_{2} \cdots>r_{j}>\cdots$ at which $\lim _{r \rightarrow r_{j}^{-}} \tilde{w}^{\prime}(r)<\lim _{r \rightarrow r_{j}^{+}} \tilde{w}^{\prime}(r)$, we can mollify $w$ at the points $r_{j}$ to get a smooth function $w^{*}$ which satisfies $\lim _{r \rightarrow 0} w^{*}(r)=\lim _{r \rightarrow 0} w(r)$, and also satisfies (2.20) and (2.21). The proof of Lemma 2.2 implies that if $\lim _{r \rightarrow 0} w^{*}(r)=-\infty$, then $r\left(w^{*}\right)^{\prime} \equiv 2$; if $\lim _{r \rightarrow 0} w^{*}(r)>-\infty$, then $w^{*}$ is Holder continuous with its Holder norm independent of the mollification.

We can now prove Theorem B easily. First we consider the case when $w$ is unbounded from below.

Lemma 2.4 Let w be a $k$-admissible function which is locally unbounded from below, then there exists a point $x_{0} \in \mathbf{R}^{n}$ and a constant $C$ such that

$$
\begin{equation*}
w(x) \equiv 2 \log \left|x-x_{0}\right|+C . \tag{2.22}
\end{equation*}
$$

Proof If $w$ is locally unbounded from below, the singular set $S=\bigcap_{\{c<0\}}\{w<c\}$ is not empty. Choose a point $0 \in S$. By (2.20) and (2.21), and from the argument in Sect. 2.1, we must have $\tilde{w}(r)=2 \log r+C$ for some constant $C$.

Let $\hat{w}=2 \log |x|+C$. Then

$$
\begin{aligned}
& \sigma_{1}\left(\lambda\left(W_{\hat{w}}\right)\right)=0, \\
& \sigma_{1}\left(\lambda\left(W_{w}\right)\right) \geq \sigma_{k}^{1 / k}\left(\lambda\left(W_{w}\right)\right) \geq 0,
\end{aligned}
$$

where $W_{\hat{w}}$ is the matrix corresponding to $\hat{w}$, given in (1.17). Note that $\sigma_{1}(\lambda(W))$ is indeed the Laplace operator in $\mathbf{R}^{n}$ (in terms of $v$, by the relation (1.15)). By our definition of $\tilde{w}$, we have $\hat{w} \geq w$. Since $\tilde{w}=2 \log r+C$, we see that $w-\hat{w}$ attains its local maximum 0 at some interior point. By the maximum principle for the Laplace equation, we conclude that $w \equiv \hat{w}$.

Next we consider the case when $w$ is bounded from below.
Lemma 2.5 Let $w$ be a $k$-admissible function $w$. Suppose $w$ is bounded from below. Then $w$ is Hölder continuous with exponent $\alpha=2-\frac{n}{k}$.

Proof For any given point $x_{0}$, we may take $x_{0}$ as the origin and let $\tilde{w}$ be the minimal radial function of $w$ with respect to $x_{0}$, as defined in (2.10). Then to prove that $w$ is Hölder continuous at $x_{0}$ with exponent $\alpha=2-\frac{n}{k}$, it suffices to show that $\tilde{w}$ is Hölder continuous with exponent $\alpha$. But by (2.20), (2.21), the Hölder continuity of $\tilde{w}$ readily follows from the argument in Sect. 2.1, see (2.9).

The Hölder continuity also follows from Remark 2.1 above.
Note that the function $w=2 \log |x|$ is $k$-admissible. By truncating at $w=-K$ (for large $K$ ), we see that the set of Hölder continuous $k$-admissible functions is not compact.

### 2.3 Applications

First we remark that, by the above proof, Theorem B also holds for $k$-admissible functions defined on a domain. Here we restate the theorem for the function $v=e^{-\frac{n-2}{2} w}$. Note that by Lemma 2.1, $w$ is locally uniformly bounded, and so $v$ is locally strictly positive when $k>\frac{n}{2}$.

Theorem $\mathbf{B}^{\prime}$ Let $\Omega$ be a domain in $\mathbf{R}^{n}$. Let v be a $k$-admissible function in $\Omega$ with $\frac{n}{2}<k \leq n$. If $v$ is unbounded from above near some point $x_{0} \in \Omega$, then

$$
\begin{equation*}
v(x)=C\left|x-x_{0}\right|^{2-n} \tag{2.23}
\end{equation*}
$$

Otherwise $v$ is locally Hölder continuous in $\Omega$ with exponent $\alpha=2-\frac{n}{k}$.
It was proved in [20] that if $v$ is a $k$-admissible function, so is the function $v_{\psi}$ in a punctured small ball $B_{r}(0) \backslash\{0\}$, where

$$
\begin{equation*}
v_{\psi}=\left|J_{\psi}\right|^{\frac{n-2}{2 n}} v \circ \psi \tag{2.24}
\end{equation*}
$$

$\psi(x)=\frac{x}{|x|^{2}}$, and $J_{\psi}$ is the Jacobian of the mapping $\psi$. From Theorem $\mathrm{B}^{\prime}$ we have
Corollary 2.5 Let $v$ be a $k$-admissible function defined in $\mathbf{R}^{n} \backslash B_{1}(0)$ with $\frac{n}{2}<k \leq n$. Then either $v \equiv$ constant or $|x|^{n-2} v(x)$ converges to a positive constant as $x \rightarrow \infty$.

Proof We cannot apply Theorem $\mathrm{B}^{\prime}$ directly, as the function $v_{\psi}$ has a singular point at 0 . Denote $w=\frac{-2}{n-2} \log v_{\psi}$. If $w(x) \rightarrow-\infty$ as $x \rightarrow 0$, the argument in Sect. 2.2 implies that $w=2 \log |x|+C$. Changing back to $v$, we obtain $v \equiv$ constant. Otherwise it suffices to show that $w$ is continuous at 0 .

Let $w(0)=\varlimsup_{\lim }^{x \rightarrow 0} 0 w(x)$ so that $w$ is upper semi-continuous. If $a:=\underline{\lim }_{x \rightarrow 0} w(x)<$ $w(0)$, by subtracting a constant we assume $w(0)=0$. Let $x_{m} \rightarrow 0$ such that $w\left(x_{m}\right)=-\frac{a}{2}$. Let $\tilde{w}=\tilde{w}_{x_{m}}$ be the minimal radial function of $w$ with respect to $x_{m}$, as defined in (2.10). We claim that when $m$ is sufficiently large, the point $x_{h}$ in (2.11) at $h=0$ cannot be the origin. In other words, there is a point $y_{m}$ with $w\left(y_{m}\right)=0$ such that $\left|y_{m}-x_{m}\right|<\left|x_{m}\right|$. Indeed, if $x_{h}=0$, by the Hölder continuity of $w$ in $B_{r_{m}}\left(x_{m}\right)$, where $r_{m}=\left|x_{m}\right|$ (Remark 2.1), we see that $w(x) \leq-\frac{a}{2}$ in $B_{\delta r_{m}}\left(x_{m}\right)$, for some $\delta>0$ independent of $m$. Namely $v>e^{\frac{(n-2) a}{4}}>1$ in $B_{\delta r_{m}}\left(x_{m}\right)$, where $v=v_{\psi}$. Recall that $\underline{\lim }_{x \rightarrow 0} v(x) \geq 1$, by the mean value inequality for super-harmonic function, we have

$$
v(0) \geq \frac{1}{\left|B_{2 r_{m}}\right|(0)} \int_{B_{2 r_{m}}(0)} v(x) d x>0
$$

We reach a contradiction.
When the singular point $x=0$ is not the extreme point $x_{h}$ in (2.11), the argument in Sect. 2.2 applies to $\tilde{w}=\tilde{w}_{x_{m}}$ in $B_{1}(0)$. In particular $\tilde{w}$ is uniformly Hölder continuous. Hence if $w(0)=0$ and $w\left(x_{m}\right) \leq-1$, we have $\left|x_{m}\right| \geq c_{0}>0$ for some $c_{0}$ independent of $m$. This is again a contradiction. Hence $w$ is continuous at 0 , and so $|x|^{n-2} v(x)$ converges to a positive constant as $x \rightarrow \infty$.

Theorem B also implies the non-existence of solutions to the Dirichlet problem in general. Let $\Omega$ be a bounded domain in $\mathbf{R}^{n}$ which is not a ball. Then if $k>\frac{n}{2}$, there is no solution to the Dirichlet problem

$$
\begin{align*}
\sigma_{k}(\lambda(V)) & =f \text { in } \Omega, \\
v & =c \quad \text { on } \quad \partial \Omega \tag{2.25}
\end{align*}
$$

in general, where $c$ is any positive constant, and $f$ is a positive smooth function. Indeed, let $\left\{f_{m}\right\}$ be a sequence of smooth, positive functions which converges to zero locally uniformly in $\Omega \backslash\left\{x_{0}\right\}$ such that sup $v_{m} \rightarrow \infty$, where $v_{m}$ is the corresponding solution (if the solution $v_{m}$ does not exist, we are through). Then $v_{m}$ must converge to the function $v=C\left|x-x_{0}\right|^{2-n}$ by Theorem B. Hence $\Omega$ must be a ball centered at $x_{0}$.

For the existence of solutions to the Dirichlet problem, it was proved recently by Guan [12] that for any smooth, bounded domain with smooth boundary data, the Dirichlet problem is classically solvable if there exists a smooth sub-solution with the same boundary trace.

## 3 Proof of Theorem A

### 3.1 Hölder continuity

We start with a Hölder continuity property of $k$-admissible functions.
Lemma 3.1 Let $\left(\mathcal{M}, g_{0}\right)$ be a compact manifold. Suppose $g=u^{-2} g_{0} \in\left[g_{0}\right]_{k}$ and $k>\frac{n}{2}$. Then $u$ is Hölder continuous with exponent $\alpha=2-\frac{n}{k}$,

$$
\begin{equation*}
\frac{u(x)-u(y)}{|x-y|^{\alpha}} \leq C \int_{\mathcal{M}} u, \tag{3.1}
\end{equation*}
$$

where $C$ is independent of $u$.
Proof By approximation it suffices to prove (3.1) for smooth functions. For any given point $0 \in \mathcal{M}$, there exists a conformal normal metric [2,4,16], still denoted by $g_{0}$, such that in the normal coordinates at 0 ,

$$
\begin{equation*}
\operatorname{det}\left(g_{0}\right)_{i j} \equiv 1 \quad \text { near } 0 \tag{3.2}
\end{equation*}
$$

Let

$$
\begin{equation*}
u_{0}(x)=|x|^{2-\frac{n}{k}}, \tag{3.3}
\end{equation*}
$$

where $|x|$ denotes the geodesic distance from 0 . Note that under condition (3.2), the Laplacian $\Delta$ on $\mathcal{M}$ is equal to the Euclidean Laplacian when applying to functions of $r=|x|$ alone [19,23]. Hence

$$
\begin{equation*}
\Delta_{g_{0}} u_{0}=\frac{n(k-1)(2 k-n)}{k^{2}} r^{-\frac{n}{k}} . \tag{3.4}
\end{equation*}
$$

Denote by

$$
\begin{equation*}
P[u]=\min \lambda_{i}+\delta \sum_{i} \lambda_{i}, \quad\left(\delta=\frac{n-k}{n(k-1)}\right) \tag{3.5}
\end{equation*}
$$

the Pucci minimal operator [11], where $\left(\lambda_{1}, \ldots, \lambda_{n}\right)$ are the eigenvalues of the Hessian matrix ( $\nabla_{i j} u_{0}$ ). Obviously we have

$$
\begin{equation*}
\min \lambda_{i} \leq \partial_{r}^{2} u_{0}=-\frac{(2 k-n)(n-k)}{k^{2}} r^{-\frac{n}{k}} \tag{3.6}
\end{equation*}
$$

Therefore $u_{0}$ satisfies

$$
P\left[u_{0}\right] \leq 0 \quad \text { in } B_{0, r} \backslash\{0\} .
$$

where $B_{y, r}$ denotes the geodesic ball with center $y$ and radius $r$.
On the other hand, since $\lambda(U) \in \bar{\Gamma}_{k}$, where $U$ is given in (1.16), we have $\lambda\left(u_{i j}+u A_{g_{0}}\right) \in$ $\bar{\Gamma}_{k} \subset \bar{\Gamma}_{1}$. Namely $\Delta u+\operatorname{tr}\left(A_{g_{0}}\right) u \geq 0$. By the weak Harnack inequality [11] it follows

$$
\begin{equation*}
\sup u \leq C \int_{\mathcal{M}} u \tag{3.7}
\end{equation*}
$$

where $C$ is a constant independent of $u$. Therefore to prove (3.1) we may assume that $\int_{\mathcal{M}} u=1$ and $u$ is uniformly bounded.

Let $u_{a}=u+a|x|^{2}$. Then $\nabla^{2} u_{a}>\nabla^{2} u+a I$ near 0 , where $I$ is the unit matrix. Since $\lambda\left(\nabla^{2} u+u A_{g_{0}}\right) \in \bar{\Gamma}_{k}$, we have $\lambda\left(\nabla^{2} u_{a}\right) \in \Gamma_{k}$ when $a$ is suitably large. Taking $l=1$ in the proof of Lemma 4.2 in [27], one has

$$
\begin{equation*}
\lambda_{i}+\frac{n-k}{n(k-1)} \sum_{i} \lambda_{i} \geq 0 \tag{3.8}
\end{equation*}
$$

namely $P\left[u_{a}\right] \geq 0$ near 0 . Hence by applying the comparison principle to the functions $u_{a}$ and $u_{0}$ with respect to the operator $P$, we conclude the Hölder continuity (3.1).

Remark 3.1 The estimate (3.1) (with exponent $\alpha<2-\frac{n}{k}, k>\frac{n}{2}$ ) also follows from gradient estimates from our reduction to $p$-Laplacian subsolution in [27]. Since $\lambda(U) \in \Gamma_{k}$, we have $\lambda\left(D^{2} u+u A_{g_{0}}\right) \in \Gamma_{k}$. By (3.8) it follows that

$$
\begin{equation*}
\Delta_{p} u:=\nabla_{i}\left(|\nabla u|^{p-2} \nabla_{i} u\right) \geq-C u|\nabla u|^{p-2} \tag{3.9}
\end{equation*}
$$

for $p-2=\frac{n(k-1)}{n-k}$ and some constant $C$. From our argument in [27], we obtain $\int_{\mathcal{M}}|\nabla u|^{q} \leq C$ for any $q<n k /(n-k)$, whence by the Sobolev inequality, we infer (3.1) for $\alpha<2-\frac{n}{k}$; (see also [17]).

By the relation $u=e^{w}$, we have the following
Corollary 3.2 Let $w$ be a $k$-admissible function. Suppose $w \leq 0$. Then for any $K>0$, there exists $C=C_{K}>0$, independent of $w$, such that when $w(y)>-K$,

$$
\begin{equation*}
\frac{w(x)-w(y)}{|x-y|^{\alpha}} \leq C, \tag{3.10}
\end{equation*}
$$

with the same $\alpha$ as above.
From (3.10), we see that if $w(x) \leq-K-1$, then $|x-y| \geq C_{K+1}^{1 / \alpha}$. Also note that in Corollary 3.2, if we assume that $w \leq 0$ in $B_{y, r}$, then (3.10) holds for $x, y \in B_{y, r / 2}$ for some $C$ depending on $r$.

### 3.2 Singularity behaviour of $k$-admissible functions

Suppose $w$ is a $k$-admissible function. At any given point $0 \in \mathcal{M}$, we choose a conformal normal coordinate near 0 such that (3.2) holds. In the conformal metric, the Ricci curvature vanishes at $0[19,23]$. Hence

$$
\begin{equation*}
\left|A_{g_{0}}(x)\right| \leq C r \quad \text { near } 0, \tag{3.11}
\end{equation*}
$$

where $r$ is the geodesic distance from 0 . Let $\tilde{w}$ be the minimal radial function of $w$ with respect to 0 , as defined in (2.10). Then the argument thereafter is still valid, except that (2.14) should be replaced by $\kappa_{i} \leq \frac{1}{r}+C$. Also note that in the conformal normal coordinate, at the point $(0, \ldots, 0, r)$ in the exponential map, the metric $g_{0}=I+J$, where $I$ is the unit matrix, $|J|=O(r)$ and its $n$ th-row and $n$ th-column vanishes. Hence from (2.19), we have

$$
\begin{equation*}
(\tilde{b}, \ldots, \tilde{b}, \quad \tilde{a}) \in \bar{\Gamma}_{k}, \tag{3.12}
\end{equation*}
$$

where

$$
\begin{aligned}
& \tilde{b}=\left(\frac{1}{r}+C\right) \tilde{w}^{\prime}-\frac{1-C r}{2}\left(\tilde{w}^{\prime}\right)^{2}+C r, \\
& \tilde{a}=\tilde{w}^{\prime \prime}+\frac{1}{2}\left(\tilde{w}^{\prime}\right)^{2}+C r .
\end{aligned}
$$

Similarly to the argument in Sect. 2.1, we have $\tilde{b} \geq 0$ and $\tilde{a}+\frac{n-k}{k} \tilde{b} \geq 0$. Note that $\tilde{b} \geq 0$ is equivalent to that $\frac{1}{2}\left(\tilde{w}^{\prime}\right)^{2} \leq\left(\frac{1}{r}+C\right) \tilde{w}^{\prime}+C r$. Hence
$\tilde{a}+\frac{n-k}{k} \tilde{b} \geq\left[\tilde{w}^{\prime \prime}+\left(\frac{1}{r}+C\right) \tilde{w}^{\prime}+C r\right]-(1-\theta)\left[\left(\frac{1}{r}+C\right) \tilde{w}^{\prime}-\frac{1}{2}\left(\tilde{w}^{\prime}\right)^{2}+C r\right] \geq 0$,
where $\theta=\frac{n-k}{k}$ is as in (2.3). It follows that, when $r>0$ is small,

$$
\begin{align*}
& \tilde{w}^{\prime} \leq \frac{2}{r}+\frac{C r}{\tilde{w}^{\prime}}+C,  \tag{3.13}\\
& \tilde{w}^{\prime \prime}+\left(\frac{1}{r}+C\right) \tilde{w}^{\prime}+C r \geq 0 . \tag{3.14}
\end{align*}
$$

From (3.13),

$$
\tilde{w}^{\prime} \leq \frac{2}{r}+C
$$

for a different $C$. It follows that $\tilde{w}(r)>-\infty$ for any $r>0$, namely the set $\{w=-\infty\}$ cannot an open set containing the origin 0 . But this property also follows from the weak Harnack inequality for the operator (1.6), as noted there.

From (3.14), we therefore obtain

$$
\left(r \tilde{w}^{\prime}\right)^{\prime}+C \geq 0 .
$$

It follows that $r \tilde{w}^{\prime}+C r$ is increasing. By the compactness of $\mathcal{M}$, a $k$-admissible function $w$ must be bounded from above.

If $r \tilde{w}^{\prime}<2$ near $r=0$, then similarly to (2.7) (2.8), $\tilde{w}$ is bounded and Hölder continuous.
If $r \tilde{w}^{\prime} \rightarrow 2$ as $r \rightarrow 0$, then $r \tilde{w}^{\prime}+C r \geq 2$, namely $\tilde{w}^{\prime} \geq \frac{2}{r}-C$. Hence we obtain

$$
\begin{equation*}
\frac{2}{r}+C \geq \tilde{w}^{\prime} \geq \frac{2}{r}-C . \tag{3.15}
\end{equation*}
$$

We obtain

$$
\begin{equation*}
\tilde{w}(r)=2 \log r+C^{\prime}+O(r) . \tag{3.16}
\end{equation*}
$$

By subtracting a constant we assume that $C^{\prime}=0$.
Lemma 3.3 If $\tilde{w}$ satisfies (3.16), then near 0 ,

$$
\begin{equation*}
w(x)=2 \log |x|+o(1) . \tag{3.17}
\end{equation*}
$$

Proof We prove (3.17) by a blow-up argument. In a normal coordinate system at 0 , let $y=c_{m} x$ and $w_{m}(y)=w(x)+2 \log c_{m}$, where $c_{m}$ is any sequence converging to infinity. Let $\tilde{w}_{m}$ be the radial function corresponding to $w_{m}$. Then by (3.16),

$$
\begin{equation*}
\tilde{w}_{m}(r)=2 \log r+O\left(c_{m}^{-1}\right) . \tag{3.18}
\end{equation*}
$$

Hence $\tilde{w}_{m} \rightarrow 2 \log r$.
For any fixed $r_{0}>0$ small, let $w_{m}\left(y_{m}\right)=\tilde{w}_{m}\left(r_{0}\right)\left(\left|y_{m}\right|=r_{0}\right)$. We may assume that $y_{m} \rightarrow y_{0}$. By the Hölder continuity (Corollary 3.2), we may also assume that in a neighborhood of $y_{0}$, $w_{m}$ converges uniformly to $w_{\infty}$. Then $w_{\infty}$ is a $k$-admissible function defined on $\mathbf{R}^{n}$. The comparison principle argument of Lemma 2.4 implies that $w_{\infty} \equiv 2 \log r$ in a neighborhood of $y_{0}$. The Hölder continuity in Corollary 3.2 implies that if $w_{\infty}=2 \log r$ at some point, $w_{\infty}$ is well-defined nearby. The comparison principle then implies that $w_{\infty} \equiv 2 \log r$ near the point. Hence $\tilde{w}_{m}$ converges uniformly to $w_{\infty}=2 \log r$ on $|x|=r_{0}$, and converges locally uniformly to $w_{\infty}=2 \log r$ in $\mathbf{R}^{n} \backslash\{0\}$. Hence (3.17) is proved.

Note that (3.17) is equivalent to (1.20), by the relation $v=e^{-\frac{n-2}{2} w}$.
Remark 3.2 From the proof of Lemma 3.3, we see that $w$ has only isolated singularities. For if there is a sequence of singular points $x_{m} \in \mathcal{M}$ which converges to a point 0 , we may choose $c_{m}=\left|x_{m}\right|^{-1}$ in the above argument. Then the limit function $w_{\infty}$ has at least two singular points 0 and $x^{*}=\lim x_{m} /\left|x_{m}\right|$. To see that $x^{*}$ is a singular point of the limit function $w_{\infty}$, we notice that the constant $C^{\prime}$ is uniformly bounded from above if $w$ is negative in a neighbourhood of 0 , which in turn implies that $\lim _{x \rightarrow x^{*}} w_{\infty}\left(x^{*}\right)=-\infty$. But the above argument shows that $w_{\infty}=2 \log r$. This is a contradiction.

Similarly one can show that the set of all isolated singular points has no limit points, for if there is a sequence of singular points $y_{m} \rightarrow 0$, we may for each $m>1$ choose a conformal normal coordinate with origin at $y_{m}$ and consider the sequence $x_{m}=y_{m+1}-y_{m}$. The above argument also leads to a contradiction.

Next we show that $w$ has at most one singular point.
Lemma 3.4 Let w be a $k$-admissible function. Then the singularity set

$$
\begin{equation*}
S_{w}=\bigcap_{h<0}\{x \in \mathcal{M} \mid w(x)<h\} \tag{3.19}
\end{equation*}
$$

contains at most one point.
Proof We adapt the corresponding argument in [18]. If $S_{w}$ is not empty, it consists of finitely many isolated points. Let $g=e^{-2 w} g_{0}$. By Lemma 3.3, $\left(\mathcal{M} \backslash S_{w}, g\right)$ is a complete manifold with finitely many ends. Now fixing a point $y \notin S_{w}$, we consider the ratio

$$
\begin{equation*}
Q(r)=\frac{\operatorname{Vol}\left(B_{y, r}\right)}{r^{n}}, \tag{3.20}
\end{equation*}
$$

where $B_{y, r}=B_{y, r}[g]$ is the geodesic ball of $(\mathcal{M}, g)$. By definition, as well as the local Hölder continuity (Lemma 3.1), there is a sequence of smooth $k$-admissible functions $w_{m}$ which converges to $w$ locally uniformly. It is easy to verify that for any fixed $y$ and $r$, $\operatorname{Vol}\left(B_{y, r}\left[g_{m}\right]\right) \rightarrow \operatorname{Vol}\left(B_{y, r}[g]\right)$ as $m \rightarrow \infty$, where $g_{m}=e^{-2 w_{m}} g_{0}$. Note that when $k \geq n / 2$ the Ricci curvature of $\left(\mathcal{M}, g_{m}\right)$ is positive, as shown in (1.8). Hence by the Bishop Theorem, the ratio $Q_{m}(r)=\operatorname{Vol}\left(B_{y, r}\left[g_{m}\right]\right) / r^{n}$ is decreasing for all $m$. Sending $m \rightarrow \infty$, we see that $Q$ is non-increasing in $r$. Hence

$$
\begin{equation*}
Q(0) \leq \lim _{r \rightarrow 0} Q(r) \leq \frac{1}{n} \omega_{n}, \tag{3.21}
\end{equation*}
$$

where $\omega_{n}$ is the area of the unit sphere $S^{n-1}$.
On the other hand, denote $A_{r_{1}, r_{2}}=B_{0, r_{2}}\left[g_{0}\right]-B_{0, r_{1}}\left[g_{0}\right]$, where $r_{2}>r_{1}>0$ are sufficiently small. We identify $A_{r_{1}, r_{2}}$ with the Euclidean annulus $A_{r_{1}, r_{2}}^{e}=\left\{x \in \mathbf{R}^{n} \mid r_{1}<\right.$ $\left.|x|<r_{2}\right\}$ by the exponential map. By the asymptotic behavior (3.17), the volume of $A_{r_{1}, r_{2}}$ in the metric $g=e^{-2 w} g_{0}$ is a lower order perturbation of that in the metric $g^{\prime}=e^{-2 w^{\prime}} g_{0}$, where $w^{\prime}=2 \log |x|$. But in our normal coordinates at 0 , by (3.2) the volume of $A_{r_{1}, r_{2}}$ in $g^{\prime}$ is the same as that of $A_{r_{1}, r_{2}}^{e}$ with the metric $g_{e}^{\prime}=e^{-2 w^{\prime}} g_{e}$, where $g_{e}$ is the standard Euclidean metric. Hence $\operatorname{Vol}_{g^{\prime}} A_{r_{1}, r_{2}}=\frac{1}{n} \omega_{n}\left(r_{1}^{-n}-r_{2}^{-n}\right)$. Therefore as $r \rightarrow \infty$, each end of the metric $g$ will contribute to the ratio $Q(r)$ a factor $\frac{1}{n} \omega_{n}$. Therefore we obtain

$$
\begin{equation*}
\lim _{r \rightarrow \infty} Q(r)=\frac{m}{n} \omega_{n}, \tag{3.22}
\end{equation*}
$$

where $m$ is the number of singular points of $w$. From (3.21) and (3.22) we see that if $S_{w}$ is not empty, then $m$ must be equal to 1 , namely $S_{w}$ is a single point.

### 3.3 Smoothness of $k$-admissible functions

In this subsection we prove the following smoothness result. The proof is again inspired by the corresponding proof in [18].

Lemma 3.5 Let $w$ be a $k$-admissible function $w$ with a singular point 0 . Then $w$ is $C^{\infty}$ smooth away from 0 .

Proof First we prove

$$
\begin{equation*}
\sigma_{k}\left(\lambda\left(A_{g}\right)\right) \equiv 0 \quad \text { in } \mathcal{M} \backslash\{0\}, \tag{3.23}
\end{equation*}
$$

where $g=e^{-2 w} g_{0}$. It suffices to prove that for any given point $x_{0} \neq 0$ and a sufficiently small $r>0\left(r<\frac{1}{4}\left|x_{0}\right|\right)$, (3.23) holds in $B_{x_{0}, r}=B_{x_{0}, r}\left[g_{0}\right]$.

By definition, there exists a sequence $w_{m}$ of smooth $k$-admissible functions which converges to $w$ in $B_{x_{0}, 2 r}$ uniformly. Let $\varphi_{m}$ be the admissible solution of the Dirichlet problem [12]

$$
\begin{align*}
\sigma_{k}\left(\lambda\left(A_{g_{\varphi_{m}}}\right)\right)=\varepsilon_{m} \quad & \text { in } B_{x_{0}, r},  \tag{3.24}\\
\varphi_{m} & =w_{m}
\end{align*} \quad \text { on } \partial B_{x_{0}, r}, ~ \$
$$

where $g_{\varphi_{m}}=e^{-2 \varphi_{m}} g_{0}$, and $\varepsilon_{m}$ is a small positive constant ( $\varepsilon_{m} \rightarrow 0$ as $m \rightarrow \infty$ ) such that $\sigma_{k}\left(\lambda\left(A_{g_{w_{m}}}\right)\right)>\varepsilon_{m}\left(g_{w_{m}}=e^{-2 w_{m}} g_{0}\right)$. By the comparison principle we have $\varphi_{m} \geq w_{m}$ in $B_{x_{0}, r}$. Let $\hat{w}_{m}=w_{m}$ in $\mathcal{M}-B_{x_{0}, r}$ and $\hat{w}_{m}=\varphi_{m}$ in $B_{x_{0}, r}$. Then $\hat{w}_{m}$ is $k$-admissible (see Corollary 3.8 below). Let $\hat{w}=\lim _{m \rightarrow \infty} \hat{w}_{m}$. Then $\hat{w}$ is a $k$-admissible function with
singularity point 0 . Define the metric $\hat{g}=e^{-2 \hat{w}} g_{0}$ and the ratio $\hat{Q}(r)=\frac{\operatorname{Vol}\left(B_{y}, r[\hat{g}]\right)}{r^{n}}$. Then from the proof of Lemma 3.4, we also have $\hat{Q} \equiv \frac{1}{n} \omega_{n}$.

To prove (3.23) it suffices to show that $\hat{w} \equiv w$. Noting that $\hat{w}=w$ in $\mathcal{M}-B_{x_{0}, r}$ and $\hat{w} \geq w$ in $B_{x_{0}, r}$, we have $B_{y, r}[\hat{g}] \supset B_{y, r}[g]$ for any $r>0$ and $y \neq 0$. If there exists a point $y \in B_{x_{0}, r}$ such that $\hat{w}>w$ at $y$, then there exists a positive constant $\delta>0$ such that for any $r>1$,

$$
B_{y, r}[\hat{g}] \supset B_{y, r+\delta}[g] .
$$

But this is impossible as both the ratios $Q(r)$ and $\hat{Q}(r)$ are constant.
By the interior second order derivative estimate [13], we see that $w$ is $C^{1,1}$ smooth. Next we prove that $w$ is $C^{\infty}$ smooth away from 0 . By the regularity of linear elliptic equations [11], it suffices to prove that $v=e^{-\frac{n-2}{2} w} \in C^{1,1}$ is a strong solution to the uniformly elliptic equation

$$
\begin{equation*}
-\Delta_{g_{0}} v+\frac{n-2}{4(n-1)} R_{g_{0}} v=0 \quad \text { in } \mathcal{M} \backslash\{0\}, \tag{3.25}
\end{equation*}
$$

where $R_{g_{0}}$ is the scalar curvature of $\left(\mathcal{M}, g_{0}\right)$; namely the scalar curvature of $g=e^{-2 w} g_{0}$ vanishes identically.

Equation (3.25) may be verified as in Sect. 7.6 in [18]. Here we provide a proof for completeness. Since $w \in C^{1,1}$, it is twice differentiable almost everywhere. Suppose at a point $0, w$ is twice differentiable and the scalar curvature $R>0$. Then with respect to normal coordinates of $g$ at 0 , we have the expansion

$$
\begin{equation*}
\operatorname{det} g_{i j}=1-\frac{1}{3} R_{i j} x_{i} x_{j}+o\left(|x|^{2}\right), \tag{3.26}
\end{equation*}
$$

see (5.2) in [19]. Hence

$$
\begin{align*}
\operatorname{Vol}\left(B_{0, r}[g]\right) & =\int_{B_{0, r}} \sqrt{\operatorname{det} g_{i j}} \\
& =\int_{B_{0, r}}\left[1-\frac{1}{6} R_{i j} x_{i} x_{j}+o\left(|x|^{2}\right)\right] \\
& =\frac{1}{n} \omega_{n} r^{n}\left[1-\frac{R}{6(n+2)} r^{2}+o\left(r^{2}\right)\right], \tag{3.27}
\end{align*}
$$

where $R_{i j}$ and $R$ are respectively the Ricci curvature and the scalar curvature in $g$. This is a contradiction when $R>0$ at 0 , as the ratio $Q$ is a constant. Hence the scalar curvature of $g$ vanishes almost everywhere.

### 3.4 End of proof of Theorem A

From Sects. 3.2 and 3.3, we see that if $\left(\mathcal{M}, g_{0}\right)$ is a compact manifold and there exists a $k$-admissible function $w$ with singularity at some point 0 , then $w$ has the asymptotic formula (3.17) and $w$ is smooth away from 0 . The manifold $\mathcal{M} \backslash\{0\}$ equipped with the metric $g=e^{-2 w} g_{0}$ is a complete manifold with nonnegative Ricci curvature, and satisfies furthermore the volume growth formula $Q(r) \equiv 1$. Hence $(\mathcal{M} \backslash\{0\}, g)$ is isometric to the Euclidean space [7]. Hence ( $\mathcal{M}, g_{0}$ ) is conformally equivalent to the unit sphere $S^{n}$. See also [18].

To finish the proof of Theorem A, it suffices to prove

Lemma 3.6 Let $\left(\mathcal{M}, g_{0}\right)$ be a compact manifold. If $\left(\mathcal{M}, g_{0}\right)$ is not conformally equivalent to the unit sphere $S^{n}$, then there exists $K>0$ such that if $w$ is a $k$-admissible function,

$$
\begin{align*}
& \sup _{\mathcal{M}} w-\inf w \leq K,  \tag{3.28}\\
& |w(x)-w(y)| \leq K|x-y|^{2-\frac{n}{k}} . \tag{3.29}
\end{align*}
$$

Proof If (3.28) is not true, there exists a sequence of $k$-admissible functions $w_{m}$ such that $\sup _{\mathcal{M}} w_{m}=0$ (by subtracting a constant if necessary) and $\inf _{\mathcal{M}} w_{m} \rightarrow-\infty$. Suppose that $w_{m}(0) \rightarrow-\infty$. By Lemma 3.1, $\left\{e^{w_{m}}\right\}$ are uniformly Holder continuous. Hence we may assume that $e^{w_{m}}$ converges locally uniformly to $e^{w}$ in $\mathcal{M}$. The Hölder continuity also implies that $e^{w}(0)=0$, namely $\lim _{x \rightarrow 0} w(x)=-\infty$. By a weak Harnack inequality for (1.6), the set $\{w=-\infty\}$ has measure zero and so $w$ is $k$-admissible. Applying Lemma 3.3 to the limit function $w$ we conclude that $w$ has the asymptotic behavior (3.17) and that 0 is an isolated singularity of $w$ (see Remark 3.2). Therefore by Lemmas 3.4, 0 is the unique singular point of $w$. By Lemma 3.5, $w$ is $C^{\infty}$-smooth away from 0 . Hence as above, we see that $\left(\mathcal{M}, g_{0}\right)$ is conformally equivalent to the unit sphere $S^{n}$, which is ruled out by our assumption. Hence (3.28) holds.

The Hölder continuity (3.29) follows from Lemma 3.1.

### 3.5 Remarks on the set $\left[g_{0}\right]_{k}$

In this section we prove some properties of $k$-admissible functions.
Lemma 3.7 If $w_{1}, w_{2}$ are smooth and $k$-admissible, then $w=\max \left(w_{1}, w_{2}\right)$ is $k$-admissible.
Proof It is convenient to consider the function $u=e^{w}$. By approximation we suppose $u_{1}$ and $u_{2}$ are smooth and $k$-admissible functions such that the eigenvalues $\lambda(U)$ lie strictly in the open convex cone $\Gamma_{k}$, where $U$ is the matrix (1.16) with $u=u_{1}$ and $u_{2}$. Hence when $r>0$ is sufficiently small, the eigenvalues of the matrix

$$
\begin{equation*}
U_{r}=\left\{u_{i j}-\frac{|\nabla u|^{2}}{2 u_{x, r}}+u A_{g_{0}}\right\} \tag{3.30}
\end{equation*}
$$

lie in $\Gamma_{k}$ for $u=u_{1}$ and $u_{2}$, where $u_{x_{0}, r}=\inf _{B_{x_{0}, r}} u$.
Let $u=\max \left(u_{1}, u_{2}\right)$. Since $u_{1}, u_{2}$ are smooth functions, $u$ is twice differentiable almost everywhere. Let $\rho \in C_{0}^{\infty}\left(\mathbf{R}^{n}\right)$ be a mollifier. In particular we choose $\rho$ to be a radial, smooth, nonnegative function, supported in the unit ball $B_{0,1}$, with $\int_{B_{0,1}} \rho=1$. Let

$$
\begin{equation*}
u_{[\varepsilon]}(x)=\int_{B_{x, \varepsilon}} \varepsilon^{-n} \rho\left(\frac{|x-y|}{\varepsilon}\right) u(y) \sqrt{\operatorname{det}\left(g_{0}\right)_{i j}} d y \tag{3.31}
\end{equation*}
$$

be the mollification of $u$, where $B_{x, \varepsilon}$ is the geodesic ball. For each point $x$, using normal coordinates and the exponential map, we have, by (3.26),

$$
\begin{align*}
u_{[\varepsilon]}(x) & =\int_{B_{0,1}} \rho(y) u(x-\varepsilon y) \sqrt{\operatorname{det}\left(g_{0}\right)_{i j}} d y \\
& =\int_{B_{0,1}} \rho(y) u(x-\varepsilon y)\left(1-\frac{\varepsilon^{2}}{6} R_{i j}(x) y_{i} y_{j}+O\left(\varepsilon^{3}\right)\right) d y, \tag{3.32}
\end{align*}
$$

where $B_{0,1}$ is the Euclidean space. If $g_{0}$ is a flat metric, we have

$$
\begin{align*}
\nabla u_{[\varepsilon]} & =\int_{B_{0,1}} \rho(y) \nabla u(x-\varepsilon y) d y,  \tag{3.33}\\
\nabla^{2} u_{[\varepsilon]} & \geq \int_{B_{0,1}} \rho(y) \nabla^{2} u(x-\varepsilon y) d y,  \tag{3.34}\\
\left|\nabla u_{[\varepsilon]}\right|^{2} & =\left[\int_{B_{0,1}} \rho(y) \nabla u(x-\varepsilon y) d y\right]^{2} \\
& \leq \int_{B_{0,1}} \rho(y)|\nabla u(x-\varepsilon y)|^{2} d y . \tag{3.35}
\end{align*}
$$

Hence $u_{[\varepsilon]}$ is $k$-admissible by (3.30). If $g_{0}$ is not flat, by (3.32), an extra term of magnitude $O\left(\varepsilon^{2}\right)$ arises. Letting $\varepsilon>0$ be sufficiently small and noting that the eigenvalues of $U$ (with respect to $u_{1}$ and $u_{2}$ ) lie strictly in the open set $\Gamma_{k}$, we conclude again that $u_{[\varepsilon]}$ is $k$-admissible.

Corollary 3.8 Suppose $\varphi$ is a smooth $k$-admissible function on $\mathcal{M}$ with $\sigma_{k}\left(\lambda\left(A_{g_{\varphi}}\right)\right)>f$, where $g_{\varphi}=e^{-2 \varphi} g_{0} \in\left[g_{0}\right]_{k}$ and $f$ is a smooth, positive function. Let $w$ be the admissible solution of

$$
\begin{align*}
\sigma_{k}(\lambda(W)) & =f \text { in } \Omega, \\
w & =\varphi \text { on } \partial \Omega, \tag{3.36}
\end{align*}
$$

where $W$ is given in (1.17), and $\Omega$ is a smooth domain on $\mathcal{M}$. Extend $w$ to $\mathcal{M}$ by letting $w=\varphi$ on $\mathcal{M}-\Omega$. Then $w$ is $k$-admissible.

It was proved in [12] that (3.36) admits a solution $w$, smooth up to the boundary. By the comparison principle we have $w>\varphi$ in $\Omega$ and $\partial_{\nu}(\varphi-w)>0$ on $\partial \Omega$, where $v$ is the unit outward normal. Hence we can extend $w$ to a neighbourhood of $\Omega$ such that it is $k$-admissible. Hence Corollary 3.8 follows from Lemma 3.7.

Corollary 3.9 Consider the Dirichlet problem (3.36). Suppose the set of sub-solutions $W_{\text {sub }}$ is not empty. Let

$$
\begin{equation*}
w(x)=\sup \left\{\varphi(x) \mid \quad \varphi \in W_{\text {sub }}\right\} . \tag{3.37}
\end{equation*}
$$

If $w$ is bounded from above, then it is a solution to (3.36).
By the interior a priori estimates [13], the proof is standard. Note that in Corollary 3.9, we allow $\Omega$ to be the whole manifold $\mathcal{M}$.

## 4 Proof of Theorem C

We divide the proof into three cases, according to $p<k, p=k$, and $p>k$.
Case $1 p<k$. By (1.15), we can write Eq. (1.12) as

$$
\begin{equation*}
\sigma_{k}(\lambda(W))=f e^{a w} \tag{4.1}
\end{equation*}
$$

where $f$ is a constant multiple of that in (1.12),

$$
\begin{equation*}
a=\frac{1}{2}(n-2)(k-p) . \tag{4.2}
\end{equation*}
$$

For any given $k$-admissible function $w$, the functions $w+c$ and $w-c$ are respectively a super and a sub solution of (4.1) provided the constant $c$ is sufficiently large. By the a priori estimates in [13] and the comparison principle, the solution of (4.1) is uniformly bounded. When $a>0$, the linearized equation of (4.1) is invertible. Hence by the continuity method, there is a unique smooth solution to (4.1).

Case $2 p=k$. We prove that for any positive smooth function $f$, there is a unique constant $\theta>0$ such that the equation

$$
\begin{equation*}
\sigma_{k}(\lambda(W))=\theta f \tag{4.3}
\end{equation*}
$$

has a solution. For $a>0$ small, let $w_{a}$ be the solution of (4.1). Let $c_{a}=\inf w_{a}$. We write (4.1) in the form

$$
\begin{equation*}
\sigma_{k}\left(\lambda\left(W_{a}\right)\right)=\left(f e^{a c_{a}}\right) e^{a\left(w_{a}-c_{a}\right)} \tag{4.4}
\end{equation*}
$$

where $W_{a}$ is the matrix (1.17) relative to $w_{a}$. Assume $g_{0} \in\left[g_{0}\right]_{k}$ so that $\lambda\left(A_{g_{0}}\right) \in \Gamma_{k}$. Then at the maximum point of $w_{a}$,

$$
\sigma_{k}\left(\lambda\left(A_{g_{0}}\right)\right) \geq \sigma_{k}\left(\lambda\left(W_{a}\right)\right) \geq f e^{a c_{a}}
$$

At the minimum point of $w_{a}$,

$$
\sigma_{k}\left(\lambda\left(A_{g_{0}}\right)\right) \leq \sigma_{k}\left(\lambda\left(W_{a}\right)\right)=f e^{a c_{a}}
$$

Hence $e^{a c_{a}}$ is strictly positive and uniformly bounded as $a \rightarrow 0$. By the a priori estimates [13], where the estimates depend only on $\inf \left(w_{a}-c_{a}\right)$, we see that $w_{a}-c_{a}$ is uniformly bounded from above and sub-converges to a solution $w_{0}$ of (4.3) with $\theta=\lim _{a \rightarrow 0} e^{a c_{a}}$. By the maximum principle it is easy to see that if $w^{\prime}$ is another solution, then necessarily $w^{\prime}=w_{0}+$ const ; and furthermore (4.3) has no ( $k$-admissible) solution for different $\theta$.

Case $3 p>k$. In this case we adopt the degree argument from [30], see the proof of Theorem 5.1 there. Alternatively we can also use the degree argument in Sect. 3 of [30]. We will study the auxiliary problem

$$
\begin{equation*}
\sigma_{k}(\lambda(V))=t\left(\delta_{t}+f v^{p}\right) \tag{4.6}
\end{equation*}
$$

where $t \geq 0$ is a parameter and $\delta_{t}$ is a positive constant depending on $t, \delta_{t}=\delta_{0} \leq 1$ when $t \leq 1$ and $\delta_{t}=1$ when $t>2$, and $\delta_{t}$ is smooth and monotone increasing when $1 \leq t \leq 2$.

Claim 1 For any $t_{0}>0$, the solution of (4.6) is uniformly bounded when $t \geq t_{0}$. Indeed, if there exists a sequence of solutions $\left(t_{j}, v_{j}\right)$ of (4.6) such that $t_{j} \geq t_{0}$ and $\sup v_{j} \rightarrow \infty$, we have $m_{j}=\inf v_{j} \rightarrow \infty$ by (1.5). The function $v_{j}^{\prime}=v_{j} / m_{j}$ satisfies

$$
\begin{align*}
\sigma_{k}\left(\lambda\left(V^{\prime}\right)\right) & \left.\geq t_{j} f m_{j}^{p-k}\left(v_{j}^{\prime}\right)^{p}\right) \\
& \geq t_{j} f m_{j}^{p-k} \rightarrow \infty, \tag{4.7}
\end{align*}
$$

where $V^{\prime}$ is the matrix (1.11) relative to $v^{\prime}$. From (4.7) and the comparison principle we have $\sup v_{j}^{\prime} \rightarrow \infty$. Hence $\inf v_{j}^{\prime} \rightarrow \infty$ by (1.5), which contradicts to the definition of $v_{j}^{\prime}$.

Define the mapping $T_{t}$ so that for any $v_{1} \in C^{2}(\mathcal{M}), T_{t}\left(v_{1}\right)$ is the solution of

$$
\begin{equation*}
\sigma_{k}(\lambda(V))=t\left(\delta_{t}+f v_{1}^{p}\right) \tag{4.8}
\end{equation*}
$$

Then a solution of (4.6) is a fixed point of $T_{t}$.
Claim 2 There is a solution of (4.6) when $t>0$ is small. Indeed, for any smooth, positive function $\varphi^{*}$, denote $\Phi=\left\{\varphi \in C^{2}(\mathcal{M}) \mid 0<\varphi<\varphi^{*},\|\varphi\|_{C^{2}}<R\right\}$ for some large constant $R>0$. Then when $\delta_{0}, t>0$ are small, $T(\Phi)$ is strictly contained in $\Phi$. Hence the degree $\operatorname{deg}\left(I-T_{t}, \Phi, 0\right)$ is well defined for $t>0$ small. Extend $T_{t}$ to $t=0$ by letting $T_{t}(v)=0$ for all $v$, so that $T_{t}$ is also continuous at $t=0$. Hence

$$
\begin{equation*}
\operatorname{deg}\left(I-T_{t}, \Phi, 0\right)=\operatorname{deg}\left(I-T_{0}, \Phi, 0\right)=1 \tag{4.9}
\end{equation*}
$$

Hence $T_{t}$ has a fixed point in $\Phi$ for $t>0$ small.
Note that when $\delta_{0}$ is sufficiently small, letting $\varphi^{*}$ be a small positive constant, we see that (4.6) has a solution for $t \leq 1$.

Claim 3 Let $t^{*}=\sup \{t \mid$ (4.6) admits a solution $\}$. Then $t^{*}$ is finite. Indeed, if $t^{*}=\infty$, there is a sequence $t_{j} \rightarrow \infty$ such that (4.6) has a solution $v_{j}$. We have obviously $m_{j}=\inf v_{j} \rightarrow \infty$, which is a contradiction with Claim 1.

Claim 4 Equation (4.6) has a solution at $t=t^{*}$. Indeed, let $t_{j} \nearrow t^{*}$ and $v_{j}$ be the corresponding solution of (4.6). By claim $1, v_{j}$ is uniformly bounded. Hence $v_{j}$ sub-converges to a solution $v^{*}$ of (4.6) with $t=t^{*}$.

Now we choose $\varphi^{*}=v^{*}$ and define $\Phi$ as above. For any $v_{1} \in \Phi$, let $v$ be the solution of (4.8). Since for any $t \in\left(0, t^{*}\right), v^{*}$ is a super-solution of (4.6). We have $0<v<v^{*}$ by the maximum principle. Hence by (4.9), $\operatorname{deg}\left(I-T_{t}, \Phi, 0\right)=1$ for $t \in\left[0, t^{*}\right)$.

On the other hand, for any given $t_{0}>0$, since the solution of (4.6) is uniformly bounded for $t \geq t_{0}$, the degree $\operatorname{deg}\left(I-T_{t}, B_{R}, 0\right)$ is well defined for $t \in\left(t_{0}, t^{*}+1\right]$ for sufficiently large $R$, where $B_{R}=\left\{v \in C^{2}(\mathcal{M}) \mid 0<v<R,\|v\|_{C^{2}}<R\right\}$. But when $t>t *$, (4.6) has no solution. Hence $\operatorname{deg}\left(I-T_{t}, B_{R}, 0\right)=0$. Hence for any $t \geq t_{0}$, (4.6) has a solution $v \notin \Phi$ with degree -1 .

Let $v=v_{\delta_{0}} \notin \Phi$ be a solution of (4.6) at $t=1$. We have $\sup v>\inf v^{*}>0$. Let $\delta_{0} \rightarrow 0$. Since the solution is uniformly bounded, it converges to a solution of (1.12). This completes the proof.

From the above argument, we have the following extensions.
Corollary 4.1 Let $\left(\mathcal{M}, g_{0}\right)$ be a compact n-manifold not conformally equivalent to the unit sphere $S^{n}$. Suppose $\frac{n}{2}<k \leq n$ and $\left[g_{0}\right]_{k} \neq \emptyset$. Suppose there exists a constant $c_{0}>0$ such that

$$
\begin{align*}
\varphi(x, t) & \geq c_{0}  \tag{4.10}\\
\lim _{t \rightarrow \infty} t^{-k} \varphi(x, t) & =\infty \tag{4.11}
\end{align*}
$$

Then there exists a constant $t^{*}>0$ such that the equation

$$
\begin{equation*}
\sigma_{k}(\lambda(V))=t \varphi(x, v) \tag{4.12}
\end{equation*}
$$

has at least two solutions for $0<t<t^{*}$, one solution at $t=t^{*}$, and no solution for $t>t^{*}$.

Corollary 4.2 Let $\left(\mathcal{M}, g_{0}\right)$ be as in Corollary $4.1, \frac{n}{2}<k \leq n$. Suppose $\varphi>0$,

$$
\begin{equation*}
\lim _{t \rightarrow 0} t^{-k} \varphi(x, t)=0 \tag{4.13}
\end{equation*}
$$

and (4.11) holds. Then there exists a solution to (1.10).
In the above theorems, we can also allow that the right hand side depends on the gradient $\nabla v$. Furthermore, (4.11) and (4.13) can be relaxed to

$$
\begin{align*}
& \lim _{t \rightarrow \infty} t^{-k} \varphi(x, t)>\theta,  \tag{4.14}\\
& \lim _{t \rightarrow 0} t^{-k} \varphi(x, t)<\theta \tag{4.15}
\end{align*}
$$

where $\theta$ is the eigenvalue of (1.13) (with $f \equiv 1$ ). See [30] for the Monge-Ampère equation.
We remark that when $1 \leq k \leq \frac{n}{2}$, Theorem C holds for $p<k \frac{n+2}{n-2}$. Indeed, when $p \leq k$, the proof of the Cases 1 and 2 above also applies to the cases $1 \leq k \leq \frac{n}{2}$. When $k<p<k \frac{n+2}{n-2}$, by a blow-up argument and the Liouville theorem [20], it is known that the set of solutions to (4.6) is uniformly bounded. Hence by the above degree argument, one also obtains the existence of solutions.

Corollary 4.3 Let $\left(\mathcal{M}, g_{0}\right)$ be a compact n-manifold with $\left[g_{0}\right]_{k} \neq \emptyset, 1 \leq k \leq n$. Then for any smooth, positive function $f$ and any constant $p \neq k, p<k \frac{n+2}{n-2}$, there exists a positive solution to the (1.12). The solution is unique if $p<k$. When $p=k$, there exists a unique constant $\theta>0$ such that (1.13) has a solution. The solution is unique up to a constant multiplication.

Note that in Corollary 4.3 we allow that $\left(\mathcal{M}, g_{0}\right)$ is the unit sphere.
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