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Abstract. An improved understanding of the divergence-free constraint for the incompressible Navier–Stokes
equations leads to the observation that a semi-norm and corresponding equivalence classes of forces are fundamen-
tal for their nonlinear dynamics. The recent concept of pressure-robustness allows to distinguish between space
discretisations that discretise these equivalence classes appropriately or not. This contribution compares the ac-
curacy of pressure-robust and non-pressure-robust space discretisations for transient high Reynolds number flows,
starting from the observation that in generalised Beltrami flows the nonlinear convection term is balanced by a
strong pressure gradient. Then, pressure-robust methods are shown to outperform comparable non-pressure-robust
space discretisations. Indeed, pressure-robust methods of formal order k are comparably accurate than non-pressure-
robust methods of formal order 2k on coarse meshes. Investigating the material derivative of incompressible Euler
flows, it is conjectured that strong pressure gradients are typical for non-trivial high Reynolds number flows. Connec-
tions to vortex-dominated flows are established. Thus, pressure-robustness appears to be a prerequisite for accurate
incompressible flow solvers at high Reynolds numbers. The arguments are supported by numerical analysis and
numerical experiments.
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Keywords. incompressible Navier–Stokes, pressure-robust methods, Helmholtz–Hodge projector, Discon-
tinuous Galerkin method, divergence-free H(div) finite elements, structure-preserving algorithms, high-order
methods, (generalised) Beltrami flows, high Reynolds number flows, material derivative.

1. Introduction

Recently, it was revealed that entire families of convergent space discretisations for the incompressible
Navier–Stokes equations

{
∂tu − ν∆u + (u · ∇) u + ∇p = f ,

∇ · u = 0,

(1.1a)

(1.1b)

may deliver inaccurate velocity solutions when strong pressure gradients develop, i.e. they suffer from
a lack of pressure-robustness [42, 48, 51]. Nearly all classical mixed methods like the Taylor–Hood
element or (‘only’ L2-conforming) Discontinuous Galerkin (DG) methods belong to these families.
Strong pressure gradients reflect strong forces of gradient type within the Navier–Stokes momentum
balance, e.g., in the terms f , (u · ∇)u or ∂tu.
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Indeed, the lack of pressure-robustness has been a rather hot research topic in the beginning of
the history of finite element methods for CFD [55, 31, 62, 38, 25, 35] — sometimes called poor mass
conservation — and continued to be investigated for many years [33, 57, 34, 60], often in connection
with the so-called grad-div stabilisation [32, 54, 17, 40, 3, 22]. Also, in the geophysical fluid dynamics
community and in numerical astrophysics well-balanced schemes have been proposed to overcome sim-
ilar issues for related Euler and shallow-water equations, especially in connection to nearly-hydrostatic
and nearly-geostrophic flows; cf., for example, [20, 21, 11, 44].

However, only recently it was understood better that exactly the relaxation of the divergence con-
straint for incompressible flows, which was invented in classical mixed methods in order to construct
discretely inf-sup stable discretisation schemes, introduces the lack of pressure-robustness, since it leads
to a poor discretisation of the Helmholtz–Hodge projector [49]. The reason is that the relaxation of the
divergence constraint implies a relaxation of the L2-orthogonality between discretely divergence-free
velocity test functions and arbitrary gradient fields.

Fortunately, pressure-robust space discretisations behave in a robust manner when confronted with
strong pressure gradients, and many different ways to construct such schemes have been found recently.
To name only a few, inf-sup stable H1-conforming and divergence-free mixed methods [65], inf-sup
stable H(div)-conforming DG methods [19, 45] and inf-sup stable H1-conforming and nonconform-
ing finite element methods (FEM), finite volume (FVM) methods, and Hybrid High Order methods
(HHO) with appropriately modified velocity test functions [46, 47, 23, 42, 52, 48] are pressure-robust.
Moreover, also in the context of isogeometric analysis various pressure-robust discretisations have
been developed [15, 29, 30]. However, it is still not generally widely accepted in the numerical analysis
community that pressure-robustness is simply a prerequisite for the accurate space discretisation of
non-trivial Navier–Stokes flows.

Thus, the goals of this contribution are threefold:

(1) It will be shown that the need for pressure-robustness emanates from an improved understand-
ing of mixed methods and the divergence constraint in incompressible flows. It is argued that
the divergence constraint induces equivalence classes of forces that are connected to a semi-
norm. The involved semi-norm, in turn, is connected to the Helmholtz–Hodge projector of a
vector field and vanishes for arbitrary gradient fields.

(2) It will be argued that exactly the quadratic nonlinearity of the incompressible Navier–Stokes
equations is a major source for strong pressure gradients. An example are vortex-dominated
flows with a typical balance of the centrifugal forces — represented by the nonlinear convection
term — and the pressure gradient. Then, the nonlinear convection term contains a strong
gradient part in the sense of the Helmholtz–Hodge decomposition. The corresponding pressure
is strong and complicated to approximate due to the balance of a linear term (the pressure
gradient) with a quadratic term (the nonlinear convection).

(3) It will be demonstrated that pressure-robust schemes outperform non-pressure-robust schemes
for entire classes of transient incompressible flows at high Reynolds numbers. For generalised
Beltrami flows and vortex-dominated flows it will be demonstrated that a pressure-robust
scheme with polynomial order k ≥ 2 for the discrete velocity will be comparably accurate
to a non-pressure-robust scheme of order 2k on coarse grids. The astonishing factor 2 in
the possible reduction of the polynomial approximation order stems from the balance of the
quadratic nonlinear term with the linear pressure gradient.

We only briefly remark that the question of an appropriate discretisation of the nonlinear convec-
tion term is intimately connected to the issue of numerical convection stabilisation techniques like
upwinding or SUPG [56, 14]. With the help of generalised Beltrami flows, we will demonstrate that in
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real-world flows the nonlinear convection term can be strong, even if the dynamics of the flow is not
convection-dominated at all, i.e. when measured in the appropriate semi-norm. Thus, our contribution
opens the way to an improved understanding of convection stabilisation for incompressible Navier–
Stokes flows. Here, the notion of numerical pseudo-dominant convection is decisive, see Remark 3.9.

The arguments will be supported by a comparative and paradigmatic numerical analysis of H1-
conforming pressure-robust and non-pressure-robust space discretisations for transient incompressible
Navier–Stokes flows. The analysis exploits essentially the following three observations [1, 49]:

• a pressure-robust space discretisation of the time-dependent Stokes equation for small viscosi-
ties is essentially error-free on finite (sufficiently short w.r.t. the viscosity) time intervals, i.e.,
the approximation error of the initial values does not grow in time;

• under the same conditions, classical space discretisations of the time-dependent Stokes problem
only suffer from large gradient fields in the momentum balance (large pressures), and discrete
velocity errors induced by gradient fields accumulate over time;

• the nonlinear convection term is a major source for complicated pressure gradients.

Several numerical experiments will illustrate the theory. In order to explicitly focus on space dis-
cretisation, in the practical examples always small time steps are chosen together with second-order
time-stepping schemes. Therefore, the error due to time discretisation is always negligible in this work.

Organisation of the article. As a basis for this work, Section 2 presents some fundamental re-
flections on the transient incompressible Navier–Stokes equations, which help to understand the sig-
nificance of a pressure-robust space discretisation. Among other things, we explain why equivalence
classes of forces are important for Navier–Stokes flows, we introduce the notion of generalised Bel-
trami flows, and we emphasise that the material derivative in incompressible Euler flows with f = 0

is always a gradient field. Afterwards, in Section 3, the time-dependent Navier–Stokes problem, its
weak formulation, the Helmholtz–Hodge projector and its discrete counterpart are discussed in an
H1-conforming FE setting. Also for H1-conforming FEM, a comparative time-dependent L2 a priori
error analysis is presented in Section 4. Section 5 discusses how and when non-pressure-robust high-
order methods lose about half of their formal convergence order on coarse meshes. In Section 6, the
relevance of our considerations for vortex-dominated flows is explained showing numerical results for
the Gresho vortex problem computed with H1-FEM. Moving to computationally much more versatile
L2- and H(div)-DG methods, Section 7 describes their space discretisation and the corresponding
DG Helmholtz projectors. The remainder of the work is dedicated to numerical experiments. While
Section 8 deals with generalised Beltrami flows with exact solutions in 2D and 3D, in Section 9 we go
beyond this and investigate the material derivative of a real-world flow: a von Kármán vortex street.
Finally, some conclusions are drawn and an outlook is given in Section 10.

2. Some background from fluid dynamics

In this section, we will review some classical concepts from fluid dynamics and put them into perspec-
tive with regard to their importance in the subsequent parts of this work.

2.1. Velocity-equivalence of forces

The dynamics of the incompressible Navier–Stokes equations is driven by its vorticity equation

ωt − ν∆ω + (u · ∇) ω = ∇ × f + (ω · ∇) u, (2.1)
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which is formally derived from (1.1) by applying the curl operator to the momentum balance and
substituting ω := ∇ × u [18]. Due to ∇ × ∇φ = 0, the two forces f and f + ∇φ induce the same
velocity field u, independent of the scalar potential φ. This leads to an equivalence class of forces,
where two forces will be called velocity-equivalent if they differ only by an arbitrary gradient field, i.e.,

f ≃ f + ∇φ. (2.2)

Indeed, the gradient part (in the sense of the Helmholtz–Hodge decomposition) of any force f in the
Navier–Stokes momentum balance only determines the pressure gradient ∇p. In Section 3 this purely
formal argument is made precise by introducing the Helmholtz–Hodge projector and a semi-norm that
is connected to it. Though the concept of the velocity-equivalence of forces is relevant for all forces
in the Navier–Stokes momentum balance, this contribution will mainly focus on the consequences for
the nonlinear convection term (u · ∇)u at high Reynolds numbers.

2.2. Generalised Beltrami flows

Velocity-equivalence of forces is especially relevant in a specific, but very rich and important class
of transient incompressible flows, namely generalised Beltrami flows. E.g., as far as we know, all
known exact solutions (with f = 0) [26] of the incompressible Navier–Stokes equations are Galilean-
invariant to generalised Beltrami flows. Some of them will be used for our numerical benchmarks below.
Generalised Beltrami flows are those flows, whose nonlinear convection term is velocity-equivalent to
a zero-force, i.e., it holds

(u · ∇) u ≃ 0.

Thus, their velocity solution is likewise the solution of an incompressible Stokes problem — with a
different pressure. The main observation for the understanding of generalised Beltrami flows is the
following pointwise identity for the nonlinear convection term:

(u · ∇) u = (∇ × u) × u +
1

2
∇ |u| 2 = ω × u +

1

2
∇ |u| 2, (2.3)

where ω × u is usually called the Lamb vector.
Thus, generalised Beltrami flows can be subdivided into three different subclasses:

(1) The most famous generalised Beltrami flows are classical potential flows with u = ∇h, where
h denotes a (possibly time-dependent) harmonic potential fulfilling −∆h = 0. Since potential
flows are irrotational, it holds ω = ∇ × u = ∇ × (∇h) = 0 and the nonlinear convection term
is a gradient field

(u · ∇) u =
1

2
∇ |u| 2, (2.4)

and the nonlinear convection term is balanced by a pressure gradient ∇p = −1
2∇|u|2.

(2) The second subclass consists of Beltrami flows. Contrary to potential flows, they are not
irrotational, i.e., it holds ω 6= 0, however it holds ω × u = 0, i.e., the vorticity vector of
Beltrami flows is parallel to the velocity field. They exist only in the three-dimensional case,
because the vorticity of two-dimensional flows is always perpendicular to the velocity field.
Again, the pressure gradient is given by ∇p = −1

2∇|u|2.

(3) Finally, for generalised Beltrami flows the vorticity is neither zero, nor parallel to the flow field,
but the Lamb vector is a gradient field

ω × u = ∇φ. (2.5)

Here, the pressure gradient is different, namely ∇p = −∇
(

1
2 |u|2 + φ

)
.
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It should be remarked that the vorticity equation of a generalised Beltrami flow (with f = 0) is linear
and given by

∂tω − ν∆ω = 0. (2.6)

Thus, a generalised Beltrami flow with f = 0 and time-independent boundary conditions presents
a nearly-steady behaviour over long time intervals, at least for small kinematic viscosities ν ≪ 1. As a
first connection to vortex-dominated flows, we remark that the slow decay of vortex structures like the
2D planar lattice flow problem is modelled by such flows [59]. For such a process, a steady Eulerian
description is sufficient.

2.3. Galilean invariance and the material derivative

In this short subsection, we briefly want to discuss the role of the divergence-free part of the nonlinear
convection term (u · ∇)u. It enters the game whenever a steady Eulerian description is not sufficient
anymore.

Recalling that the incompressible Navier–Stokes equations are Galilean-invariant, we start from a
generalised Beltrami flow (u0, p0), fulfilling

∂tu0 − ν∆u0 + (u0 · ∇) u0 + ∇p0 = 0, ∇ · u0 = 0,

and add a constant velocity field w0 such that one obtains a new flow field

u(t,x) = w0 + u0(t,x − tw0).

Below, the corresponding pressure will be demonstrated to be

p(t,x) = p0(t,x − tw0).

Then, one computes

∂tu(t,x) = ∂t [u0(t,x − tw0)] = ∂tu0(t,x − tw0) − (w0 · ∇) u0(t,x − tw0)

and

(u(t,x) · ∇) u(t,x) = (w0 + u0(t,x − tw0) · ∇) u0(t,x − tw0) (2.7a)

= (w0 · ∇) u0(t,x − tw0) + (u0(t,x − tw0) · ∇) u0(t,x − tw0). (2.7b)

Therefore, for the material derivative of u it holds

Du(t,x)

Dt
:= ∂tu(t,x) + (u(t,x) · ∇) u(t,x) = ∂tu0(t,x − tw0) + (u0(t,x − tw0) · ∇) u0(t,x − tw0),

which is invariant under the Galilean transformation. Since it further holds

−ν∆u(t,x) = −ν∆u0(t,x − tw0)

and ∇ · u(t,x) = 0, the pair (u(t,x), p(t,x)) does indeed fulfil the incompressible Navier–Stokes
equations with f = 0.

Besides the gradient part (u0(t,x−tw0) · ∇)u0(t,x−tw0) (due to the generalised Beltrami property
of u0), the transformed nonlinear convection term (2.7) does contain the new contribution (w0 · ∇)u =
∇u0(t,x − tw0)w0. For this contribution, it holds

∇ · (∇u0(t,x − tw0)w0) = ∇ · ((w0 · ∇) u) = (w0 · ∇) (∇ · u) = 0.

Thus, the nonlinear convection term of flows that are Galilean-invariant to a generalised Beltrami flow
contains both a divergence-free and a gradient-field part. The corresponding vorticity equation remains
linear, but contains an additional linear convection term

∂tω − ν∆ω + (w0 · ∇) ω = 0. (2.8)
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By means of an example in the next subsection we will demonstrate that the divergence-free part of
the nonlinear convection term is responsible for the transport of geometric structures in the flow (like
vortices, vortex filaments, . . . ), while the gradient field part prevents the dispersion of geometric struc-
tures, thereby ensuring conservation of mass. Thus, the gradient field part of the nonlinear convection
term is of major importance for incompressible high Reynolds number flows, although it represents a
challenge for non-pressure-robust space discretisations.

2.4. Steady solutions of the incompressible Euler equations, Galilean invariance and the

Euler material derivative

In this subsection we will slightly go beyond generalised Beltrami flows with f = 0 and discuss the
limit case Re → ∞, leading to the incompressible Euler equations with f = 0; that is,

{
∂tu + (u · ∇) u + ∇p = 0,

∇ · u = 0.

(2.9a)

(2.9b)

First, we want to remind the reader that vortices, vortex lines and vortex filaments are the build-
ing blocks of fluid dynamics [18]. Vortex-like solutions can be obtained as steady solutions of the
incompressible Euler equations (2.9), for which it holds

(u · ∇) u = −∇p.

Thus, every steady solution u of the incompressible Euler equations has a nonlinear convection term
which is velocity-equivalent to a zero force,

(u · ∇) u ≃ 0,

in the sense of corresponding equivalence classes of forces as introduced above. In the frictionless Euler
setting, there exist even steady solutions with a compact support like the famous Gresho vortex, see
Section 6. Indeed, for steady solutions of the incompressible Euler equations with a compact support
mainly the centrifugal force and the pressure gradient balance, similar to a tornado. Self-evidently,
the centrifugal force is modelled by the (quadratic) convection term of the incompressible Euler and
Navier–Stokes equations. We remark that steady solutions of the incompressible Euler equations can
contain an immense amount of kinetic energy, which is contained in rotational degrees of freedom,
though. This rotational kinetic energy can be unleashed, whenever vortices or vortex filaments interact
with each other or interact with the boundary of the domain.

Since all considerations from Subsection 2.3 about the Galilean invariance of the incompressible
Navier–Stokes equations are valid for the Euler equations as well, the divergence-free part of the
nonlinear convection term leads to a transport of structures; cf. the example of the Gresho vortex in
Section 6 in the case w0 6= 0.

Moreover, looking at (2.9), we recognise that for the material derivative of incompressible Euler
flows with f = 0 it holds

Du

Dt
= ∂tu + (u · ∇) u = −∇p, (2.10)

i.e., for the Euler material derivative one obtains

Du

Dt
≃ 0. (2.11)

Thus, strong forces of gradient field type are typical for incompressible Euler and Navier–Stokes flows
at high Reynolds numbers, e.g., due to a force balance of the nonlinear centrifugal force and a strong,
nontrivial pressure gradient.
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The next subsection serves to illustrate that strong and ‘complicated’ gradient fields in the Navier–
Stokes momentum balance lead to numerical errors for non-pressure-robust space discretisations, while
pressure-robust discretisations behave well.

2.5. Hydrostatics: Complicated pressure

Let us explain in more detail, what we usually mean by ‘complicated pressures’. The most important
point is that ‘complicated’ is always meant compared to the velocity. In this sense, a complicated
pressure in a particular flow is always a relative concept.

In hydrostatics (flow at rest, no-flow), the pressure usually balances an external (gradient) force
field, which makes it a perfect example for presenting ‘complicated pressures’. For ease of presentation,
suppose we want to solve the incompressible Stokes problem (ν = 1), with a right-hand side forcing
term f = ∇φ/

∫
Ω φ. Here, the normalisation is made to ensure comparable situations for different

potentials φ. The left-hand side column in Figure 2.1 shows different potentials φ = yγ for γ = 1, 2, 4, 9
in a domain Ω which resembles a glass geometry. Note that the pressure behaves analogously as these
potentials and thus, they can be considered ‘complicated’ compared to the exact velocity solution
u = 0 in hydrostatics problems.

Now, all other plots in Figure 2.1 show the velocity solution of different numerical methods for
the particular problem. The chosen methods are L2- (PPPdc

k /P
dc
k−1) and H(div)-based (BDMBDMBDM1/P

dc
0 ) DG

methods on triangular meshes of different order k (polynomial order of the discrete velocity approxi-
mations), In the present context, it suffices to know that the former are non-pressure-robust whereas
the latter are pressure-robust and divergence-free; cf. Section 7 for more details.

One can see that the low-order (k = 1) pressure-robust method computes the correct velocity
solution uh = 0 independent of the pressure/potential, even though the discrete pressure space only
consists of piecewise constants. The non-pressure-robust method, on the other hand, only leads to
uh = 0 if k − 1 > γ, as in this situation the pair (u, p) is contained in the discrete FE spaces.
Moreover, one can see that whenever the non-pressure-robust method gives uh 6= 0, the quality of the
solution decreases as γ increases, i.e. as the pressure becomes more and more complicated. On the other
hand, increasing the order k of the discretisation improves the solution; this is simply k-convergence.

3. Time-dependent Navier–Stokes problem and H
1 discretisation

After a very brief introduction to the governing equations on the continuous level, we introduce the
spatial H1-conforming discretisation schemes which will be used for the error analysis in the first
part of this work. They consist of an exactly divergence-free, pressure-robust method and a classical
non-pressure-robust FEM.

3.1. Infinite-dimensional Navier–Stokes equations

We consider the time-dependent incompressible Navier–Stokes problem, which reads




∂tu − ν∆u + (u · ∇) u + ∇p = f in (0, T ] × Ω,

∇ · u = 0 in (0, T ] × Ω,

u (0,x) = u0 (x) for x ∈ Ω.

(3.1a)

(3.1b)

(3.1c)

For the space dimension d ∈ {2, 3}, Ω ⊂ R
d denotes a connected bounded Lipschitz domain and T

is the end of time considered in the particular problem. Since in the numerical analysis below we want
to compare the best possible convergence rates for pressure-robust and classical space discretisations
in the L2-norm, we will assume for technical reasons that Ω is convex, leading to elliptic regularity.
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Figure 2.1. Stokes no-flow problem in a glass, demonstrating the concept of com-
plex pressures and the advantages of using pressure-robust methods. The left-hand
side column shows the potential φ = yγ for γ = 1, 2, 4, 9 and the underlying triangu-
lar mesh for all computations. The other columns show velocity magnitude |uh| for
the non-pressure-robust PPPdc

k /P
dc
k−1 method and the pressure-robust and divergence-free

BDMBDMBDM1/P
dc
0 method.

Moreover, u : [0, T ]×Ω → R
d indicates the velocity field, p : [0, T ]×Ω → R is the (zero-mean) kinematic

pressure, f : [0, T ] × Ω → R
d represents external body forces and u0 : Ω → R

d stands for a suitable
initial condition for the velocity. The underlying fluid is assumed to be Newtonian with constant
(dimensionless) kinematic viscosity 0 < ν ≪ 1. We impose either the general Dirichlet boundary
condition u = gD on (0, T ] × ∂Ω, or periodic boundary conditions (or a mixture of them).

Notation. In what follows, for K ⊆ Ω we use the standard Sobolev spaces Wm,p(K) for scalar-
valued functions with associated norms ‖·‖W m,p(K) and seminorms |·|W m,p(K) for m > 0 and p > 1. We

obtain the Lebesgue space W 0,p(K) = Lp(K) and the Hilbert space Wm,2(K) = Hm(K). Additionally,
the closed subspaces H1

0 (K) consisting of H1(K)-functions with vanishing trace on ∂K and the set
L2

0(K) of L2(K)-functions with zero mean in K play an important role. The L2(K)-inner product
is denoted by (·, ·)K and, if K = Ω, we sometimes omit the domain completely when no confusion
can arise. Furthermore, with regard to time-dependent problems, given a Banach space X and a time
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instance t, the Bochner space Lp(0, t; X) for p ∈ [1,∞] is used. In the case t = T , we frequently use the
abbreviation Lp(X) = Lp(0, T ; X). Further, C1(0, t; X) denotes the function space mapping [0, t] into
X, which is continuously differentiable in time w.r.t. the norm ‖u‖C1(0,t;X) maxs∈[0,T ](‖u‖X +‖ut‖X).

Spaces and norms for vector- and tensor-valued functions are indicated with bold letters. For example,
for a vector-valued function v = (v1, . . . , vn)†, we consider ‖v‖p

Lp(Ω) =
∑n

i=1 ‖vi‖
p
Lp(Ω) =

∫
Ω|v|pp dx,

where |v|pp =
∑n

i=1|vi|
p. The vorticity of a 2D velocity field u = (u1, u2)† is defined as ω = ∂x1u2−∂x2u1.

Depending on the particular boundary conditions, let V /Q be the continuous solution spaces for
velocity and pressure, respectively. Note that it holds V ⊂ H1(Ω) and Q ⊂ L2(Ω). For the numerical
analysis in this and the next section, we will always choose V = H1

0 (Ω) and Qh = L2
0(Ω). The subspace

of weakly divergence-free functions is defined as

V div = {v ∈ V : (q,∇ · v) = 0, ∀ q ∈ Q} .

A weak velocity solution u ∈ L2(0, T ; V div) of (3.1) fulfils that for all test functions v ∈ V div holds

d

dt
(u(t),v) + ν (∇u(t),∇v) + ((u(t) · ∇)u(t),v) = 〈f(t),v〉H−1,H1

0
(3.2)

in the sense of distributions in D′(]0, T [) and such that u(0) = u0 [13]. Note that the pressure p is not
part of the weak formulation of the incompressible Navier–Stokes problem, see Remark 3.6. For the
numerical analysis, we will further assume the regularity u ∈ L1(W 1,∞), ensuring, e.g., uniqueness of
the weak solution in time [8, 61]. Further (technical) regularity assumptions will be made at appropriate
places in the contribution. Then, (u, p) fulfils

{
Find (u, p) : (0, T ] → V ×Q with u (0) = u0 s.t., ∀ (v, q) ∈ V ×Q,

(∂tu,v) + ν (∇u,∇v) + ((u · ∇) u,v) − (p,∇ · v) + (q,∇ · u) = (f ,v) .

(3.3a)

(3.3b)

3.2. Helmholtz–Hodge decomposition in L2

In order to understand the significance of pressure-robustness for the discretisation theory of the
incompressible Navier–Stokes equations (3.1), the concept of the Helmholtz–Hodge projector is intro-
duced. Since the numerical analysis below is essentially an L2 analysis (assuming all forces ∂tu(t),
(u(t) · ∇)u(t), . . . to be in L2), we will restrict our considerations to the Helmholtz–Hodge decomposi-
tion in L2. Below in this section, some functional analytic prerequisites are summarised that show that
only the divergence-free parts, i.e., the Helmholtz–Hodge projectors of the forces in the Navier–Stokes
momentum balance influence the velocity solution of the incompressible Navier–Stokes equations, see
also [42].

The space of square-integrable divergence-free (solenoidal) vector fields is defined by

L2
σ(Ω) :=

{
w ∈ L2(Ω): − (w,∇φ) = 0, ∀φ ∈ H1(Ω)

}
. (3.4)

Remark 3.1. First note that for φ ∈ C∞
0 (Ω) the mapping φ 7→ −(w,∇φ) denotes the distributional

divergence of w. Thus, vector fields in L2
σ(Ω) are divergence-free [42]. Further note that definition (3.4)

implies that w · n
∣∣
∂Ω

= 0, where n denotes the outer unit normal vector on ∂Ω, since test functions

φ ∈ H1 do not vanish on the boundary of Ω. In this context, please also note that a Helmholtz–Hodge
decomposition is made unique only by prescribing certain boundary conditions. The reason is that any
gradient of a harmonic function with −∆h = 0 is irrotational and divergence-free at the same time.
Thus, the boundary conditions determine whether ∇h is called ’divergence-free’ or ’gradient field’. In
our setting, all gradients of harmonic functions are called ’gradient fields’, and vector fields in L2

σ(Ω)
are orthogonal to all gradient fields in L2.

Remark 3.2. Our considerations regard the Helmholtz–Hodge decomposition in L2 of (u · ∇)u. Since
we assume that u ∈ W 1,∞, it holds (u · ∇)u ∈ L2.
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Due to the special choice of the boundary conditions and Remark 3.1 one obtains the following
theorem, for which the proof will be repeated for completeness and readability of the manuscript
from [42]:

Theorem 3.3 (Helmholtz–Hodge decomposition in L2). For every vector field v ∈ L2(Ω), there exists
a unique Helmholtz–Hodge decomposition

v = w + ∇ψ, (3.5)

where it holds w ∈ L2
σ(Ω), and ψ ∈ H1(Ω) and w and ∇ψ are L2-orthogonal. Then, w =: P(v) is

called the Helmholtz–Hodge projector of v.

Proof. A potential ψ ∈ H1(Ω)/R in the Helmholtz–Hodge decomposition is obtained by: for all
χ ∈ H1(Ω)/R holds

(∇ψ,∇χ) = (v,∇χ). (3.6)

This Neumann problem for ψ is uniquely solvable [42]. Then, define w := v − ∇ψ. One can test w

with arbitrary gradient fields ∇(φ+C), where C denotes an arbitrary real number and where it holds
φ ∈ H1(Ω)/R. Then, one obtains (w,∇(φ+ C)) = (w,∇φ) = (v − ∇ψ,∇φ) = 0, due to (3.6). Thus,
it holds w ∈ L2

σ(Ω). Due to the definition of L2
σ(Ω), w and ∇ψ are orthogonal in L2. Assuming that

v = w1 + ∇ψ1 = w2 + ∇ψ2 are two Helmholtz–Hodge decompositions of v, then it holds

w1 − w2 = ∇(ψ2 − ψ1)

with w1 − w2 ∈ L2
σ(Ω). Testing this equality by ∇(ψ1 − ψ2) yields by the L2-orthogonality of (3.6)

‖∇(ψ2 − ψ1)‖2
L2(Ω) = 0,

and one concludes w1 = w2 and ψ1 = ψ2 using ψ1, ψ2 ∈ H1(Ω)/R. Thus, the Helmholtz–Hodge
decomposition is unique.

Remark 3.4. Formally, the Helmholtz–Hodge decomposition of v ∈ L2(Ω) can be written as the
solution of the PDE problem





P(v) + ∇ψ = v in Ω,

∇ ·P(v) = 0 in Ω,

P(v) · n = 0 on ∂Ω.

(3.7a)

(3.7b)

(3.7c)

The most important property of the Helmholtz–Hodge projector for our contribution is given as
follows:

Lemma 3.5. For all ψ ∈ H1(Ω), it holds

P(∇ψ) = 0.

Proof. Note that ∇ψ = 0 + ∇ψ is the unique Helmholtz–Hodge decomposition of ∇ψ. Thus, it
follows P(∇ψ) = 0.

Finally, it is emphasised that the velocity solution u of (3.2) is completely determined by testing
the momentum equation with divergence-free velocity test functions v ∈ V div and by its initial value
u0. Assuming smoothness of u in space and time, u fulfils for all v ∈ V div

(∂tu,v) + ν (∇u,∇v) + ((u · ∇) u,v) = (f ,v) ⇔ (3.8a)

(P(∂tu),v) − ν (P(∆u),v) + (P((u · ∇) u),v) = (P(f),v) . (3.8b)
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Remark 3.6. Equation (3.8a) shows that the velocity solution u of the incompressible Navier–Stokes
equations is not determined by the forces f in the momentum equation themselves, but by their
Helmholtz–Hodge projectors P(f). Therefore, two forces f and g that differ by a gradient field f =
g + ∇φ, lead to the same velocity solution. Thus, the velocity solution of the incompressible Navier–
Stokes equations is naturally determined by equivalence classes of forces, where it holds

f ≃ g ⇔ P(f) = P(g).

3.3. H
1 finite element methods

Let Vh/Qh be the considered discretely inf-sup stable velocity/pressure FE pair, where Vh ⊂ V and
Qh ⊂ Q. We assume that the discrete velocity space contains polynomials up to degree ku and the
discrete pressure space contains polynomials up to degree kp. Note that for most discretely inf-sup
stable schemes it holds kp = ku − 1. An example is the Taylor–Hood finite element family PPPk/Pk−1

with k > 2 [41]. However, for the famous mini element it holds kp = ku(= 1) [5]. In the following
numerical analysis, C > 0 always denotes a generic constant, whose value is independent of the mesh
size but possibly dependent on the mesh-regularity.

In order to approximate (3.1), or equivalently (3.3), the following generic semi-discrete FEM is
considered:




Find (uh, ph) : (0, T ] → Vh ×Qh with uh (0) = u0h s.t., ∀ (vh, qh) ∈ Vh ×Qh,

(∂tuh,vh) + ν (∇uh,∇vh) +

(
(uh · ∇) uh +

1

2
(∇ · uh) uh,vh

)
− (ph,∇ · vh) = (f ,vh)

(qh,∇ · uh) = 0.

(3.9a)

(3.9b)

(3.9c)

Now, the choice of the FE spaces decides whether an exactly divergence-free, pressure-robust method
is applied or not. For example, the Scott–Vogelius element PPPk/P

dc
k−1 is discretely inf-sup stable on

shape-regular, barycentrically refined meshes for k > d [65], or on meshes without singular vertices for
k > 2d; then it yields an exactly divergence-free and thus pressure-robust method. On the other hand,
for example, a classical PPPk/Pk−1 Taylor–Hood element is a non-pressure-robust method. Note that the
explicit skew-symmetrisation of the convective term is only necessary for a non-divergence-free FEM.

The subspace of discretely divergence-free functions is given by

V div
h = {vh ∈ Vh : (qh,∇ · vh) = 0, ∀ qh ∈ Qh} ,

where we note that for exactly divergence-free (and thus pressure-robust) FEM, vh ∈ V div
h follows

∇ · vh = 0, i.e., V div
h ⊂ L2

σ(Ω). In this context, a frequently used tool in finite element error analysis
is the discrete Stokes projector, defined by

Sh : V div → V div
h , Sh(v) = arg min

vh∈V div
h

‖∇ (v − vh)‖L2(Ω) ,

∫

Ω
∇ [S(v) − v] : ∇vh dx = 0, ∀ vh ∈ V div

h .

The Stokes projector possesses optimal approximation properties due to discrete inf-sup stabil-
ity [1]. Last but not least, the Lagrange interpolation into the H1-conforming subspace of the discrete
pressure-space Qh is denoted by

Lh : C(Ω̄) → Qh ∩H1(Ω). (3.10)

Remark 3.7. For discrete discontinuous pressure spaces with kp > 1 it holds for all q ∈ Hkp+1

‖∇(q − Lhq)‖L2 6 Chkp |q| Hkp+1(Ω),

where C does only depend on the shape-regularity of the triangulation.
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Lemma 3.8 (Convergence of the nonlinear convection term as h → 0). Assume that uh → u ∈
W 1,∞(Ω) converges strongly in H1(Ω) and that ‖uh‖W 1,∞(Ω) 6 C is uniformly bounded. Then,

(uh · ∇)uh → (u · ∇)u converges strongly in L2(Ω). Further, it holds that P((uh · ∇)uh) → P((u · ∇)u)
converges strongly for the Helmholtz–Hodge projector in L2(Ω).

Proof. One can derive

‖(uh · ∇)uh − (u · ∇)u‖L2(Ω) 6 ‖((uh − u) · ∇)uh‖L2(Ω) + ‖(u · ∇)(uh − u)‖L2(Ω)

6 ‖uh − u‖L2(Ω) ‖∇uh‖L∞(Ω) + ‖u‖L∞(Ω) ‖∇(uh − u)‖L2(Ω) .

Due to uh → u strongly in H1(Ω), ‖uh − u‖L2(Ω) and ‖∇(uh − u)‖L2(Ω) converge to zero. Further,

‖∇uh‖L∞(Ω) and ‖u‖L∞(Ω) are assumed to be bounded. The convergence of the Helmholtz–Hodge

projectors P((uh · ∇)uh) → P((u · ∇)u) in L2(Ω) is an immediate consequence of the well-posedness
of the Neumann problem (3.6) in H1(Ω)/R.

Remark 3.9 (Pseudo-dominant convection). When confronted with generalised Beltrami flows at high
Reynolds numbers, Lemma 3.8 is decisive in order to understand the behaviour of space discretisations
of the incompressible Navier–Stokes equations. While P((u · ∇)u)) vanishes for generalised Beltrami
flows since (u · ∇)u is a gradient field, on the discrete level P((uh · ∇)uh)) → 0 holds since (uh · ∇)uh

only converges to a gradient field as h → 0. Thus, one can observe some kind of pseudo-dominant
convection at high Reynolds numbers [48], i.e., the infinite-dimensional generalised Beltrami problem
is not convection-dominated due to P((u · ∇)u)) = 0, but the discretised problem experiences some
non-negligible, artificial convective force. A similar effect can be observed also for the linear Stokes
problem when one uses numerical quadratures in the discretisation of forces of gradient fields, see [50,
Subsection 6.2].

3.4. Discrete H
1-conforming Helmholtz–Hodge projector

A discrete Helmholtz–Hodge projector in L2 is defined straightforward as the L2 projector onto V div
h :

Ph : L2(Ω) → V div
h , Ph(v) = arg min

vh∈V div
h

‖v − vh‖L2(Ω) ,

∫

Ω
[Ph(v) − v] · vh dx = 0, ∀ vh ∈ V div

h .

(3.11)

Remark 3.10. Under the assumptions of elliptic regularity of Ω, shape-regular meshes and discrete
inf-sup stability of the method, the corresponding discrete Helmholtz projector has optimal approxi-
mation properties

‖u − Ph(u)‖L2(Ω) + h ‖∇ [u − Ph(u)]‖L2(Ω) 6 Chk+1 ‖u‖Hk+1(Ω) . (3.12)

The proof follows directly from [1, Lemma 11].

Lemma 3.11 (W 1,∞ stability of discrete Helmholtz–Hodge projector). Assume elliptic regularity
of Ω, shape-regular meshes, discrete inf-sup stability of the method and that the exact solution u is
sufficiently smooth. Then, the corresponding discrete Helmholtz–Hodge projector fulfils

‖∇Ph(u)‖L∞(Ω) 6 C ‖∇u‖L∞(Ω) + hku−d/2 ‖u‖Hku+1(Ω) , (3.13)

where C > 0 is independent of h and ku denotes the polynomial order of discrete velocities in Vh.

Proof. The first step is to use the Stokes projector and the triangle inequality to obtain

‖∇Ph(u)‖L∞(Ω) 6 ‖∇Sh(u)‖L∞(Ω) + ‖∇Ph(u) − ∇Sh(u)‖L∞(Ω) .
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Note that the W 1,∞ stability of the Stokes projector has been shown in [36]. For shape-regular de-
compositions Th, the discrete space Vh (and thus also V div

h ) satisfies the local inverse inequality [27,
Lemma 1.138]

∀vh ∈ Vh : ‖vh‖W ℓ,p(K) 6 Cinvh
m−ℓ+d( 1

p
− 1

q
)

K ‖vh‖W m,q(K) , ∀K ∈ Th, (3.14)

where 0 6 m 6 ℓ and 1 6 p, q 6 ∞. Choosing ℓ = m = 1, p = ∞ and q = 2, the inverse estimate can
be applied to further estimate the right-hand side as

‖∇Ph(u) − ∇Sh(u)‖L∞(Ω) 6 Cinvh
−d/2 ‖∇ [Ph(u) − Sh(u)]‖L2(Ω)

6 Cinvh
−d/2

[
‖∇ [u − Ph(u)]‖L2(Ω) + ‖∇ [u − Sh(u)]‖L2(Ω)

]

6 Chku−d/2 ‖u‖Hku+1(Ω) ,

where the optimal approximation properties of both Ph and Sh are essential.

Combining Lemmas 3.11 and 3.8 yields a result which is essential for good convergence properties
of the Galerkin method on pre-asymptotic meshes, see also Theorems 4.1 and 4.6:

Remark 3.12. Assuming ku > d/2, it holds for h → 0 that

P((Ph(u) · ∇)Ph(u))
L2

→ P((u · ∇)u).

Now, let us first consider the situation where Ph belongs to a pressure-robust (divergence-free)
method.

Lemma 3.13. For pressure-robust (divergence-free) H1 methods, for all ψ ∈ H1(Ω) it holds

Ph(∇ψ) = 0.

Proof. Since for divergence-free methods ∇ · vh = 0 holds for all vh ∈ V div
h , one obtains

(∇ψ,vh) = −(ψ,∇ · vh) = 0,

for all vh ∈ V div
h .

Finally, for non-pressure-robust methods, the situation is not exactly the same as in the infinite-
dimensional case. In fact, for the steady Navier–Stokes problem, i.e., for the elliptic problem, one
has to estimate the consistency error of Ph(∇φ) in a discrete H−1

h norm, which yields an O(hkp+1)
consistency error [49], where kp denotes the formal approximation order of the discrete pressure space
in the L2 norm. However, for the fully time-dependent a priori error analysis below we will have to
estimate this consistency error in the stronger L2(Ω) norm, which was seemingly done for the first
time in [51].

Lemma 3.14. For non-pressure-robust H1 methods with kp > 1, it holds for all gradient fields ∇ψ

with ψ ∈ Hkp+1(Ω)

‖Ph(∇ψ)‖L2(Ω) 6 Chkp |ψ| Hkp+1(Ω). (3.15)

Proof. Given ψ ∈ Hkp+1(Ω), it holds for all discretely divergence-free vh ∈ V div
h

0 = −(Lhψ,∇ · vh) = (∇(Lhψ),vh) ,

due to Lhψ ∈ Qh ∩H1(Ω). Thus, one obtains

(∇ψ,vh) = (∇(ψ − Lhψ),vh) 6 ‖∇(ψ − Lhψ)‖L2(Ω) ‖vh‖L2(Ω) .

The result is proven using Remark 3.7.
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Remark 3.15. The numerical experiments in [51] indicate that Lemma 3.14 is sharp. Indeed, for
non-pressure-robust, inf-sup stable mixed methods with discontinuous P0 pressures, i.e., kp = 0, like
the nonconforming Crouzeix–Raviart and the conforming Bernardi–Raugel element, it is demonstrated
that it holds

‖Ph(∇q)‖L2(Ω) = O(1),

leading to a pressure-induced locking phenomenon for the time-dependent Stokes equations in the
presence of large pressure gradients.

Remark 3.16. Remark 3.12 assures that at least for ku > d/2 one obtains for h → 0 the convergence
result

P((Ph(u) · ∇)Ph(u))
L2

→ P((u · ∇)u).

However, the quality of the space discretisation (3.9) is determined by whether and how

Ph((Ph(u) · ∇)Ph(u))
L2

→ P((u · ∇)u)

converges for h → 0. For kp > 2, convergence in L2 is assured. But the convergence speed of pressure-
robust methods can be much faster than in classical, non-pressure-robust space discretisations due
to Lemma 3.14, when (u · ∇)u contains a large gradient part in the sense of the Helmholtz–Hodge
decomposition (3.5). This is the main reason for the superiority of pressure-robust methods for Bel-
trami flows, where space discretisations suffer from an artificial, pseudo-dominant convection on coarse
meshes, see Remark 3.9. Exactly this artificial pseudo-dominant convection is reduced by pressure-
robust methods.

4. A special H
1 finite element error analysis

In the following, we present a numerical error analysis for the time-dependent Navier–Stokes problem
which is based on a new understanding of the velocity error in the time-dependent Stokes problem,
see [51] and [1, Section 4]. The key point is that in the case of low viscosities, pressure-robust space
discretisations do not show an increase in the velocity error as long as the time interval is small
compared with ν−1. On the other hand, in non-pressure-robust methods the only source of error is a
dominating pressure gradient in the momentum balance [2, Theorem 5.2]; namely in the special case
f = const one gets (for ν ≪ 1) uh ≈ Ph(u) + tPh(∇p) for t ∈ [0, T ].

In the following, we will give two different error estimates for the Navier–Stokes equations in the
pressure-robust and the non-pressure-robust case. The convergence analysis is inspired by novel dis-
crete velocity error estimates for the transient Stokes equations [51, 49, 1], which estimate the differ-
ence between the discrete velocity uh(t) and the (discretely divergence-free) L2 best approximation
Ph(u(t)).

4.1. Pressure-robust space discretisation

Theorem 4.1 (Pressure-robust estimate). For the discrete velocity for all t ∈ [0, T ] the following
representation is chosen

uh(t) = Ph(u(t)) + eh(t),

and the time-dependent evolution of eh(t) is considered. Then, assuming u ∈ L2(W 1,∞ ∩ H3), ∂tu ∈
L1(L2), on the time interval [0, T ], eh can be estimated by

‖eh(T )‖2
L2 + ν ‖∇eh‖2

L2(L2) 6 e
1+2‖∇Ph(u)‖L1(L∞) ×

(
ν ‖∇ [Sh(u) − Ph(u)]‖2

L2(L2)

+2T

∫ T

0
‖∇Ph(u)‖2

L∞ ‖u − Ph(u)‖2
L2 + ‖u‖2

L∞ ‖∇ [u − Ph(u)]‖2
L2 dτ

)
.
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Remark 4.2. Due to the explicit 2T dependence of the error in Theorem 4.1, in the case T ≫ ν−1

this estimate can become pessimistic. Note that for our numerical examples in Section 8, we indeed
consider short time intervals for which Theorem 4.1 is meaningful. In the literature, usually one can
find ’long-term’ estimates, e.g., [9, 16, 4, 61, 60], which are sharper for T ≫ ν−1, but which are
pessimistic for short time intervals.

Remark 4.3. Concerning the regularity assumption u ∈ L2(H3) in Theorem 4.1, let us remark that
we have chosen it in such a way that the stability of the discrete Helmholtz projector in Lemma 3.11 is
ensured. This is basically a technical detail and with additional effort, one can presumably reduce the
necessary regularity at this point. However, in the error analysis of this work, we are only interested
in relatively smooth flows anyway.

Proof of Theorem 4.1. Note that ∇ · zh = 0 for all zh ∈ V div
h due to V div

h ⊂ L2
σ(Ω) assuming

pressure-robustness. Due to Galerkin orthogonality, for all zh ∈ V div
h it holds

(∂tuh,zh) + ν (∇uh,∇zh) + ((uh · ∇) uh, zh) = (∂tu,zh) + ν (∇u,∇zh) + ((u · ∇) u,zh)

= (∂tPh(u), zh) + ν (∇Sh(u),∇zh) + ((u · ∇) u, zh) .

Here, it was used (∇p, zh) = 0, which is equivalent to Ph(∇p) = 0, proved in Lemma 3.13 for pressure-
robust space discretisations. Using the representation uh(t) = Ph(u(t)) + eh(t) leads to

(∂teh,zh) + ν (∇eh,∇zh) + (([Ph(u) + eh] · ∇) [Ph(u) + eh] ,zh)

= ν (∇(Sh(u) − Ph(u)),∇zh) + ((u · ∇) u,zh) ,

for all zh ∈ V div
h , where the initial value for the ODE system is chosen as eh(0) = 0. For the discrete

nonlinear term, we obtain

(([Ph(u) + eh] · ∇) [Ph(u) + eh] ,zh) = ((eh · ∇) eh, zh) + ((Ph(u) · ∇) eh,zh)

+ ((eh · ∇)Ph(u),zh) + ((Ph(u) · ∇)Ph(u),zh) .

Further, due to the skew-symmetry of the first two terms plus ∇ · eh = ∇ ·Ph(u) = 0, testing with
zh = eh leads to

1

2

d

dt
‖eh‖2

L2 + ν ‖∇eh‖2
L2

= ν (∇ [Sh(u) − Ph(u)] ,∇eh) − ((eh · ∇)Ph(u), eh) − ((Ph(u) · ∇)Ph(u), eh) + ((u · ∇) u, eh) .

Due to Lemmas 3.8 and 3.11, the last two terms on the right-hand side can be combined and estimated
by(

(Ph(u) · ∇)Ph(u) − (u · ∇) u, eh

)
= (([Ph(u) − u] · ∇)Ph(u) + (u · ∇) [Ph(u) − u] , eh)

6 ‖∇Ph(u)‖L∞ ‖u − Ph(u)‖L2 ‖eh‖L2 + ‖u‖L∞ ‖∇ [u − Ph(u)]‖L2 ‖eh‖L2

6 T
(
‖∇Ph(u)‖2

L∞ ‖u − Ph(u)‖2
L2 + ‖u‖2

L∞ ‖∇ [u − Ph(u)]‖2
L2

)
+

1

2T
‖eh‖2

L2 .

Here, the weight (2T )−1 in front of ‖eh‖2
L2 ensures that later on, the argument of the exponential

Gronwall term does not catch any explicit T dependence. The other convection term can be treated
simply by the generalised Hölder inequality; that is,

((eh · ∇)Ph(u), eh) 6 ‖∇Ph(u)‖L∞ ‖eh‖2
L2 .

Using Young’s inequality for the remaining term involving Stokes and Helmholtz–Hodge projectors,
after rearranging, one obtains the overall estimate

d

dt
‖eh‖2

L2 + ν ‖∇eh‖2
L2 6ν ‖∇ [Sh(u) − Ph(u)]‖2

L2 +

(
1

T
+ 2 ‖∇Ph(u)‖L∞

)
‖eh‖2

L2

+ 2T
(
‖∇Ph(u)‖2

L∞ ‖u − Ph(u)‖2
L2 + ‖u‖2

L∞ ‖∇ [u − Ph(u)]‖2
L2

)
.
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In such a situation, Gronwall’s lemma [41, Lemma A.54] in differential form states that for t ∈ [0, T ],

d

dt
‖eh (t)‖2

L2 6 α (t) + β (t) ‖eh (t)‖2
L2 ⇒ ‖eh (t)‖2

L2 6

∫ t

0
α (s) exp

(∫ t

s
β (τ) dτ

)
ds. (4.1)

In order to apply this estimate, one sets

β(t) =
1

T
+ 2 ‖∇Ph(u)‖L∞

and

α(t) = − ν ‖∇eh‖2
L2 + ν ‖∇ [Sh(u) − Ph(u)]‖2

L2

+ 2T
(
‖∇Ph(u)‖2

L∞ ‖u − Ph(u)‖2
L2 + ‖u‖2

L∞ ‖∇ [u − Ph(u)]‖2
L2

)
,

and computes for t > s

exp

(∫ t

s
β(τ) dτ

)
= exp

(
t− s

T
+ 2 ‖∇Ph(u)‖L1(s,t;L∞)

)
.

Using 0 6 s 6 t 6 T and 0 6
t−s
T 6 1, one obtains

c exp

(
t− s

T
+ 2 ‖∇Ph(u)‖L1(s,t;L∞)

)
6

{
c exp(1 + 2 ‖∇Ph(u)‖L1(L∞)) for c > 0,

c for c < 0.

Now, actually applying Gronwall’s lemma yields the estimate

‖eh (T )‖2
L2 6

∫ T

0
α(s) exp

(∫ T

s
β(τ) dτ

)
ds

6 −ν ‖∇eh‖2
L2(L2) + e

1+2‖∇Ph(u)‖L1(L∞) ×

(
ν ‖∇ [Sh(u) − Ph(u)]‖2

L2(L2)

+ 2T

∫ T

0
‖∇Ph(u)‖2

L∞ ‖u − Ph(u)‖2
L2 + ‖u‖2

L∞ ‖∇ [u − Ph(u)]‖2
L2 dτ

)
.

Rearranging concludes the proof.

Remark 4.4. The estimate in Theorem 4.1 is pressure-robust, since if u(t) ∈ V div
h holds for all

t ∈ [0, T ], then it also holds uh(t) = u(t) due to u = Sh(u) = Ph(u), i.e., the pressure p does not spoil
the discrete velocity solution uh.

Remark 4.5. Note that under the assumption that ku is large enough and h is small enough, one
can apply Lemma 3.11 to obtain ‖∇Ph(u)‖L∞ 6 C ‖∇u‖L∞ .

4.2. Classical space discretisation

Theorem 4.6 (Non-pressure-robust estimate). For the discrete velocity for all t ∈ [0, T ] the following
representation is chosen

uh(t) = Ph(u(t)) + eh(t),

and the time-dependent evolution of eh(t) is considered. Then, assuming u ∈ L2(W 1,∞ ∩ H3), ∂tu ∈
L1(L2), p ∈ L2(H1), on the time interval [0, T ], eh can be estimated by

‖eh(T )‖2
L2 + ν ‖∇eh‖2

L2(L2) 6 e
1+4‖∇Ph(u)‖L1(L∞) ×

(
ν ‖∇ [Sh(u) − Ph(u)]‖2

L2(L2)

+ 3T ‖∇ [p− Lh(p)]‖2
L2(L2) + 3T

∫ T

0

[
‖Ph(u)‖2

L∞ ‖∇ ·Ph(u)‖2
L2

+ 2 ‖∇Ph(u)‖2
L∞ ‖u − Ph(u)‖2

L2 + 2 ‖u‖2
L∞ ‖∇ [u − Ph(u)]‖2

L2

]
dτ
)
.
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Proof of Theorem 4.6. Following the same procedure as for the pressure-robust case, one obtains
1

2

d

dt
‖eh‖2

L2 + ν ‖∇eh‖2
L2

= ν (∇ [Sh(u) − Ph(u)] ,∇eh) + (∇ [p− Lh(p)] , eh) + ((u · ∇) u, eh)

−

(
(eh · ∇)Ph(u) +

1

2
(∇ · eh)Ph(u), eh

)
−

(
(Ph(u) · ∇)Ph(u) +

1

2
(∇ ·Ph(u))Ph(u), eh

)
.

Note that in the non-pressure-robust case the pressure contribution does not vanish, since it holds
V div

h 6⊂ L2
σ(Ω) and the consistency error ‖Ph(∇p)‖L2(Ω) estimated in Lemma 3.14 unavoidably appears

in the estimate. Further, the full skew-symmetric convective term has to be taken into account. In com-
parison to the pressure-robust case, there are only two new contributions from the skew-symmetrisation
of the convective term which have to be estimated. For the first one,(

1

2
(∇ ·Ph(u))Ph(u), eh

)
=

(
1

2
(∇ · [u − Ph(u)])Ph(u), eh

)

6 ‖Ph(u)‖L∞ ‖∇ · [u − Ph(u)]‖L2 ‖eh‖L2

6
3T

2
‖Ph(u)‖2

L∞ ‖∇ · [u − Ph(u)]‖2
L2 +

1

6T
‖eh‖2

L2

can be obtained. Applying Young’s inequality slightly differently than in the pressure-robust case leads
to
(

(Ph(u) · ∇)Ph(u) − (u · ∇) u, eh

)

6
6T

2

(
‖∇Ph(u)‖2

L∞ ‖u − Ph(u)‖2
L2 + ‖u‖2

L∞ ‖∇ [u − Ph(u)]‖2
L2

)
+

1

6T
‖eh‖2

L2 .

With the help of integration by parts, the additional contribution in the remaining additional convec-
tive term can be estimated as(

1

2
(∇ · eh)Ph(u), eh

)
= −

1

2
((∇Ph(u)) eh, eh) 6 ‖∇Ph(u)‖L∞ ‖eh‖2

L2 .

For completeness, from the pressure-robust case, we repeat

((eh · ∇)Ph(u), eh) 6 ‖∇Ph(u)‖L∞ ‖eh‖2
L2 .

Finally, the additional pressure term can be bounded as follows:

(∇ [p− Lh(p)] , eh) 6
3T

2
‖∇ [p− Lh(p)]‖2

L2 +
1

6T
‖eh‖2

L2

This yields the overall estimate
d

dt
‖eh‖2

L2 + ν ‖∇eh‖2
L2

6 ν ‖∇ [Sh(u) − Ph(u)]‖2
L2 +

(
1

T
+ 4 ‖∇Ph(u)‖L∞

)
‖eh‖2

L2 + 3T ‖∇ [p− Lh(p)]‖2
L2

+ 3T
(
‖Ph(u)‖2

L∞ ‖∇ ·Ph(u)‖2
L2 + 2 ‖∇Ph(u)‖2

L∞ ‖u − Ph(u)‖2
L2 + 2 ‖u‖2

L∞ ‖∇ [u − Ph(u)]‖2
L2

)
.

Similarly as in the pressure-robust case, Gronwall’s lemma concludes the proof.

5. Consistency errors and the accuracy of low/high-order methods

The main argument of this contribution is that pressure-robust space discretisations allow to reduce the
(formal) approximation order of the algorithms, without compromising the accuracy, since the discrete
Helmholtz–Hodge projector ‖Ph(∇p)‖L2 of classical, non-pressure-robust discretisations suffers from
a consistency error. This section will now interpret the numerical analysis of Section 4 according to
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this point of view. The main difference between Theorems 4.1 (pressure-robust) and 4.6 (non-pressure-
robust) is the term

3T ‖∇ [p− Lh(p)]‖L2(L2) (5.1)

in the L2 estimate for the non-pressure-robust error eh, which is a direct consequence of the consistency
error ‖Ph(∇p)‖L2 in Lemma 3.14.

In the following, let kcl
u /kcl

p be the order of the discrete velocity/pressure polynomials for a classical,

non-pressure robust method and, analogously, kpr
u /kpr

p the orders for a pressure-robust FE discretisa-
tion.

5.1. Lowest-order discretisations

An obvious, seemingly yet unknown conclusion from (5.1) is that for non-pressure-robust space dis-
cretisations, for kcl

p = 0 no convergence order at all can be expected on pre-asymptotic meshes in
presence of non-negligible pressures p. The reason is simple: discrete P0 pressure do not have any
approximation property w.r.t. the H1 norm of p.

Recently, in [51] it was numerically confirmed that the estimate (5.1) is sharp. The discretely inf-
sup stable, non-pressure-robust Crouzeix–Raviart element indeed shows an error behaviour eh = O(1)
on pre-asymptotic meshes for ν ≪ 1, i.e., no convergence order at all was observed — a classical
locking phenomenon. Furhtermore, in the time-dependent Stokes problem, it was shown that classical,
non-pressure-robust methods with kcl

p = kcl
u − 1 even lose two orders of convergence in the L2 norm

w.r.t. comparable pressure-robust methods. E.g., while the pressure-robust Scott–Vogelius element
with (kpr

u = 2, kpr
p = 1) converges with the optimal order 3 in the L2 norm, the classical, non-pressure-

robust Taylor–Hood method (kcl
u = 2, kcl

p = 1) converges only with order 1 in the L2-norm [51].
Thus, non-pressure-robust space discretisations need higher-order discrete pressure spaces in order

to get reasonable convergence orders for their discrete velocities — since high-order discrete pressure
approximations reduce the consistency error ‖Ph(∇p)‖L2 by a simple Taylor expansion. Due to inf-sup

stability, usually it holds kcl
u > kcl

p (usually kcl
p = kcl

u −1), and high-order discrete pressure spaces require

high-order discrete velocity spaces as well. As a conclusion, pressure-robust methods with kpr
p = kpr

u −1

for the time-dependent Stokes problem converge with two more orders of convergence in the L2 norm
than non-pressure-robust methods with kcl

p = kcl
u − 1, if the pressure ∇p is non-negligible [51].

5.2. Beltrami flows

The considerations for time-dependent Stokes problems with ν ≪ 1 and large pressure gradients ∇p
are now applied to high-Reynolds number Beltrami flows, where it holds f = 0 and −(u · ∇)u =
−1

2∇|u|2 = ∇p, i.e., the dominant nonlinear convection term induces a large pressure gradient.

5.2.1. Polynomial potential flows

A simple consideration allows to show that pressure-robust discretisations sometimes allow to reduce
the formal approximation order from kcl

u = 2k + 1 (non-pressure-robust, kcl
p = kcl

u − 1) to kpr
u = k

without compromising the accuracy for the discrete velocities at all.
Let us assume that for all t ∈ [0, T ], (u, p) is a time-dependent polynomial potential flow with

h(t) ∈ Pk+1 for all t, i.e., it holds for all times that u(t) = ∇h(t), ∇p(t) = −1
2∇|u(t)|2 and ∆h(t) = 0.

Then, (u(t), p(t)) ∈ PPPk × P2k fulfils (for all fixed ν > 0) the time-dependent Navier–Stokes equa-
tions (1.1) with f = 0, and u is indeed a Beltrami flow, see Section 2.2. Note that one has to impose,
e.g., time-dependent inhomogeneous Dirichlet velocity boundary conditions. A pressure-robust space
discretisation of order kpr

u = k will deliver the exact velocity solution uh(t) = u(t) for all t ∈ [0, T ]
according to Theorem 4.1 on every shape-regular mesh. On the contrary, non-pressure-robust space
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discretisations only deliver the exact velocity solution uh(t) = u(t), if it also holds p(t) ∈ Qh for all
t ∈ [0, T ] according to the consistency error (5.1) in Theorem 4.6. Thus, classical space discretisations
(with kcl

p = kcl
u − 1) require kcl

p = 2k, i.e., kcl
u = kcl

p + 1 = 2k + 1.
This observation has been already published in [48]. Therefore, we simply refer to the numerical

results therein.

5.2.2. Non-C∞ Beltrami flows

In the following, it is assumed that u is a time-dependent Beltrami flow with u ∈ L∞(0, T ; Hk+1) for
k ∈ N and k > 1 +d/2 and u /∈ L∞(0, T ; Hk+1+ε) for any ε > 0. According to Theorem 4.1 for ν ≪ 1,
one gets for pressure-robust space discretisations with kpr

u = k a convergence order k 6 kpr
u 6 k+ 1 for

the L2 norm; note that the nonlinearity of the problem may lead to a reduction of the convergence
order on pre-asymptotic meshes, as compared to the time-dependent Stokes problem [49].

Turning to non-pressure-robust methods, one notes that due to ∇p = −1
2∇|u|2 and u ∈ L∞(0, T ;

Hk+1) it holds p ∈ L∞(0, T ;Hk+1). The result can be proven by the Leibniz formula yielding for the
κ-th derivative of 1

2(f(x))2 (with κ = 0, 1, . . . , k + 1)

1

2
|(f(x))2|(κ) =

1

2

κ∑

i=0

(
κ

i

)
f (κ−i)f (i). (5.2)

According to the Sobolev imbedding theorem for d ≤ 3, one concludes: for f ∈ H1 it holds also
f ∈ L6 and for f ∈ H2 it holds also f ∈ L∞. Therefore, all the terms in (5.2) are either in L3 or in L2,
if at least f ∈ H2. Substituting f = |u| and searching for partial derivatives delivers the regularity for
the pressure p.

Due to the spatial regularity (u, p) /∈ Hk+1+ε ×Hk+1+ε, one concludes that any space discretisation
method with kcl

u > k cannot converge with a better convergence order than the pressure-robust method
with kpr

u = k. Also the pressure-dependent velocity error contribution (5.1) has a consistency error,
which cannot be expected to be better than of order k.

Prescribing a certain accuracy of the velocity error of the pressure-robust method like

‖eh‖L∞(0,T ;L2) 6
ε

‖u‖L∞(0,T ;L2)

for u 6= 0 and ε ≪ 1 can be fulfilled for mesh sizes h which are fine enough, i.e., h < h(ε); in the case
u(t) ≡ 0, every mesh allows for the exact solution uh(t) = u(t) for pressure-robust methods. Now,
the solution u can be represented as u = uh + (u − uh) =: uh + r.

Then, it holds further ∇p = −∇(1
2 |uh|2 + uh · r + 1

2 |r|2) with r ∈ L∞(Hk+1), 1
2 |r|2 ∈ L∞(Hk+1)

and ‖r‖L∞(L2) ≈ ε/‖u‖L∞(L2). Due to 1
2 |uh|2 ∈ P2k(Th) one can get (depending on the flow field

u and its Sobolev semi norms |u|Hi for i = 0, 1, . . . , 2k − 1) that the approximation of 1
2 |uh|2 by

piecewise polynomials from Pi(Th) may lead to a non-negligible error for all i = 0, 1, . . . , 2k − 1. Note
that the higher derivatives of −1

2 |u|2 are given by a weighted sum of products of low- and high-order

derivatives of u according to (5.2). Then, only the choice kcl
p = 2k and kcl

u = 2k + 1 can ensure that
for the classical, non-pressure-robust method also holds ‖∇[p− Lh(p)]‖L2(L2) = O(ε).

Thus, the considerations for purely polynomial Beltrami flows can also be extended to more general
Beltrami flows, and pressure-robust discretisations of formal order kpr

u = k can be comparably accurate
as classical, non-pressure-robust discretisations of order kcl

u = 2k + 1.
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5.2.3. Analytic Beltrami flows

For analytic, but non-polynomial Beltrami flows no clear statements beyond Subsection 5.1 can be
given about how much pressure-robust methods allow to reduce the formal order of the approxima-
tions without compromising the accuracy. However, in the numerical examples below we will exclu-
sively compare numerical results on analytic flows, where high-order methods profit from exponential
convergence. Nevertheless, one can confirm that for moderate formal approximation orders up to
kcl

u = 6 pressure-robust methods allow for halving the approximation order without compromising the
accuracy on coarse meshes.

5.3. Generalised Beltrami flows

Actually, pure Beltrami flows are only difficult for classical, non-pressure-robust space discretisations
whenever the nonlinear convection term is approximated by the so-called convective form (uh · ∇)uh

(or a skew-symmetric variant thereof). Alternatively, one can exploit (2.3) which tells us that it holds

P((u · ∇)u) = P((∇ × u) × u). (5.3)

Therefore, velocity solutions of the incompressible Navier–Stokes equations (1.1) also fulfil

∂tu − ν∆u + (∇ × u) × u + ∇πrot = f , ∇ · u = 0,

where the pressure p has been replaced by the new pressure variable

πrot := p+
1

2
∇|u|2. (5.4)

This is the so-called rotational or vector-invariant form [53] of the incompressible Navier–Stokes
equations which is equivalent to the convective form.

It should be noted that pressure-robust (exactly divergence-free) methods, like the Scott–Vogelius
element, deliver exactly the same discrete velocities for the convective and the rotational form on
every mesh, since they appropriately handle the equivalence classes of forces leading to (5.3) [12]. On
the other hand, classical, non-pressure robust methods, which do not respect the equivalence classes
of forces exactly, deliver different discrete velocities. For Beltrami flows, one obtains

πrot = −
1

2
∇|u|2 +

1

2
∇|u|2 = 0

and the issue of a lack of pressure-robustness in classical space discretisations does not play any role for
high Reynolds number Beltrami flows using the rotational form of the Navier–Stokes equations [48].

So, why not simply using classical, non-pressure-robust methods in connection with the rotational
form for the simulation of high Reynolds number flows? The reason is that there exist generalised
Beltrami flows, — where (u · ∇)u is a gradient field — which can be accurately simulated with classical
methods with the convective form, but not accurately with the rotational form at high Reynolds
numbers. We also refer to e.g. [64] for numerical investigations showing that the rotational form of the
incompressible Navier–Stokes can be inaccurate in FEM discretisations.

The easiest example is quadratic, planar Hagen–Poiseuille flow in a channel. Here, it holds (u · ∇)u =
0, and the nonlinear convection term is a trivial gradient field, which is, e.g., always a discrete solu-
tion of the non-pressure-robust Taylor–Hood element PPP2/P1 for all Reynolds numbers on all meshes.
However, using the quadratic Taylor–Hood element in connection with the rotational form will lead
to enormous velocity errors on coarse meshes and high Reynolds numbers, since the corresponding
pressure πrot will be a fourth order polynomial, again.

Moreover, in complicated flows like in a Kármán vortex street, see Section 9, usually there dominate
different types of flows locally: at the inlet a situation similar to a Hagen–Poiseuille flow dominates,
where the convective form is accurate for classical discretisations, and in front of the obstacle a situation
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like a generalised Beltrami flow may prevail, where other forms of the convective term could be more
accurate for non-pressure-robust discretisations.

In conclusion, pressure-robust discretisations respect (5.3) exactly on the discrete level and are
thus appropriate for all types of situations. However, if for a generalised Beltrami flow the classical
discretisation in convective form is compared to a pressure-robust discretisation, the pressure-robust
discretisation may have a dramatic speedup (for Beltrami-type flows), but it can also happen that there
is no speedup at all, since Hagen–Poiseuille with the trivial nonlinear convection term (u · ∇)u = 0 is
also a generalised Beltrami flow. Thus, the speedup question is not really decidable, but large speedups
are achievable for generalised Beltrami flows, see, e.g., the numerical results in Subsection 8.1.

6. Gresho vortex problem with H
1-FEM

A frequently used 2D model problem for investigating how well a discretisation preserves structures
is the so-called ‘Gresho vortex’ [37] (originally called ‘triangle vortex’). Centred at c = (c1, c2)† ∈ R

2

and with a (constant) translational velocity w0 ∈ R
2, the problem setup in Cartesian coordinates is

fully described by the initial condition

u0 (x) = w0 +





(−5x̃2, 5x̃1)†, 0 6 r < 0.2,

(−2x̃2
r + 5x̃2,

2x̃1
r − 5x̃1)†, 0.2 6 r < 0.4,

(0, 0)†, 0.4 6 r,

(6.1)

with Euclidean distance from the vortex centre r = |x − c|2 and (x̃1, x̃2) = (x1 − c1, x2 − c2). The
initial Gresho vortex (6.1) has a constant vorticity in its core for r < 0.2 (similar to a rigid body
rotation) but then, for 0.2 6 r < 0.4 it decreases linearly and vanishes for r > 0.4 with discontinuities
at r ∈ {0.2, 0.4}. In Figure 6.1 one can get an impression of how the initial velocity field described
by (6.1) looks like (left-hand side); on the right-hand side, the (discontinuous) initial vorticity is shown.
When w0 ≡ 0 is chosen, the name ‘standing vortex problem’ is also used sometimes.

Figure 6.1. Initial state of Gresho vortex problem. Velocity magnitude |u0| (left) and
vorticity ω0 (right).

Our actual simulations are done in the x1- and x2- periodic box Ω = (0, 1)2 with centre c = (0.5, 0.5)†

and up to an end time T = 3. For a wind w0 = (0, 0)† we obtain the standing Gresho vortex problem,
while, e.g., choosing w0 = (1/3, 1/3)† corresponds to the moving Gresho vortex setting which we will
consider in this work. The full time-dependent Navier–Stokes problem (3.1) with f ≡ 0 governs the
problem with initial condition (6.1) and we fix ν = 10−5. For the spatial discretisation, unstructured
triangular meshes are employed, and for the time-stepping we use a constant time step ∆t = 10−4

with the second-order Runge–Kutta (RK) variant ARS(2,2,2) of the implicit-explicit (IMEX) method
introduced in [6]; cf., for example, [45] for more details about time integration for PDEs in this context.
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Stokes-type subproblems are treated implicitly and the associated matrix for solving linear systems
is called M∗, whereas convection is treated explicitly. All computations in this work have been done
with the high-order finite element library NGSolve [58].

In the following, we compare the exactly divergence-free and pressure-robust PPPk/P
dc
k−1 Scott–Vogelius

method SVk with the classical non-pressure-robust PPPk/Pk−1 Taylor–Hood method THk for k ∈ {4, 8}.
The discrete formulation for both methods is given by (3.9). Note again that while SVk is energy-stable
without any modifications to the convection term, THk is explicitly used with a skew-symmetrisation
involving the divergence of discrete velocities.

In Table 6.1, the relevant numbers of degrees of freedom (DOFs) and numbers of non-zero entries
(NZEs) of M∗, which result from different triangular meshes are collected. The reference solution
refSVk (no convection stabilisation) is used to assess the quality of the other less-resolved simulations.
Here, the counted DOFs indicate the costs for explicit operator applications (convection), while the
NZEs allow to assess the effort involved in implicit linear solves for the Stokes subproblems. Note that
four different meshes are chosen in order to ensure a (relatively) fair comparison between the different
methods and polynomial orders.

Table 6.1. Overview of number of mesh elements, DOFs and NZEs of M∗ for the
Gresho problem, based on discretisations with Scott–Vogelius SVk and Taylor–Hood
THk of different order k ∈ {4, 8}. A reference solution refSV8 is also computed. The
abbreviations ‘K’ and ‘M’ denote thousands and millions, respectively.

Scott–Vogelius Taylor–Hood

Name refSV8 SV8 SV4 TH8 TH4

#{trigs} 23.4K 330 1.35K 432 2K
#{u DOFs} 1.50M 21.1K 21.5K 27.6K 32.1K
#{pDOFs} 844K 11.9K 13.5K 10.6K 9.02K
#{nze(M∗)} 240M 3.38M 1.30M 4.25M 1.71M

Let us begin analysing the flow by first regarding the state at t = 3, computed with the reference
refSV8 method in Figure 6.2. On the left-hand side, the vorticity is shown and it becomes clear that
the viscosity in the Navier–Stokes problem smoothes out the discontinuities from the initial condition.
For the other two figures, the discrete Helmholtz–Hodge projection (3.11), computed with the same
SV method, has been used to obtain the decomposition fh = (uh · ∇h)uh = P

SV
h (fh) + ∇φh. One can

observe that the gradient part ∇φh (middle) is clearly dominating the divergence-free part P
SV
h (fh)

of fh = (uh · ∇h)uh. Furthermore, P
SV
h (fh) is very small and thus, interestingly, this flow behaves

approximately like a generalised Beltrami flow.
In view of the explanations in the previous sections, we would expect that a pressure-robust method

is in general superior to a non-pressure-robust method for this kind of flow. And indeed, in the
following, we show that the pressure-robust SV method is effortlessly able to preserve the vortex
structure of the problem, whereas the non-pressure-robust TH method has certain difficulties with
this task.

6.1. Standing Gresho vortex

At first, we consider the standing Gresho problem with w0 = (0, 0)† in (6.1). Figure 6.3 shows the vor-
ticity of the SVk (pressure-robust) and THk (non-pressure-robust) simulations for different polynomial
orders k on different meshes (corresponding to Table 6.1) for the standing Gresho problem. At first,
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Figure 6.2. Reference solution for standing Gresho vortex at t = 3. Vorticity (left),

gradient part |∇φh|
3/2

3/2
(middle) and Helmholtz projection |PSV

h (fh)|
3/2

3/2
(right) of discrete

convection term fh = (uh · ∇h)uh.

one can observe that the pressure-robust method is able to preserve the structure of the initial con-
dition, whereas the non-pressure-robust methods completely fails to give a reasonable approximation
for this (seemingly) easy flow problem.

Figure 6.3. Vorticity of standing Gresho vortex simulations at t = 3. SV4 (left); SV8

(second from left); TH4 (second from right); TH8 (right). The used meshes, correspond-
ing to Table 6.1, can also be seen.

In view of our reference solution in Figure 6.2, it becomes clear that it is of utmost importance to be
able to handle the occurring curl-free gradient part of the convection term accurately. Furthermore, one
can see that the higher-order method with k = 8 gives slightly better results in the Scott–Vogelius case.
This is very surprising, as one would generally not expect high-order regularity for the corresponding
exact solution in this case.

6.2. Moving Gresho vortex

Now, we are dealing with the moving Gresho problem with w0 = (1/3, 1/3)†. After moving in the
top-right direction through the periodic domain, this means that at T = 3, the vortex is intended
to be again centred around c = (0.5, 0.5)†. Before taking a closer look at the vorticity (analogous
to Figure 6.3), let us consider important flow quantities monitored over the course of the particular
simulation.

In Figure 6.4, one can see the evolution of kinetic energy K(uh) = 1
2 ‖uh‖2

L2 , enstrophy E(uh) =
1
2 ‖ωh‖2

L2 and palinstrophy P(uh) = 1
2 ‖∇hωh‖2

L2 over time. Again, we have computed a reference
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Figure 6.4. Evolution of kinetic energy K(uh) (left), enstrophy E(uh) (middle) and
palinstrophy P(uh) (right) for SVk/THk (k ∈ {4, 8}) and refSV8; see also Table 6.1.

solution and SVk/THk solutions for k ∈ {4, 8} (cf. Table 6.1). For the kinetic energy, one can observe
that while the non-pressure-robust solutions coincides with the pressure-robust solutions at the be-
ginning, they show a much earlier rapid decrease in energy. Here, TH8 seems to be slightly superior
to TH4, but still, they are both not satisfactory. The SVk solutions, on the other hand, preserve the
kinetic energy quite well. Concerning the enstrophy, again SVk and refSV8 are undistinguishable. On
the other hand, the THk solutions show a spontaneous increase in enstrophy which is not meaningful
for this freely decaying 2D problem. Lastly, concerning the palinstrophy, one can observe that the
non-pressure-robust methods yield huge values which are not close to the reference solution. For the
pressure-robust methods, we observe that while SV4 and SV8 do not coincide with refSV8, they at
least show qualitatively the same behaviour. Furthermore, one can see SV8 is slightly more precise
than SV4. This comparison shows that in terms of physically interesting quantities, pressure-robust
methods drastically outperform non-pressure-robust methods for the moving Gresho problem.

In the following, we want to demonstrate that the material derivative of the moving Gresho problem
is indeed approximately a (non-trivial) gradient field and thus velocity-equivalent to a zero force,
as suggested by Section 2.4. To this end, we consider the discrete Helmholtz decomposition of the
(discrete) material derivative

f t
h = ∂tuh + (uh · ∇h) uh = P

SV
h

(
f t

h

)
+ ∇φt

h, (6.2)

where P
SV
h (·) is always the pressure-robust discrete Scott–Vogelius Helmholtz projector. Note that also

for the TH method, the SV Helmholtz projector is used with the intention of being able to distinguish
accurately between divergence-free and curl-free forces, also in the non-pressure-robust case.
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Figure 6.5. Evolution of L
3/2-norms of (discrete) material derivative

∥∥f t
h

∥∥
3/2

=

‖∂tuh + (uh · ∇h)uh‖3/2
(left), divergence-free part PSV

h (f t
h) (middle) and gradient part

∇φt
h (right) for SVk/THk (k ∈ {4, 8}) and refSV8; see also Table 6.1.

Now, Figure 6.5 shows the evolution of the L
3/2-norms of the three terms in (6.2) for the different

methods from Table 6.1. The plot for
∥∥f t

h

∥∥
3/2

shows that, compared to the reference solution refSV8,
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the non-pressure-robust THk THk methods result in a completely inaccurate material derivative. From

regarding
∥∥∥PSV

h (f t
h)
∥∥∥

3/2
and

∥∥∇φt
h

∥∥
3/2

, it becomes clear why this is the case: At first the divergence-free

part P
SV
h (f t

h) of the reference solution is very small, and this can be preserved well by the divergence-
free SVk methods. However, the THk methods result in a much larger divergence-free force which is not
the correct behaviour. A similar observation holds for the gradient term ∇φt

h: the non-pressure-robust
methods do not yield accurate results here.

Figure 6.6. Vorticity of moving Gresho vortex simulations at t = 3. SV4 (left); SV8

(second from left); TH4 (second from right); TH8 (right). The used meshes, correspond-
ing to Table 6.1, can also be seen.

All in all, we claim that this deficiency of non-pressure-robust methods is the main reason why
they are significantly inferior to pressure-robust methods for flow problems with large gradient forces.
Let us end our investigations for the Gresho problem with vorticity plots at t = T = 3 for SVk/THk

(k ∈ {4, 8}); cf. Figure 6.6. For SVk, practically no difference to the standing Gresho problem can be
observed, while the THk results are even worse. These plots underline our previous statement that
pressure-robust methods are much better suited to preserve large-scale structures – even when the
particular problem at hand is only Galilean-invariant to an approximate generalised Beltrami flow,
and thus more complicated than an approximate generalised Beltrami flow.

7. H (div)- and L2-DG finite element methods

In order to illustrate the numerical analysis developed in Section 4, we will present several numerical
studies that compare pressure-robust versus classical, non-pressure-robust space discretisations. In
order to make a fair and convincing comparison we will perform the numerical benchmarks from
now on with Discontinuous Galerkin (DG) methods. The reason for this choice is manifold. First and
most important, with the software package NGSolve [58], there exists a versatile, well-established and
efficient numerical implementation of plenty of different DG methods, allowing especially for high-order
space discretisation.

We choose to compare an exactly divergence-free, pressure-robust H(div)-conforming DG method
with a classical, non-pressure-robust DG methods which is only L2-conforming (both discretely inf-sup
stable). In this setting, our second reason for using DG methods is that after choosing elementwise
polynomials of order ku for the velocity, both the H(div)- and the L2-DG method work with the same
(discontinuous) discrete pressure space of polynomial order kp = ku − 1. Thus, both methods have
a roughly comparable number of degrees of freedom and we think that a comparison between these
methods is quite fair.
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Third, we will deal with flows at high Reynolds numbers which makes a certain convection sta-
bilisation desirable and/or necessary. In the DG context, upwind techniques are well-established and
H(div)- and L2-conforming DG methods allow to apply exactly the same upwind stabilisation, facili-
tating a fair comparison. In Figure 8.2 the (moderately) positive effect w.r.t. the numerical error of a
upwind stabilised versus a centred discretisation of the convection term is illustrated — which is not
at all self-evident for generalised Beltrami flows, by the way.

Last but not least, we emphasise that a similar numerical analysis as in the case of H1-conforming
space discretisations is possible for DG methods as well, but would only involve additional technical
problems due to the facet terms required for DG discretisations. In fact, in the PhD thesis [59] of the
third author, an error analysis for H(div)-DG methods can be found. However, note that the thesis
uses the discrete Stokes projection (and not the discrete Helmholtz projection) for the error splitting.
For classical DG methods, on the other hand, error analysis can already be found, for example, in
the monographs [56, 24]. In this sense, we do not think that a new DG error analysis would bring
any new insights, but will qualitatively look similar to the H1 estimates provided in Section 4, with
the difference that the involved constants would be quantitatively different. Instead, in the present
work the issue of pressure-robustness in DG methods is described and demonstrated in this section.
Again, one has to investigate the consistency errors of appropriately defined discrete Helmholtz–Hodge
projectors for H(div)- and L2-conforming DG methods in the L2 norm. In fact, their behaviour is
exactly the same as in the context of H1-conforming methods, analysed in Theorems 4.1 and 4.6.

7.1. DG formulation

Beginning with the standard setting in DG methods [56, 24], let Th be a shape-regular FE partition
(for brevity, we restrict ourselves to simplicial meshes in this work) of Ω without hanging nodes and
mesh size h = maxK∈Th

hK , where hK denotes the diameter of the particular element K ∈ Th. The
skeleton Fh denotes the set of all facets of Th, FK = {F ∈ Fh : F ⊂ ∂K} and hF represents the
diameter of each facet F ∈ Fh. Moreover, Fh = F i

h ∪ F∂
h where F i

h is the subset of interior facets and

F∂
h collects all Dirichlet boundary facets F ⊂ ∂Ω. Facets lying on a periodic surface of ∂Ω are treated

as interior facets. To any F ∈ Fh we assign a unit normal vector nF where, for F ∈ F∂
h , this is the

outer unit normal vector n. If F ∈ F i
h, there are two adjacent elements K+ and K− sharing the facet

F = ∂K+ ∩ ∂K− and nF points in an arbitrary but fixed direction. Let φ be any piecewise smooth
(scalar-, vector- or matrix-valued) function with traces from within the interior of K± denoted by φ±,
respectively. Then, we define the jump J·KF and average

{{
·
}}

F
operator across interior facets F ∈ F i

h
by

JφKF = φ+ − φ− and
{{
φ
}}

F
=

1

2

(
φ+ + φ−

)
. (7.1)

For boundary facets F ∈ F∂
h we set JφKF =

{{
φ
}}

F
= φ. These operators act componentwise for vector-

and matrix-valued functions. Frequently, the subscript indicating the facet is omitted.
Let Vh/Qh be the considered discretely inf-sup stable velocity/pressure (discontinuous) FE pair. In

order to approximate (3.1), the following generic semi-discrete DG method is considered:




Find (uh, ph) : (0, T ] → Vh ×Qh with uh (0) = u0h s.t., ∀ (vh, qh) ∈ Vh ×Qh,

(∂tuh,vh) + νah (uh,vh) + ch (uh; uh,vh) + bh (vh, ph) + bh (uh, qh)

= (f ,vh) + νa∂
h (gD; vh) + c∂

h (gD; uh,vh) + b∂
h (gD, qh) .

(7.2a)

(7.2b)

(7.2c)

Here, u0h denotes a suitable approximation of the initial velocity u0. In the following, based on [56,
24], we introduce the various terms which appear in (7.2). Note that only the particular choice of the
discrete velocity space Vh will distinguish the pressure-robust from the non-pressure-robust method
in the end.
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Denote the broken gradient by ∇h. For the discretisation of the diffusion term, we choose the
symmetric interior penalty method with a sufficiently large penalisation parameter σ > 0:

ah (uh,vh) =

∫

Ω
∇huh : ∇hvh dx +

∑

F ∈Fh

σ

hF

∫

F
JuhK · JvhK ds (7.3a)

−
∑

F ∈Fh

∫

F

{{
∇huh

}}
nF · JvhK ds −

∑

F ∈Fh

∫

F
JuhK ·

{{
∇hvh

}}
nF ds (7.3b)

a∂
h (gD; vh) =

∑

F ∈F∂
h

σ

hF

∫

F
gD · vh ds −

∑

F ∈F∂
h

∫

F
gD · (∇hvh) nF ds. (7.3c)

Using the broken divergence ∇h ·, the pressure-velocity coupling is realised by

bh (uh, qh) = −

∫

Ω
qh (∇h · uh) dx +

∑

F ∈Fh

∫

F
(JuhK · nF )

{{
qh

}}
ds, (7.4a)

b∂
h (gD; qh) =

∑

F ∈F∂
h

∫

F
(gD · n) qh ds. (7.4b)

For the nonlinear inertia term, we decide to use the following skew-symmetrised (upwind) discreti-
sation in convection form:

ch (wh; uh,vh) =

∫

Ω
(wh · ∇h) uh · vh dx +

1

2

∫

Ω
(∇h · wh) uh · vh dx (7.5a)

−
∑

F ∈F i
h

∫

F

({{
wh

}}
· nF

)
JuhK ·

{{
vh

}}
ds −

1

2

∑

F ∈Fh

∫

F
(JwhK · nF )

{{
uh · vh

}}
ds (7.5b)

+
∑

F ∈F i
h

∫

F

θ

2

∣∣{{wh

}}
· nF

∣∣ JuhK · JvhK ds (7.5c)

c∂
h (gD; uh,vh) = −

1

2

∑

F ∈F∂
h

∫

F
(gD · n) (uh · vh) ds. (7.5d)

Here, the parameter θ ∈ {0, 1} decides whether the considered method term uses an upwind stabil-
isation (θ = 1) for the convection term or not (θ = 0).

Concerning the particular choice of FE spaces, let Pk(K) denote the local space of all polynomials
on K with degree less or equal to k. Then, given k > 2, the pressure space for both the H(div)- and
the L2-DG method coincides:

Qh =
{
qh ∈ L2

0(Ω): qh

∣∣
K

∈ Pk−1(K), ∀K ∈ Th

}
, (7.6)

i.e., it holds kp = k − 1. While the discrete pressure spaces for the H(div)- and L2 conforming DG
methods are the same, the velocity spaces, however, differ. Recalling

H(div; Ω) =
{

v ∈ L2(Ω): ∇ · v ∈ L2(Ω)
}
,

the FE velocity spaces are defined as follows:

H(div)-DG: Vh =
{

vh ∈ H(div; Ω): vh

∣∣
K

∈ PPPk(K), ∀K ∈ Th; (vh − gD) · n
∣∣
∂Ω

= 0
}
, (7.7a)

L2-DG: Vh =
{

vh ∈ L2(Ω): vh

∣∣
K

∈ PPPk(K), ∀K ∈ Th

}
. (7.7b)

Note that the H(div) space is thus based on the Brezzi–Douglas–Marini element [10] and the
resulting divergence-free DG method is strongly related to [19]. Finite element error analysis for the
L2-DG method can be found, for example, in [56, 24]. For the H(div)-DG method, we refer to [60].
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In the DG setting, discretely divergence-free functions are defined using the pressure-velocity coupling
bh by

V div
h = {vh ∈ Vh : bh (vh, qh) = 0, ∀ qh ∈ Qh} ,

where we note that for the H(div) method, vh ∈ V div
h follows ∇ · vh = 0 pointwise.

Remark 7.1. Deriving an analogous statement to Lemma 3.8 for DG methods is straightforward, but
technically demanding. The necessary compactness arguments for DG methods are described in [24].

All computations in this work have been done with the high-order finite element library NGSolve [58].

7.2. Discrete DG Helmholtz–Hodge projectors

Every discretely inf-sup stable numerical method for the incompressible (Navier–)Stokes equations is
intrinsically connected to a particular discrete Helmholtz–Hodge projector. The aim of this subsection
is to investigate the properties of the discrete DG Helmholtz–Hodge projectors of the H(div)- and L2-
DG methods. An analogous discussion for the discrete H1 projectors has been done in Subsection 3.4.

The general definition of the discrete Helmholtz–Hodge projector Ph of a function g ∈ L2 is given
by

Ph : L2(Ω) → V div
h , Ph(g) = arg min

vh∈V div
h

‖g − vh‖L2(Ω) . (7.8)

A suitable finite element method for this problem uses the already known pressure-velocity coupling
form bh and additionally, a mass bilinear form defined by mh(uh,vh) =

∫
Ω uh · vh dx. The discrete

weak form reads as follows:
{

Find (Ph(g), φh) ∈ Vh ×Qh s.t., ∀ (vh, qh) ∈ Vh ×Qh,

mh (Ph(g),vh) + bh (vh, φh) + bh (Ph(g), qh) = (g,vh) .

(7.9a)

(7.9b)

Now, choosing the discrete ‘velocity’ space according to the H(div)-DG choice (7.7a) leads to an
exactly divergence-free discrete Helmholtz–Hodge projector called P

div
h (g). On the other hand, choosing

Vh according to the L2-DG choice (7.7b), the resulting discrete Helmholtz–Hodge projector is denoted
by P

0
h(g). Note that while ∇ ·P

div
h (g) = 0, the L2-DG projector P

0
h(g) is not divergence-free.

Let us now quantify the difference between these two discrete DG Helmholtz projectors more care-
fully. For the divergence-free H(div)-DG method, the analogue of Lemma 3.13 is the following.

Lemma 7.2. For the pressure-robust (divergence-free) H(div)-DG method, for all gradient fields ∇ψ
with ψ ∈ H1(Ω) it holds

Ph(∇ψ) = 0.

Proof. In this case, due to vh ∈ V div
h it follows ∇ · vh = 0 pointwise. Thus, for ∇ψ ∈ L2(Ω) it holds

for all vh ∈ V div
h ,

(∇ψ,vh) = −(ψ,∇ · vh) = 0.

For the non-pressure-robust L2-DG method, the analogue of Lemma 3.14 is again less favourable.

Lemma 7.3. For the non-pressure-robust L2-DG method, for all gradient fields ∇ψ with ψ ∈
Hkp+1(Ω), it holds

‖Ph(∇ψ)‖L2(Ω) 6 Chkp |ψ|Hkp+1(Ω). (7.10)
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Proof. For all q ∈ H1(Ω) it holds for all vh ∈ V div
h

(∇q,vh) = −

∫

Ω
q (∇h · vh) dx +

∑

F ∈Fh

∫

F
q (JvhK · nF ) ds = bh (vh, q) .

For Lhψ ∈ H1(Ω) ∩Qh it holds thus (∇(Lhψ),vh) = 0 due to (7.2), leading to

(∇ψ,vh) = (∇(ψ − Lhψ),vh) 6 ‖∇(ψ − Lhψ)‖L2 ‖vh‖L2

and the result is proved like in the H1-conforming case in Lemma 3.14.

8. Numerical experiments with known exact solution

In this section, we mainly use the previously described H(div)- and L2-DG methods to investigate
incompressible flow problems at high Reynolds number where the exact solution is known to be a
(generalised) Beltrami flow. The accuracy of the corresponding results is measured in the L2 norm
exclusively because the errors in H1 do not provide any more insight. More precisely, this means that
the errors in the H1 norm qualitatively show exactly the same behaviour as the ones measured in
the L2 norm. Furthermore, for the 2D lattice flow problem, a brief comparison of pressure-robust and
non-pressure-robust H1-conforming methods, analogous to Section 6 can be found as well.

8.1. 2D planar lattice flow

Let us now compare the performance of the pressure-robust H(div)- and non-pressure-robust L2-DG
methods in terms of accuracy and efficiency in a two-dimensional setting. In order to do so, we fix
ν = 10−5 and solve a problem with f ≡ 0, where the exact solution is known and given by

u0 (x) =

[
sin(2πx1) sin(2πx2)
cos(2πx1) cos(2πx2)

]
, u (t,x) = u0 (x) e−8π2νt. (8.1)

We consider the domain Ω = (0, 1)2 with periodic boundary conditions on all edges of ∂Ω and
compute until T = 10. The exact solution (8.1) is a classical example of a generalised Beltrami flow as
the convective term (u · ∇)u balances the pressure gradient. For the simulation, only the initial velocity
is prescribed according to u0 and the evolution of the flow is observed. Varying orders k ∈ {2, 3, 4, 6}
of the FE spaces with ku = k and kp = k − 1 are used and the resolution of the particular method
is controlled via the mesh. We use unstructured triangular meshes for this 2D example and the SIP
penalty parameter σ = (k + 1)(k + 2) is chosen, which has the correct quadratic k-dependency; see,
for example, [39, Section 3.1].

The time-stepping is based on the second-order multistep implicit-explicit (IMEX) scheme
SBDF2 [7] where the Stokes part of the problem is discretised implicitly with a BDF2 method and
the convection part relies on an explicit treatment with second-order accurate extrapolation in time.
The system matrix of the Stokes part is called M∗ and note that in such an IMEX scheme, only linear
system associated with M∗ have to be solved in every time step. However, this particular time-stepping
scheme is only a choice here and not crucial for the subsequent results. For the planar-lattice flow we
use a constant time step of ∆t = 10−4.

We will compare the following two different quantities: total (velocity plus pressure) number of
degrees of freedom (DOFs) and number of non-zero entries (NZEs) of M∗. While the DOFs indicate
how rich the approximation space is, the NZEs are a more suitable measure of how efficient a particular
discretisation is. Indeed, the NZEs of M∗ indicate how expensive solving linear systems is; usually, this
is the most time consuming part of a flow solver (especially in 3D). In Figure 8.1, the corresponding
L2(0, T ; L2(Ω)) errors can be seen for the two different methods introduced in Section 7.
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Figure 8.1. L2(0, T ; L2), T = 10, errors for the 2D lattice flow (ν = 10−5). Com-
parison of pressure-robust H(div)- and non-pressure-robust L2-DG methods with
∆t = 10−4, both using upwinding (θ = 1). The abscissae show the total number of
DOFs (left) and number of NZEs of M∗ (right).

Firstly, one can observe that whenever a fixed polynomial degree of the FE space is considered,
the pressure-robust H(div)-FEM always leads to an at least ten times smaller error, both in terms of
DOFs and NZEs. For higher-order and on finer meshes, this offset increases to such an extent that for
k = 6 the H(div)-DG method’s solution has an error which is at least 10−3 times smaller than the
corresponding L2-DG’s. Even more remarkably, in terms of fixing DOFs, at least on coarse meshes
the pressure-robust k = 2 H(div)-DG method results in a comparable accuracy as the k = 4 L2-DG
method while, at the same time, it leads to fewer NZEs. A similar observation holds for k = 3 H(div)-
DG and k = 6 L2-DG. In practice, as higher-order methods usually lead to more NZEs, being able to
use a method of order k instead of 2k, without loosing accuracy, means a considerable improvement
with respect to performance.

In Section 2.2, it was argued that the velocity solution u of a generalised Beltrami flow is simulta-
neously a solution of the Navier–Stokes and the Stokes problem (only the pressures are different). We
now want to consider, in a time-dependent setting, instead of the nonlinear Navier–Stokes problem
with f ≡ 0, the corresponding Stokes problem with f = −(u · ∇)u, solved with the pressure-robust
H(div)-DG method for k = 6.

The evolution of L2 errors can be seen in Figure 8.2, where the left-hand side plot shows the
behaviour of the Navier–Stokes solution with upwinding (solid lines) against the corresponding Stokes
solution (dashed lines) for different refinement levels r0, . . . , r3. The main observations are that the
Stokes error is a lower bound for the Navier–Stokes error at all times and that on sufficiently fine
meshes, both errors are not too far apart (at least for short times). A second interesting issue is the
question of the influence of upwinding on the solution. The right-hand side subfigure Figure 8.2 shows
that upwinding is indeed helpful for this kind of convection dominated problems. More precisely, one
can observe that the Navier–Stokes errors without upwinding (dashed lines) are always larger than
with upwinding (solid lines).

Lastly, let us consider what happens if H1-conforming FEM are used instead of the (much more
flexible) DG methods. In order to do so, we repeat the experiment presented in Figure 8.1 now for the
pressure-robust, divergence-free Scott–Vogelius method SVk and the non-pressure-robust Taylor–Hood
element THk; cf. also the corresponding explanations for the Gresho problem in Section 6.

Figure 8.3 shows the results of this test scenario. The left-hand side plot shows the L2(0, T ; L2)
errors for T = 10 for both SV and TH simulations for different polynomial orders k ∈ {4, 8, 12}. One
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Figure 8.2. Evolution of L2 errors for the 2D lattice flow (ν = 10−5). Comparison
of pressure-robust H(div) solution (k = 6) with ∆t = 10−4 of the Navier–Stokes
problem with upwinding (solid lines) and the Stokes problem (dashed lines) on the
left-hand side. The colours indicate different levels of mesh refinement rt. Right-hand
side: Navier–Stokes solution with upwinding θ = 1 (solid), and without upwinding
θ = 0 (dashed).

can observe that the Taylor–Hood method is not stable for this kind of flow problem as the solutions
become unstable and long-time predictions seem to be impossible with a non-pressure-robust method.
The Scott–Vogelius method, on the other hand, shows the expected convergence behaviour also for
longer time integration. In order to also show that our results are consistent for short-time simulations,
the right-hand side plot shows the L2(0, T ; L2) errors for T = 2. Here, one can see that the Taylor–
Hood method is still stable and gives convergent results under mesh-refinement. Interestingly, one can
see that the TH8 method yields comparable results as the SV4 method for the same amount of DOFs.
This halving of approximation order has already been shown previously in the context of DG methods.
In this sense, we demonstrated that the question whether H1-conforming or DG methods are used
is not essential but the important distinction has to be made with respect to whether a method is
pressure-robust or not. Consequently, we will not show any more numerical results with H1-FEM but
only use DG methods henceforth.
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Figure 8.3. H1-FEM: L2(0, T ; L2), errors for the 2D lattice flow (ν = 10−5). Com-
parison of pressure-robust SV- and non-pressure-robust TH methods with ∆t = 10−4.
Long-time simulation with T = 10 (left) and short-time simulation with T = 2 (right).
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8.2. Classical 3D Ethier–Steinman

Now, we want to repeat our investigation from Section 8.1 with a three-dimensional flow problem
(f ≡ 0). Thus, consider the exact velocity of the Ethier–Steinman problem [28]:

u0 (x) = −a



eax1 sin(ax2 + bx3) + eax3 cos(ax1 + bx2)
eax2 sin(ax3 + bx1) + eax1 cos(ax2 + bx3)
eax3 sin(ax1 + bx2) + eax2 cos(ax3 + bx1)


 , u (t,x) = u0 (x) e−νd2t. (8.2)

Here, the parameters a = π/4, b = π/2 and ν = 0.002 are used and we are dealing with a Beltrami flow.
As domain, the cube Ω = (−1, 1)3 is chosen where the time-dependent Dirichlet boundary condition
gD according to the exact solution is imposed. Again, the initial velocity u0 is prescribed at t = 0
and the evolution of the flow is observed. We stop the simulations at T = 1 and the time-stepping is
again based on the SBDF2 method, again using ∆t = 10−4. Unstructured tetrahedral meshes are used
in the 3D example and the SIP penalty parameter σ = 8k2 is chosen. The resulting L2(0, T ; L2(Ω))
errors can be seen in Figure 8.4.
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Figure 8.4. Errors for the classical 3D Ethier–Steinman problem (ν = 0.002). Com-
parison of pressure-robust H(div)- and non-pressure-robust L2-DG methods with
∆t = 10−4, both using upwinding (θ = 1). The abscissae show the total number of
DOFs (left) and number of NZEs of M∗ (right).

Again, for each fixed k, the divergence-free and pressure-robust H(div)-DG method always yields
the smallest errors. In terms of efficiency, the plot of the number of NZEs again shows that by using
a pressure-robust method, a significant amount of computational effort can be saved. However, for
sufficiently fine meshes, higher-order will always be superior because of the smoothness of the problem.
The next section shall pick up at exactly this point.

8.3. 3D Ethier–Steinman with inaccurate Dirichlet BCs

In applications, it is very rare that one has an exact geometry description of the underlying domain
as, for example, curved boundaries make it necessary to approximate also the geometry to a certain
accuracy. Therefore, the imposition of the correct Dirichlet BCs is usually made on the approximated
boundary. Unavoidably, this a source for errors and in this section we want to mimic such a situation
in the following equivalent way. Instead of prescribing the correct Dirichlet BCs on the approximated
boundary, we will impose inaccurate BCs on the correct boundary.

Let us revisit the 3D Ethier–Steinman example from Section 8.2. The exact solution is also given
by (8.2), exactly the same parameters are used and again, time-dependent Dirichlet boundary condi-
tions are imposed. However, as hinted at above, instead of choosing gD according to the exact solution
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pressure-robust, divergence-free H(div)-DG
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Figure 8.5. Errors for the 3D Ethier–Steinman problem (ν = 0.002) with inaccurate
BCs. Comparison of pressure-robust H(div)- and non-pressure-robust L2-DG methods
with ∆t = 10−4, both using upwinding (θ = 1). The abscissae show the total number
of DOFs (left) and number of NZEs of M∗ (right).

u, we will use a piecewise quadratic approximation of it instead. Figure 8.5 shows the resulting
L2(0, T ; L2(Ω)) errors.

First of all, note that the pressure-robust method is again always more accurate for a fixed number
of DOFs and a fixed number of NZEs. In contrast to Section 8.2, the asymptotical behaviour for higher
k and finer meshes is now, by construction, dominated by the accuracy of gD. Thus, one can see that
all methods roughly lead to the same result when the resolution is high enough. More interestingly
though, on coarse meshes, the pressure-robust method is always significantly more accurate.

9. Material derivative of a Kármán vortex street

Above it was shown that for generalised Beltrami flows, and flows which are Galilean-invariant to a
generalised Beltrami flow, pressure-robust mixed methods can be much more accurate than classi-
cal mixed methods. As a main reason, strong and complicated gradient fields in the Navier–Stokes
momentum balance have been identified, which explain the superior accuracy of pressure-robust meth-
ods. However, a natural question is whether pressure-robust mixed methods are also superior for ‘real
world flows’. Therefore, it is interesting to investigate whether strong gradient fields will appear also
in such a situation. Indeed, Subsection 2.4 suggests that the material derivative of transient high
Reynolds number flows is approximately a non-trivial gradient field. In the following, we will confirm
this conjecture for a periodic Kármán vortex street.

As an example of a practically relevant flow, let us consider the flow around an obstacle in a 2D chan-
nel of dimensions (L,H) = (3, 1.01). Here, the obstacle is chosen as a circle with radius r = 0.1 whose
centre is placed at x = (0.4, 0.5)†. In Figure 9.1, such a flow can be seen at a time instance where the
characteristic vortex shedding of a periodic Kármán vortex street has formed. Here, all flow computa-
tions are performed with the divergence-free and pressure-robust H(div)-DG with order k. The Dirich-
let inflow BC on the left part of the boundary is given by the constant free flow u(t, 0, x2) = (1, 0)†,
which, together with ν = 10−3 leads to a Reynolds number Re = ur/ν = 1 × 0.1 × 1000 = 100. No-slip
is prescribed on the boundary of the circle, whereas top, bottom and right part of the boundary repre-
sent outflow boundaries (do-nothing). Computations are performed up to T = 10 and all subsequent
snapshots and norms are taken at exactly this instance in time.

Being in this situation and having such a flow at hand, two main questions arise:
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Figure 9.1. Periodic Kármán vortex shedding in the wake of a square. Visualisation
of the underlying geometry, velocity magnitude |uh|2 and computational mesh (left),
and vorticity ωh (right). The computations are done with eight-order elements (k = 8)
and upwinding (θ = 1), unless stated otherwise.

(1) In which part of the domain is the Helmholtz–Hodge projector of the material derivative small,
as predicted by Subsection 2.4?

(2) Where does a pressure-robust method locally outperform a non-pressure robust one?

These questions will be answered in the following two subsections.

9.1. Investigation of the material derivative

The most obvious approach for answering the first question is to begin with inspecting the (discrete)
material derivative f t

h = ∂tuh + (uh · ∇h)uh in a suitable norm. Note that this investigation is based
on the fact that with k = 8 and this Reynolds numbers, all essential flows features are resolved. In this
way, statements about uh should also holds for u. We have chosen to investigate it in the L3/2 norm,
since even for 3D flows at least the nonlinear convection term (uh · ∇h)uh is (for almost all times in

the sense of Bochner spaces) in L3/2. Qualitatively, however, the same insights can be obtained by,
for example, considering the L2 norm.

Figure 9.2. Discrete material derivative |f t
h|

3/2

3/2
= |∂tuh + (uh · ∇h)uh|

3/2

3/2
. Note that

the colour bar is chosen in such a way that all values above 50 are displayed red.

Figure 9.2 shows such a qualitative approach, where we observe that in a large part of the domain
the material derivative (approximately) vanishes. There, the material derivative is indeed a (trivial)
gradient field. However, pressure-robust methods will only be superior to non-pressure-robust methods
in parts of the domain, where the material derivative is a non-trivial and strong gradient field. However,
there are also some regions in the flow where the material derivative itself is large (basically the direct
vicinity of the obstacle and parts of the wake).
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Figure 9.3. Gradient part |∇φt
h|

3/2

3/2
of discrete Helmholtz–Hodge decomposition of f t

h

with exactly divergence-free FEM. The colour bar scaling is chosen identically to that
of Figure 9.2.

Thus, we will investigate, where f t
h = ∂tuh + (uh · ∇h)uh is locally a gradient. The gradient contri-

bution of the discrete material derivative f t
h can be seen in Figure 9.3 where, for a better comparison,

the colour bar scaling is chosen identically to that of Figure 9.2. Note that the Helmholtz decomposi-
tion f t

h = P
div
h (f t

h) + ∇φt
h is also based on the divergence-free H(div)-DG method. One can observe

that especially in the direct vicinity of the obstacle, there is indeed a significant gradient contribution
in the material derivative f t

h.

Figure 9.4. Divergence-free part |Pdiv
h (f t

h)|
3/2

3/2
of discrete Helmholtz–Hodge decom-

position of f t
h with exactly divergence-free FEM. The colour bar scaling is chosen

identically to that of Figure 9.2.

We have seen that a large part of the material derivative consists of a gradient part. Consequently,
the divergence-free part of f t

h must be small. Figure 9.4 shows that this is actually the case for this flow
problem. One can observe that only the upstream side of the obstacle shows a non-zero divergence-
free part P

div
h (f t

h). Note that the friction term −ν∆u is indeed a divergence-free contribution to the
Navier–Stokes material derivative, which can be strong in the vicinity of the no-slip boundary of the
domain.

9.2. Pressure-robust vs. non-pressure-robust methods

In contrast to considering the flow itself as in the previous subsection, let us now finally focus on
the numerical method for approximating the flow. In order to answer the second question, namely
where a pressure-robust method outperforms a non-pressure-robust one, we solve a second discrete
Helmholtz–Hodge decomposition problem of the form (7.9), but this time with the L2-DG ‘velocity’

123



N.R. Gauger, A. Linke, et al.

space choice (7.7b). Note again that due to using the L2-DG method, P0
h(f t

h) is not exactly divergence-
free, even though f t

h has been computed with the divergence-free H(div)-DG method.

Figure 9.5. Difference |Pdiv
h (f t

h) − P
0
h(f t

h)|
3/2

3/2
of the two discrete Helmholtz–Hodge

projectors of f t
h. High values indicate advantageous regions of the pressure-robust dis-

cretisation. Note that the colour scale is chosen logarithmically.

Now, in Figure 9.5, the difference of the two discrete Helmholtz–Hodge projectors Pdiv
h (f t

h)−P
0
h(f t

h)
of the discrete material derivative f t

h highlights the regions in the flow where a pressure-robust method
performs better than a non-pressure-robust one. This is due to the fact that the L2 Helmholtz–
Hodge projector indicates that the corresponding non-divergence-free method would see a wrong force
locally. Consistent with the analysis of the flow characteristics above, the pressure-robust method is
advantageous in regions where the material derivative is dominated by a large gradient contribution in
the sense of the Helmholtz decomposition. This is especially the case in the vicinity of the obstacle, the
wake, and interestingly, the outflow. However, note that the difference between the two Helmholtz–
Hodge projections seems to be small compared to the total value of the components of the Helmholtz–
Hodge decomposition. The reason for this behaviour is that on the given mesh and with k = 8, even
the non-pressure-robust Helmholtz projector is comparably accurate.

Table 9.1. Convergence behaviour for L
3/2-norms of the (discrete) material derivative

f t
h = ∂tuh + (uh · ∇h)uh and its discrete Helmholtz–Hodge projections for different

polynomial orders k ∈ {2, . . . , 8}.

k 2 3 4 5 6 7 8
∥∥f t

h

∥∥
L

3/2 2.8735 2.97579 2.96509 2.96073 2.96032 2.96001 2.95997∥∥∥Pdiv
h (f t

h)
∥∥∥

L
3/2

0.79656 0.54819 0.43849 0.41875 0.41354 0.41241 0.41214∥∥P0
h(f t

h)
∥∥

L
3/2 1.06805 0.57571 0.44138 0.4192 0.41362 0.41242 0.41214∥∥∥[Pdiv

h − P
0
h](f t

h)
∥∥∥

L
3/2

7 · 10−1 2 · 10−1 4 · 10−2 2 · 10−2 6 · 10−3 2 · 10−3 8 · 10−4

Thus, finally, let us demonstrate that by using lower-order methods, the difference between the
discrete Helmholtz–Hodge projectors of the L2- and the H(div)-DG methods increases. Table 9.1

shows the convergence of the L
3/2-norm of the material derivative f t

h = ∂tuh + (uh · ∇h)uh, the
discrete Helmholtz–Hodge projectors Pdiv

h (f t
h) and P

0
h(f t

h), and their difference P
div
h (f t

h) −P
0
h(f t

h). One
can see that, as expected, for k = 8, both methods detect a comparable amount of divergence-free
forces in the discrete convective term. This is a possible explanation why non-pressure-robust methods
may work comparably good whenever higher-order methods are considered. For lower-order methods,
on the other hand, the difference between the Helmholtz–Hodge projectors increases considerably.
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Figure 9.6. Difference of discrete Helmholtz–Hodge projectors |Pdiv
h (f t

h) − P
0
h(f t

h)|
3/2

3/2

of f t
h for different polynomial orders k ∈ {2, 4, 6, 8} (from top left to bottom right).

Consistent with these observation, Figure 9.6 shows the pointwise plots of the difference between
the Helmholtz–Hodge projectors. It is especially interesting that their difference concentrates in the
vicinity of the object. This potentially means that pressure-robust methods have a higher accuracy
near objects which are located in a flow.

10. Conclusion and outlook

The main intention of this contribution is to illustrate that pressure-robust space discretisations out-
perform non-pressure-robust space discretisations for incompressible Navier–Stokes flows, especially
at high Reynolds numbers. The main reason is that in the incompressible Euler limit for f = 0 the
material derivative is a gradient field, which can be handled more appropriately by pressure-robust
methods. Indeed, in high Reynolds number flows the pressure gradient is typically strong and non-
trivial, like in vortex dominated flows where the linear pressure gradient balances the quadratic cen-
trifugal force. Further, the superior behaviour of pressure-robust methods relies on a more consistent
discrete Helmholtz–Hodge projector, which vanishes for arbitrary gradient fields.

We want to conclude our contribution with some speculations on the relation between high-order
and low-order flow solvers. In recent years high-order space discretisation was proposed as an efficient
means for the simulation of challenging flow problems, like incompressible Navier–Stokes flows at high
Reynolds numbers or real-world applications in computational fluid dynamics [63, 43]. The potential
benefits of high-order discretisations are suggested to be twofold [63]:

• exponential convergence under certain regularity assumptions which can be achieved from
a clever combination of high-quality mesh generation with p-refinement away from domain
boundaries;

• better diffusion and dispersion properties of the spatially discretised differential operators.

While the approximation property argument of h/p methods is convincing, there is an inherent
prerequisite in the argument: the availability of high-order boundary approximations of 3D mesh
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generators [63], since the approximation accuracy of the boundary restricts the maximally achievable
approximation order of the entire algorithm. Put differently: if such a high quality mesh does not
exist for a given complicated domain (as it often happens in practice; e.g. boundaries generated by
CAD tools yield spline surfaces of third order), high-order methods will simply not achieve high-order
convergence rates, see Subsection 8.3.

Our contribution shows that the accuracy of all non-pressure-robust space discretisations suffers
from a hidden consistency error, namely the consistency error of the corresponding discrete Helmholtz–
Hodge projector, see Lemma 3.14 and Lemma 7.3. Evidently, this consistency error can be reduced
by high-order methods, due to a simple Taylor expansion argument. We conjecture that such hidden
consistency errors explain the better diffusion and dispersion properties of high-order methods at least
partially.
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