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Abstract

High-speed and high-resolution digital-to-analog converters (DACs) are vital
components in all telecommunication systems. Radio-frequency digital-to-analog
converter (RFDAC) provides high-speed and high-resolution conversion from
digital domain to an analog signal. RFDACs can be employed in direct-conversion
radio transmitter architectures. The idea of RFDAC is to utilize an oscillatory-
pulse-amplitude modulation instead of the conventional zero-order hold pulse
amplitude modulation, which results in DAC output spectrum to have high-
energy high-frequency lobe, other than the Nyquist main lobe. The frequency
of the oscillatory pulse can be chosen, with respect to the sample frequency,
such that the aliasing images of the signal at integer multiples of the sample
frequency are landed in the high-energy high-frequency lobes of the DAC fre-
quency response. Therefore the high-frequency images of the signal can be used
as the output of the DAC, i.e., no need to the mixing stage for frequency up-
conversion after the DAC in the radio transmitter. The mixing stage however
is not eliminated but it is rather moved into the DAC elements and therefore
the local oscillator (LO) signal with high frequency should be delivered to each
individual DAC element.

In direct-conversion architecture of IQ modulators which utilize the RFDAC
technique, however, there is a problem of finite image rejection. The origin of
this problem is the different polarity of the spectral response of the oscillatory-
pulse-amplitude modulation in I and Q branches. The conditions where this
problem can be alleviated in IQ modulator employing RFDACs is also discussed
in this work.

Σ∆ modulators are used preceding the DAC in the transmitter chain to
reduce the digital signal’s number of bits, still maintain the same resolution.
By utilizing the Σ∆ modulator now the total number of DAC elements has de-
creased and therefore the delivery of the high-frequency LO signal to each DAC
element is practical. One of the costs of employing Σ∆ modulator, however, is
a higher quantization noise power at the output of the DAC. The quantization
noise is ideally spectrally shaped to out-of-band frequencies by the Σ∆ modu-
lator. The shaped noise which usually has comparatively high power must be
filtered out to fulfill the radio transmission spectral mask requirement.

Semi-digital FIR filter can be used in the context of digital-to-analog con-
version, cascaded with Σ∆ modulator to filter the out-of-band noise by the
modulator. In the same time it converts the signal from digital domain to an
analog quantity. In general case, we can have a multi-bit, semi-digital FIR filter
where each tap of the filter is realized with a sub-DAC of M bits. The delay ele-
ments are also realized with M-bit shift registers. If the output of the modulator
is given by a single bit, the semi-digital FIR filter taps are simply controlled by
a single switch assuming a current-steering architecture DAC. One of the ma-
jor advantages is that the static linearity of the DAC is optimum. Since there
are only two output levels available in the DAC, the static transfer function,
regardless of the mismatch errors, is always given by a straight line.
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vi Abstract

In this work, the design of SDFIR filter is done through an optimization pro-
cedure where the Σ∆ noise transfer function is also taken into account. Different
constraints are defined for different applications in formulation of the SDFIR
optimization problem. For a given radio transmitter application the objective
function can be defined as, e.g., the hardware cost for SDFIR implementation
while the constraint can be set to fulfill the radio transmitter spectral emission
mask.



Populärvetenskaplig sammanfattning

Snabba och högupplösande digitala-till-analog-omvandlare (DAC) är vitala kom-
ponenter i telekommunikationssystem. Så kallade RFDAC:ar, dvs digital-till-
analog-omvandlare som arbetar i radiofrekvenser möjliggör snabb och högupp-
löst konvertering direkt från den digitala domänen till den analoga. RFDAC:ar
kan användas i radiosändare som använder sig av direktomvandling. Tanken
med RFDAC:ar är att utnyttja en oscillerande pulsamplitudmodulering stället
för konventionell pulsamplitudmodulering. Detta resulterar i att DAC:ens ut-
signalspektrum kommer ha högre signalenergier i högre frekvensband, dvs inte
inom det så kallade Nyquistbandet. Frekvensen hos den oscillerande pulsen kan
väljas beroende på sampelfrekvensen så att vikningskomponenter hamnar i mul-
tiplar av sampelfrekvensen. Det innebär att, med hjälp av filtrering, man kan
använda de högre frekvenskomponenterna snarare än de lägre. Det behövs ing-
en extra blandare för att multiplicera upp signalfrekvensen runt en bärfrekvens.
Själva blandningen sker istället inne i digital-till-analog-omvandlaren.

I direktomvandlande IQ-modulatorer som använder RFDAC:ar kan det upp-
stå problem med undertryckning av vikta kopmponenter. Orsaken till detta
problemet är att det är olika polaritet på pulsamplitudmodulationen i de olika
grenarna. Hur dessa problem kan bemötas beskrivs i detta arbete.

Σ∆ modulatorer används sändarkedjan för att minska antal bitar i den di-
gitala signalen. Fortfarande bibehålls dock samma effektiva upplösning. Genom
att använda Σ∆ minskar nu det totala antalet analoga byggstenar i omvand-
laren vilket gör det enklare att kunna fördela högfrekventa signaler med högre
kvalitet. En kostnad som måste tas i beaktande är att en sigma-delta produce-
rar högt kvantiseringsbrus utanför signalbandet. Det måste filtreras bort för att
kunna uppfylla kraven på utsänd effekt i sidoband.

Semi-digital FIR-filter kan användas i samband med digital-till-analog om-
vandling då de serieskopplas med Σ∆ modulatorn. Detta kommer filtrera ut det
extra bruset medan det samtidigt representerar den digitala signalen med en
analog motsvarighet. I det allmänna fallet kan ett semi-digitalt FIR-filter bestå
av ett antal grenar i vilka det sitter mindre digital-till-analogomvandlare med
lägre upplösning. Om grenarna innehåller 1-bitsomvandlare så kommer följdak-
tigligen de små omvandlarna helt enkelt bestå av en brytare som leder ström av
viss kvantitet till utgång eller icke. En av de största fördelarna är att linjäriteten
hos omvandlaren blir ideal. Då det bara finns två möjliga signalsnivåer kommer
överföringsfunktionen alltid kunna beskrivas av en rät linje, dvs helt linjär.

I detta arbete presenterar vi hur SDFIR-filtret kan konstrueras genom att ett
rigoröst optimeringsförfarande där brusöverföringsfunktionen hos sigma-delta
modulatorn också beaktas. Olika krav och målfunktioner har använts. För en
given tillämpning kan man till exempel optimera hårdvarukostnaden och sam-
tidigt kräva att utsänd effekt hålls inom tolerabla, specificerade nivåer.
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Preface

Thesis outline

This thesis consists of two parts; Part-I, background and Part-II, publications.
In Part-I a short background is given on different radio transmitter architectures
and digital-to-analog converters (DAC) used in them. Part-II which forms the
publications part, is comprised of five papers in the field of high-speed digital-
to-analog converters and semi-digital FIR filters.

The outline of Part-I of the thesis is as follows. Chapter 1, is a review on dif-
ferent radio transmitter architectures while Chapter 2, gives an introduction on
high-speed DACs for telecommunication. In this chapter the basics of high speed
DACs and the fundamental limitations on achievable performance is described
and different techniques to achieve high-speed digital-to-analog conversion is
briefly explained.

In chapter 3, radio-frequency digital-to-analog converters (RFDAC) is stud-
ied in details. The RFDAC is employed in direct-digital-to-RF modulators for
wireless radio transmitters. The intrinsic problem of the finite image rejection
in these architectures is traced in details and conceptually illustrated. More-
over an overview of the proposed architecture in direct-digital-to-RF converters
employing low-resolution oscillatory signal is also presented in this chapter.

Semi-digital FIR filter design is studied in chapter 4, where a background
on different blocks in SDFIRs is reviewed. The optimization procedure for
designing SDFIR is presented including the definition of different constraint
used in the SDFIR design. Finally, in Chapter 5, conclusions are given and
possible future work is discussed.

Publications

This thesis is comprised of four peer-reviewed papers (Papers B-E) and one
non-peer-reviewed paper (paper A) as follows.

Paper A: M. Reza Sadeghifar, J Jacob Wikner, “A Survey of RF DACs,”
in Proc. Swedish System On Chip Conf. (SSoCC), Sweden, 2010.
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Paper B: M. Reza Sadeghifar, J Jacob Wikner, “A Higher Nyquist-Range
DAC Employing Sinusoidal Interpolation,” in Proc. NORCHIP Conf.,
Tampere, Finland, Nov. 2010.

Paper C: M. Reza Sadeghifar, J Jacob Wikner, “Modeling and Analysis
of Aliasing Image Spurs Problem in Digital-RF-Converter-Based IQ
Modulators ,” in Proc. Int. Symp. Circuits Syst. (ISCAS), Beijing,
China, May 2013.

Paper D: M. Reza Sadeghifar, Nadeem Afzal, J Jacob Wikner, “A Digital-
RF Converter Architecture for IQ Modulator with Discrete-Time
Low Resolution Quadrature LO,” in Proc. IEEE Int. Conf. Elec-
tronics, Circuits and Syst. (ICECS), Abu Dhabi, UAE, Dec. 2013.

Paper E: M. Reza Sadeghifar, J Jacob Wikner, Oscar Gustafsson, “Linear
Programming Design of Semi-Digital FIR Filter and Σ∆ Modula-
tor for VDSL2 Transmitter,” in Proc. Int. Symp. Circuits Syst.
(ISCAS), Melbourne, Australia, May 2014.

The following papers contain work done by the author but are not included
in the thesis either because it has not been the main focus of this thesis or is
under review process or is covered in author’s other publications.

1. Nadeem Afzal, M. Reza Sadeghifar, J Jacob Wikner, “A Study on
Power Consumption of Modified Noise-Shaper Architectures for Sigma-
Delta DACs,” in Proc. European Conf. Circuit Theory Design (ECCTD),
Linköping, Sweden, Aug., 2011.

2. M. Reza Sadeghifar, J Jacob Wikner, and Oscar Gustafsson “Opti-
mization of Semi-Digital FIR Filter and Σ∆ Modulator for VDSL2 Spec-
ification,” in Proc. Swedish System On Chip Conf. (SSoCC), Vadstena,
Sweden, May, 2014.

3. M. Reza Sadeghifar, Oscar Gustafsson, J Jacob Wikner, “Optimizing
Semi-digital FIR filters Using Analog Metrics,” IEEE Trans. Circuits
Syst. I - Regular Papers, under review.
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Chapter 1

Introduction

Increasing demand on the capacity of the current and next generation cellular
radio has driven the integrated circuits for wireless communication in recent
years. The trend towards more integration, lower power and smaller size has
called for newer transceivers architectures. With the scaling of the CMOS tech-
nology towards smaller nodes, smaller size transistors and thus more integration
than has become feasible. The digital integrated circuits has gained from the
smaller size and hence lower capacitance and higher frequency of operation while
the analog and RF circuits suffers from the lower intrinsic device gain and the
reduction of the available voltage swing.

Consequently there has been a trend to migrate the analog and RF building
blocks in transceivers’ architecture into digital counterparts, to comply with
scaling of CMOS technology and hence benefit in terms of speed, power and
size. The objective has been to push the digital-analog interface towards the
antenna and the ultimate “ambition” is to put the antenna directly after the
DAC or ADC in transceivers.

The idea of direct-digital-to-RF modulator to be utilized in the multistan-
dard and flexible transmitters is following this trend. There has been many
different works in recent years that have tried to address the challenges and
fulfill the requirements of different wireless communication standards [1–9].

In this chapter, a short overview of conventional architectures utilized in
radio transmitters is given, and then briefly the direct-digital-to-RF modulator
transmitters is introduced.

1.1 Transmitter Architectures

In the transmitter part of the radio, different architectures has been evolved
during the course of time. In this chapter some of the architectures will be

3
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Figure 1.1: Superheterodyne transmitter

reviewed with their advantages and disadvantages for today’s radio communi-
cation applications is discussed briefly.

1.1.1 Superheterodyne Transmitter

In superheterodyne transmitter, the frequency upconversion from baseband
(BB) is performed in two steps, first into intermediate frequency (IF) and then
to the desired radio frequency (RF). A simplified superheterodyne transmitter
is shown in Fig. 1.1. Digital I and Q baseband signals are converted to analog
signal through a digital-to-analog converter which typically is Nyquist-rate con-
verter. The analog baseband low pass filters remove the aliasing images. The
quadrature modulation is performed at IF and in the second step, the signal is
upconverted to RF by the RF mixer stage. This architecture has the advantage
of IQ modulation at IF frequencies which results in better matching between
I and Q branches. However, there are some disadvantages to this architecture
such as the complexity of having two VCOs, additional RF band pass filtering
after the second frequency modulation and complex frequency planning.

1.1.2 Direct-Conversion Transmitter

The upconversion to the desired RF carrier can be performed directly from the
baseband spectrum by the direct-conversion transmitter. In this architecture
quadrature IQ modulator with RF frequency translates the baseband analog
signal to RF carrier as shown in Fig. 1.2. The baseband analog signal is the
filtered output of the DAC.
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Figure 1.2: Direct-conversion transmitter

The RF signal is then amplified to the desired power level to be sent to the
power amplifier (PA) and transmitter antenna.

1.1.3 Direct-Digital-to-RF Modulator Transmitter

In a direct digital-to-RF modulator transmitter, the digital-to-analog conversion
and frequency mixing is performed in one block as shown in Fig. 1.3. This was
first reported as an oscillatory pulse amplitude modulation (PAM) employed in
the DAC in [1] and was coined as RFDAC.

Multimode Transmitter Using Direct-Digital-to-RF Modulator [2]

Multistandard challenges for wireless communication devices has called for in-
novative solutions that are independent from the system architecture. In [2],
a multistandard transmitter implemented in 0.13 µm is reported. Due to 10-
bit resolution of the direct-digital-to-RF modulator (DDRM) employed in that
work, it could satisfy different standards spectrum mask requirements such as
EDGE, WCDMA, and WLAN. However in this DDRM, the oscillatory PAM
is not used and instead the digital signal and square wave local oscillator (LO)
signal has controlled the two cascaded switches.

The drawback with this architecture is that the high frequency LO signal
has to be delivered to all the unit elements of the DAC, which in this case is
1024 units, makes difficult to maintain good matching and avoid skew problems.
Moreover the LO buffers used in that work to drive the large capacitance due to
gate capacitance and wiring, is reported to consume about 12mA on each I and
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Figure 1.3: Direct-digital-to-RF modulator transmitter

Q branches. This translates to high power consumption in overall transmitter.
This problem can be addressed by either using a fewer number of unit elements
by employing Σ∆ modulator before RFDAC to reduce the number of bits [10],
or using discrete-oscillatory signal [11].

Σ∆ Direct-Digital-to-RF Modulator [10]

As mentioned, one approach to decrease the number of unit elements in the
DDRM is to employ Σ∆ modulator. Σ∆ modulator is usually used to reduce
the number of bits, while maintaining the same level of signal to noise ratio.
This is achieved by spectral shaping of the quantization noise to the out of
interest band. In wireless communication applications, however this high power
out-of-band noise needs to be filtered before sending over the channel in order
to meet the spectral mask requirement.

In [10], a Σ∆ Direct-digital-to-RF modulator transmitter is presented. It
employs a 3-bit output Σ∆ modulator and therefore a huge reduction on the
number of unit elements of the DDRM (only 8 comparing to 1024 in the previous
case). The penalty however is the need for a high-Q filter at the output of the
DDRM. In that work a fourth order passive LC RF filter is utilized.
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DDRM and Semidigial FIR filter [3]

To cope with the filter requirement in a Σ∆ DDRM, a semi-digital FIR filter
combined with DDRM is employed in [3]. In a conventional semi-digital FIR
filter the digital-to-analog conversion is embedded in a FIR filter topology such
that the frequency response of the DAC is identical to the that FIR filter used.
In [3], the DAC unit elements are replaced by a DDRM unit elements, targeting
all together.

The drawback however is that in a semi-digital FIR filter the order of the
filter should be high enough to get an adequate filtering response. Further, the
bit resolution of the FIR coefficients should be in a range that filtering char-
acteristics are maintained and thus the number of unit elements are increased
again to before the Σ∆. In [3], to avoid this, a simple 6th order filter with
identical taps is utilized which gave the impression of not being sufficient for
wireless communication applications.





Chapter 2

Digital-to-Analog Converters for

Telecommunications

Digital-to-analog converters (DACs), are utilized in different applications such
as communication, data acquisition, or test and measurement applications [12,
13]. High-speed and high-resolution data converters are vital components in all
telecommunication systems. Normally, the higher speed we can use for sam-
pling, the lower requirements are put on analog components, such as analog
filters [12]. Of course, a larger digital complexity is then required, but that
is mostly scaled with process dimensions and becomes less of a concern. In
this chapter, we present a discussion on some different design methodologies for
high-speed digital-to-analog converters suitable for wideband applications with
demanding requirements on linearity.

Most wide-spread telecommunication standards today such as GSM, LTE,
WCDMA, WLAN, etc. require a typical range of 60 or 70 dB of linearity [14].
However for the next generation radio telecommunication systems very high
linearity is required [15]. On the other hand, software-defined radio (SDR),
needs the flexibility of the transceiver as well as the reconfigurable sampling as
their key components. In SDR the system is required to be tuned over a fairly
large frequency range such that it is flexible and can adopt to several different
standards. Hence a high speed DAC with high linearity performance, gives the
possibility to implement a reconfigurable multi-standard transmitter.

The first, and perhaps obvious, approach to convert from a digital to an
analog representation at high speed is to increase the clock frequency of the
DAC. This approach is however tied with an important question: do we need
to also increase the signal bandwidth? For example, there is a substantial
difference in design strategy if we want to obtain a 10-MHz signal bandwidth
centered at some 500 MHz or if we want to obtain a 500-MHz signal bandwidth
at a sample frequency of some 1 GHz, thus converting the entire Nyquist band.

9
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This is of course a system-dependent issue, which could be related to for example
software-defined radio or flexible front-ends [16].

2.1 Frequency Response of Digital-to-Analog Converter

Assume the input and output notations of a k-bit DAC as shown in 2.1. The

DACx(n)
k

y(t)

Figure 2.1: Block diagram of a k-bit DAC

output of the DAC, y(t), is a analog signal, that can be expressed as a function
of the input signal, x(n), using the pulse amplitude modulation (PAM),

y(t) =
∑

∀n

x(n) · p(t − nT ), (2.1)

where p(t) is the pulse waveform and T is the sampling interval, T = 1/fs. It
is in theory possible to perfectly reconstruct y(t) from x(n) (for now ignoring
the effect of truncation error due to limited word length) by selecting p(t) as

a mathematical function “sinc(t)” defined as sin(t)
t [17]. In frequency domain

the digital signal which is repeated every 2π as a so called the aliasing images,
undergoes an ideal brick-wall filter, resulted from the “sinc(t)”, and the analog
output signal is only the baseband signal without the aliasing images [17].

However, in reality this is impractical since the “sinc” function is double
sided in time domain and thus cannot be realized by causal systems. Normally
we select a rectangular pulse, p(t) = u(t) − u(t − τ), with a duration of τ .
This forms a zero-order hold function, and typically, the duration, τ , equals the
sampling period, but could be a fraction of that time if return-to-zero schemes
are applied. In Fig. 2.2, the amplitude characteristics for some different return-
to-zero schemes is plotted. It is normalized such that the frequency is T =
1/f = 1. The O factor describes the width of the active-high part of the PAM
pulse compared to the sample period, i.e., we have

p(t) =

{
1 0 ≤ t ≤ T/O,
0 otherwise.

From the equation above and the figure, we can see that the gain also decreases
with the O factor, and normally if we apply a return-to-zero scheme, we also
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Figure 2.2: Frequency characteristics for different return-to-zero schemes

need to amplify the output of the DAC accordingly to restore the amplitude
level. The advantage however - in our case - is that we get a widening of the
spectrum and we will pass through high-frequency components (i.e. images of
baseband spectrum), such that we can use other Nyquist ranges than that at
frequencies below half the sample frequency.

2.2 Current-Steering Digital-to-Analog Converters

Current-steering digital-to-analog converter architecture is the primary choice
for the high speed applications such as telecommunication DACs. It has the
benefit of not necessarily requiring an output buffer for high performance. The
current-mode operation copes with the slew-rate problem of which other DAC
architectures suffer. It directs almost all of its current to the output, which
means high efficiency [15, 18]. The block diagram of a binary weighted current-
steering DAC is shown in 2.3. Each bit of the input digital word controls the
appropriate current to the output. Iu represents the least significant bit current,
ZL the impedance load, and Ip and Ip are the positive and negative output
current respectively. Vout is the differential output voltage. As illustrated
in Fig. 2.4, there is normally a relationship between resolution and frequency
in digital-to-analog converters [19–23]: with higher frequencies, the linearity
decreases [20, 24].

However the drawback is the limited unit current source output impedance,
which makes the total output impedance of the DAC input-code-dependent [20,
24, 25]. This gives rise to the non-linearity of the DAC and therefore limited
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Figure 2.3: Block diagram of a binary weighted current-steering DAC in differ-
ential mode

Figure 2.4: Trade-off between frequency and resolution

spurious-free dynamic range (SFDR). In the current-steering DAC, the current
sources will have a limited output impedance. For a linear system, this would
not cause us any major issues, it would just result in a gain error in the output.
There would only be a loss of signal power due to the unmatched impedance
levels. However, as the output impedance varies with signal level, it affects the
linearity significantly. The output voltage is dependent on the code as

Vout(X) = iout(X) ·
ZL

1 + ZL/ZS(X)
, (2.2)

where ZL is the load impedance and ZS is the output impedance of the DAC
which is in the unbuffered current-steering DAC also a function of input code,
X [20]. Each current source will have a unit output impedance, Z0, and if the
corresponding weight is 2n, the effective output impedance will be Zunit/2n. We
can generalize this and say that if the code X is applied to the DAC there will
be X current sources connected to the output and hence the effective output
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impedance will be Zs = Zunit/X. This means that the output voltage can be
written as:

Vout =
iunit · X · ZL

1 + ZL

Zunit

· X
=

∆V · X

1 + X/ρ
(2.3)

where we have set ∆V = iunit · ZL as our least significant bit (LSB) voltage
step at the output of the DAC and ρ = Zunit/ZL is the ratio between output
and input impedance of a unit source. The equation above is nonlinear with
respect to the input code X and distortion will be introduced: the harmonic
distortion (HD) will depend on the impedance ratio and the amplitude. The
peak amplitude, X0, is given by the number of bits in the DAC as X0 ≈ 2N .
The full-scale output current is iunit · X0, and quite often we have levels around
iunit ·X0 ·ZL ≈ 1 V. The ρ value is quite likely large, but for a higher number of
bits, the X0 grows larger too. The problem is also that the ρ decreases steadily
with higher frequency. It can be shown [20] that the third order distortion for
a differential DAC can be approximated as

HD3 = 40 · log10 ρ − 12 · (N − 2). (2.4)

So, for an output impedance of 100 MΩ, the harmonic distortion becomes
some 45 dB for a 14-bit DAC. For a 12-bit DAC it becomes 57 dB. If the
output impedance is some 100 MΩ at 10 kHz and the load is 50 Ω, we get
HD3 ≈ 110 dB. Assuming a slope of 20 dB per decade, we will at 1 MHz have
1 MΩ output impedance, resulting in HD3 ≈ 70 dB, etc. Major challenges are
therefore to increase output impedance of the converter and/or to lower its load
impedance.

2.3 Examples on High-Speed DAC Techniques

In this section a few techniques for high-speed digital-to-analog converters namely
interpolating DACs, Σ∆ DACs, time-interleaved DACs and RFDACs will be
briefly reviewed.

2.3.1 Interpolating Digital-to-Analog Converters

The digital interpolating DAC is indeed a normal, Nyquist-rate DAC combined
with a digital interpolator. The ratio between the sample frequency (fs), and the
signal bandwidth (fb), is normally identified as the oversampling ratio OSR =
fs/2fb. In a Nyquist-rate converter, the oversampling ratio is unity, i.e., OSR =
1. The signal-to-noise ratio will be enhanced linearly with oversampling ratio.
It can be shown, [20], that the in-band signal-to-noise ratio (SNR), or signal-to-
quantization noise ratio (SQNR) is approximately

SQNR ≈ 6.02N + 1.76 + 10 log10(OSR), (2.5)

where N is the number of bits of. The equation holds when we can guarantee
all poles of the modulator to be placed in zero.
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In the case of analog interpolation we try instead to mimic the desired analog
output waveforms by for example microstepping methods as in e.g. [26, 27] or
by using return-to-zero schemes which effectively introduce similar kind of zero-
padding as the digital interpolation does, but with maintained requirements on
the analog filters.

The return-to-zero scheme, i.e., using a PAM waveform which is unity for
0 < t < T/2 rather than 0 < t < T , as effectively gives you zero padding and
a form of interpolation. The inverse clock signal can be used to “easily” create
the zero padding. Notice, that the PAM waveform is still defined such that
it has the same sample frequency as the brick-wall one. Advantages with the
return-to-zero scheme is that we reduce both analog settling memory effects,
as well as memory effects inside the digital logic, thus improving linearity and
noise.

2.3.2 Σ∆ Digital-to-Analog Converters

Σ∆ modulators are attractive in many ways: they truncate the word length of
the digital input word to the DAC and the error introduced by this operation
is spectrally shaped to out-of-band frequencies [28, 29]. A simplified picture of
a Σ∆ modulator is found in Fig. 2.5 where the word length is reduced from
N bits down to M where M is usually much smaller than N . By filtering out
this quantization noise which is outside the signal band we land at the original
resolution within the band [30, 31].

Σ∆ DACs are also attractive since all operations are (unlike for ADCs)
done in the digital domain. However, it is also highly nonlinear and has high
gain in the feedback loop making it hard to analyze and stabilize. Σ∆ DACs

Figure 2.5: Simplistic view of a Σ∆ modulator

require a fairly high oversampling ratio between the sample frequency and signal
bandwidth such that the added quantization noise can be moved far enough out-
of-band and then filtered out with low complexity filters. If we for a moment
neglect the complexity of the analog filter, the reduction in number of analog
components using a Σ∆ modulator is enormous. For example, if we have a 16-
bit converter, we need 216 ∼ 65000 components in a Nyquist-rate converter. By
allowing ourselves a certain amount of oversampling we can now trade frequency
against analog complexity. For example by allowing an oversampling of 16 times
and apply a modulator with a third-order transfer function, we can reduce
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the number of components to approximately 26 ∼ 64, i.e. 1000 times less
components. With less analog complexity the design becomes simpler, more
regular and accurate, even though the analog accuracy requirements are the
same in terms of linearity and in-band noise. With a lower number of analog
components we can design for high-speed and apply dynamic element matching
(DEM) techniques [32–35]. These techniques use randomization to cancel out
signal-dependent components and transforming this energy into noise. It should
be mentioned that for example digital pre-distortion (DPD) required to linearize
the PA will need a bandwidth a couple of times wider than the signal band for
proper cancellation of harmonics. To not destroy the properties of the DPD we
cannot narrow down our bandwidth through the DAC too much. Researchers at
MIT have however developed wideband digital Σ∆ modulators for high-speed
applications with global feedback paths and still reached for example 200 MHz
bandwidth at 5.25 GHz [10].

2.3.3 Time-Interleaved Digital-to-Analog Converters

Another way to increase the overall frequency is to use time-interleaved convert-
ers [36–38], as outlined in Fig. 2.6 which consist of several (three in the figure)

DAC

DAC

DAC

T

T

Figure 2.6: Example of three time-interleaved DACs

DACs connected in parallel by summation of the outputs. The DACs operate
at time shifted clocks, but same frequency. By carefully generating the time
shifts with high accuracy PLL and DLL, we could for example let all the DACs
operate at say 1 GHz, but with a 120-degree phase shift between each other,
thus outputting data at 3 GHz in total. The overall signal transfer function will
be weighted by the following z-transform:

H(z) = 1 + z−1 + z−2 =
z2 + z + 1

z2
. (2.6)

where a pair of complex zeros are introduced in the frequency domain. Thereby
the spectrum will be attenuated accordingly and certain frequency bands be-
come distorted. However, if we are able to control the positions of these zeros,
and/or keep our signal out of those bands, we still quite likely have a competitive
solution to reach high-speed conversion.
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2.3.4 Radio-Frequency Digital-to-Analog Converter

As the name suggests, the radio-frequency digital-to-analog converters (RF-
DAC) is a high frequency DAC of which the synthesized output signal is at
radio frequency (RF). This technique was proposed in [1], for high-speed and
high-resolution data conversion. It uses different type of pulse waveform in the
DAC to generate the higher frequency lob in the frequency response of the DAC
and hence utilizes the signal images at those high frequency lobes as the DAC
output instead of Nyquist image. In Fig. 2.7, a traditional pulse amplitude
modulation in conventional Nyquist DAC, return-to-zero interpolating DAC,
and return-to-zero “ping-pong” DAC is shown. In Fig. 2.8, the oscillatory DAC

Figure 2.7: "Traditional" DAC output waveforms

output proposed in [1], with sinc pulses at twice the sample rate, three time the
sample rate and at twice the sample rate bipolar, in shown respectively.

Figure 2.8: "New" DAC output waveforms
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Different pulse waveforms have different spectral behavior as it is illustrated
in Fig. 2.9. Each of these DAC output spectrums has their own pros and cons.
However it is observed here that by selecting the pulse rate and the sample
rate in a proper ratio we can allocate the lobes over the signal images (which
are at integer multiples of the sample frequency) and hence utilize the higher
frequency images as the output of the DAC.

The radio-frequency digital-to-analog converter techniques and different ar-
chitectures as well as the proposed architectures will be be investigated more in
detail in chapter 3.



Chapter 3

Radio-Frequency Digital-to-Analog Converters

3.1 Background

In direct-conversion architecture transmitters, the digital signal from a digital
signal processor (DSP) is converted to an analog signal through a digital-to-
analog converter and then low-pass filtered to remove the unwanted aliasing
images. Then with the aid of mixers, the signal will be converted directly to
the RF carrier signal.

The idea with the radio-frequency digital to analog converter (RF DAC) is
to combine the mixer with the DAC in a clever way i.e. by reducing the number
of analog components. We illustrate this in Fig. 3.1 where parts of the baseband,
the DAC, filters, mixers and optionally the final bandpass filter can be merged.
One result of this operation is that the digital sampling speed, as well as the
requirements on linearity and frequency selectivity increase quite dramatically.

3.1.1 DAC and Mixer

The most intuitive approach is to combine the DAC directly with a mixer. This
will constitute a traditional way of modulating and transmitting. The ambition
should be to push the DAC closer to the antenna by preferably increasing its
sampling frequency as much as possible. We also want to push the mixer closer
to the DAC such that we can remove the resistive load at the output of the DAC.
The left-most part of Fig. 3.2 shows an example of a DAC element merged with
a passive mixer (passive in the sense that there is no gain associated with it).
For this purpose we integrate the mixer close to the DAC and without the
resistive load. The current-to-voltage-to-current conversion - which introduces
distortion - is avoided. The load impedance is also reduced by sinking the DAC
output currents in the low-impedance drains of the mixer transistors. In the
right-most part of Fig. 3.2 we find an active implementation of the mixer DAC.

19
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Figure 3.1: Illustrating the boundaries of the RF DAC

In this case we have actually illustrated this with a single unit element of the
DAC. Then, several of these units must be connected in parallel to achieve the
overall functionality of the DAC. The static output current is given by

iout(t) = X(n) · iunit, (3.1)

and to be more accurate we need to include the pulse-amplitude modulation
(PAM) waveform in the expression and we get

iout(t) =
∑

∀n

iout(n) · p(t − nT ) =
∑

∀n

iunit · X(n) · p(t − nT ), (3.2)

where, for example, X(n) = X0 ·sin(ω1Tn), could contain the signal information
and p(t) could be the brick-wall function or a return-to-zero. Now, assume that
iunit instead is a time-dependent oscillating signal as

iunit(t) = iunit,0 · q(t), (3.3)

where q(t) is an additional pulse-amplitude modulation signal at a frequency
which is a multiple of the sample period, T , i.e., q(t) = q(t + kT ). (Selecting a
multiple of the sample period, minimizes the glitches.) We can now write the
output current as

iout(t) =
∑

∀n

iunit,0 · X(n) · q(t) · p(t − nT ), (3.4)

or
iout(t) = iunit,0 · q(t) ·

∑

∀n

X(n) · p(t − nT ). (3.5)

If q(t) now is given by the local oscillator (LO) signal, sin(ω0Tn), we see that
the mixed products at ω0 ± ω1 are produced such that we can center the signal
information at higher frequencies.
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Figure 3.2: Two examples of unit DAC element integrated with mixers, one
with passive mixer on output (left) and one with active mixer on input (right).

In a general case, if we assume xr(t) as the reconstructed signal, we have

xr(t) =
∑

∀n

X(n) · p(t − nT ), (3.6)

Ideally, p(t) should be a sinc function, i.e., sin(t)/t, such that a brick-wall
filtering is obtained which band-limits the signal to Nyquist range. However,
in conventional Nyquist-rate DACs (using a zero-order hold technique) p(t) is
typically a rectangular-shaped pulse that results in a sinc weighted frequency
characteristics.

In the approach used in [1], an oscillatory pulse is embedded in the PAM
pulse, p(t). The signal spectrum of their proposed pulse waveform in the fre-
quency domain turns out to be very interesting. Assume that we have a PAM
waveform as

p(t) =

{

1 + cos(ω0t) |t| ≤ T/2

0 |t| > T/2,
(3.7)

where we currently allow the function to also take negative time values. Here, ω0

is a certain angular frequency, typically associated with multiples of the sample
frequency and T is the time duration of the pulse, which typically is given by
T = 1/fs = 2π/ωs, where fs is the sample frequency and ωs is the sample
angular frequency. The corresponding Fourier transform of the PAM waveform
in (3.7) can be written as

P (jω) = T
sin ω

2fs

ω
2fs

+
T

2

sin ω−ω0

2fs

ω−ω0

2fs

+
T

2

sin ω+ω0

2fs

ω+ω0

2fs

. (3.8)
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Figure 3.3: Frequency characteristics of a (a) brick-wall, (b) sinusoid, and effect
of (c) combined brick-wall and sinusoid waveforms.

Figure 3.3 shows how different pulse waveforms affect the output spectrum. In
Fig. 3.3(a), we find the effect of the traditional, practical brick-wall pulse. The
spectrum is sinc-weighted and attenuated images are found over the frequency
domain.

In Fig. 3.3(b), we illustrate the relationship between time domain and fre-
quency domain for a sinusoid and in (c) the combined waveform is shown, as
also described by (3.7) and (3.8), respectively. The output spectrum of the sig-
nal, say X(jω) will be multiplied by the P (jω) from (3.8) and hence the higher
Nyquist range (at ω0) can be utilized instead of the original Nyquist band.

As can be seen, there is a loss of signal power, but in terms of in-band signal-
to-noise ratio (SNR), there is no loss, as the output quantization noise of the
DAC is attenuated as well. The component will however be more sensitive to
circuit noise and other external factors.

3.2 Finite-Image-Rejection Problem

Direct-digital-to-RF converters of IQ modulators have an intrinsic finite-image-
rejection characteristic [39], that will be theoretically discussed in this section.
This discussion is part of the Paper D in this thesis. A conventional I/Q
modulator is shown in Fig. 3.4. In this transmitter in-phase (I) and quadrature-
phase(Q) digital signals are converted to analog signals through a conventional
digital-to-analog converter and after low-pass filtering to remove unwanted re-
maining of images, they are mixed with orthogonal LO signals to be shifted
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Figure 3.4: Conventional I/Q modulator.

Figure 3.5: Digital-RF modulator.

to higher frequencies. The summation of the signals at this point removes the
unwanted sideband and we achieve a single sideband (SSB) signal to pass to
the antenna. Apart from the filtering problem of spurs emission, the DRFC
has an intrinsic characteristic regarding the rejection of the sideband or clock
alias image of the IQ modulation. This problem was not present in the conven-
tional IQ modulators since the unwanted images are removed utilizing low-pass
filters after the DAC (reconstruction filters) and hence it removed the effect
of sinc function (sinc(θ) defined as sin(θ)/θ) roll-off associated with the DAC
response. Finite image rejection can degrade the performance in terms of error
vector magnitude (EVM) in a digital modulation scheme. In this paper we are
going to conceptually study the origin of the finite image rejection and possible
techniques to overcome the problem.

Digital-to-analog conversion can be modeled mathematically by pulse-amplitude
modulation (PAM) as

y(t) =

+∞∑

m=−∞

x[m]p(t − mT ), (3.9)

where x[m] and y(t) denote the digital input and analog output respectively and
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p(t) is the modulation pulse. In frequency domain this equation, using Fourier
transform, is written as

Y (jω) = X(ejωT )P (jω). (3.10)

To achieve an ideal conversion the pulse p(t) must be a sinc function. This
however is not practically possible due to the non-causality of the sinc pulse.
The conventional choice of p(t) has been a rectangular pulse. In this way the
spectrum of the digital signal, repeated every sample frequency ωS is weighted
with a sinc function (the spectrum of rectangular pulse, P (jω)) which has
its zeros at integer multiples of ωS . To remove unwanted, to some extend
attenuated images by sinc roll-off, low-pass analog reconstruction filters should
be used as also shown in Fig. 3.4.

3.2.1 Oscillatory PAM

Suggestions of other p(t) pulses has led to the introduction of oscillating wave-
forms. A sinusoidal pulse can be used as p(t) in order to produce a high-
frequency lobe in P (jω), which can be located over the higher frequency images
of the analog signal [1].

Utilizing the RFDAC idea of [1], together with a Σ∆ modulator, an I/Q
modulator is proposed in [10]. The I and Q digital signals are modulated with
pi(t) and pq(t) respectively. The resulting modulated signal can be formulated
as

xRF (t) =

+∞∑

m=−∞

i[m]pi(t − mT ) + q[m]pq(t − mT ). (3.11)

Taking Fourier transform from both sides we get

XRF (jω) =
+∞∑

m=−∞

i[m]Pi(jω)e−jωmT +

+∞∑

m=−∞

q[m]Pq(jω)e−jωmT . (3.12)

Finally the RF quadrature modulated signal can be noted as

XRF (jω) = I(ejωT )Pi(jω) + Q(ejωT )Pq(jω). (3.13)

Figure 3.6 illustrates the pi(t) and pq(t) signals. pi(t) is a windowed sinusoidal
signal that can be theoretically decomposed into a pure sinusoid and a rectangu-
lar function and consequently the frequency spectrum of this pulse, i.e., P (jω)
is the convolution of a sinc with Dirac delta functions. As shown in Fig. 3.6
this results in spectrum that has higher frequency lobes at positive and nega-
tive sides. One may argue that the average value of this pulses are non-zero
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Figure 3.6: Windowed PAM of I and Q.

and hence you should also get another lobe centered at zero frequency. That is
actually true but since this effect appears on both I and Q signals in the same
way it will not affect image rejection issue which is the main focus of this paper.
To clarify the image problem in details, a color coded illustration is depicted in
Fig. 3.7. The tail of the sinc function, of P (jω), at negative frequencies is con-
tinued to the positive frequencies and affect the I and Q signals. For instance,
the I signal at ωLO, is shaped not only by the main lobe of the sinc function
(shown in black) but also with the tail of the other sinc function, shown in red
in Fig. 3.7.

For the sake of simplicity the I signal influenced by the main lobe and the
one influenced by the tail of the "sinc", is decomposed into two versions of the
I signal as shown in Fig. 3.8. Now there are main replicas of the signals and
attenuated versions. The phase of the attenuated versions of the I and Q signals
are not maintained orthogonal anymore and once they are added together, do
not cancel the mirrored images.

Figure 3.9 shows the I and Q signals in one diagram. As can be observed,
the replicas of the main signals and its images cancel out completely. But this
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Figure 3.7: Decomposing a SSB complex signal into I and Q signals together
with PAM spectrum of the I and Q, LO.

is not the case with the attenuated (and flipped) versions of the signals. They
do not cancel each other but add together and acts as the sideband image
of the main signal, on both negative and positive frequencies. The image
rejection is defined as the power ratio between wanted signal and unwanted
sideband signal (IRR). The image rejection is increased if the oscillatory pulse
pi(t) signal frequency ωLO is selected larger. However there are other issues from
requirement specification to implementation constraints that prevents arbitrary
selection of the output signal’s frequency.

The finite image rejection issue is a strong function of the PAM pulse selec-
tion. If the p(t) pulse is selected such that its respective frequency spectrum
has a better filtering behavior then the effect of the image interference will be
more faded. Moreover a filtering characteristic of the PAM will also be bene-
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Figure 3.8: Outcome of the DRFCs; the signals affected by the I and Q PAMs
plotted in separate axes.

ficial when there is a Σ∆ modulator preceding the digital-RF converter since
large magnitude spurs needs to be suppressed to be able to meet respective
spectral emission masks of the application. A discrete-time oscillatory signal
p(t) is suggested in [40]. Due to digital nature of producing such a pulse, it can
be optimized to have the best filtering characteristic at its spectrum.

Different types of mismatch can be addressed in digital-RF converters. Tim-
ing errors in digital input transitions, amplitude and phase mismatch between
quadrature LO signals, cell to cell mismatches of the converter, all results in
imbalance between the I and Q arms. The alignment of digital data transition
and oscillatory signal here is very important and misalignment will give rise to
image power.

3.2.2 Conceptual Illustration

Assume that we have a complex baseband signal that is symbolically shown in
Fig. 3.7a. In digital domain the complex signal is mapped to a digital modula-
tion scheme, splitting the real and imaginary part of this complex signal (that
constitutes the I and Q). This is conceptually illustrated in Fig. 3.7b-c. Each
branch of I and Q then is modulated with a digital-RF converter and according
to Eq. 5, the I and Q digital signals are shaped according to the Pi(jω) and
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Figure 3.9: Conceptual illustration of the IQ modulator output signal, when I
and Q are added, and the finite image rejection.

Pq(jω) spectrum and then summed finally together at the output.

3.2.3 Alleviate the Image Spur Problem with Digital IF Mixing

The finite image rejection issue is raised from asymmetric shape of the sinc
functions tail (from negative frequencies) around the RF center frequency. This
is clearly illustrated in Fig. 3.7. As can be observed, the signal is experiencing
the sinc function in opposite phases on each side of the RF center frequency. By
using quadrature digital mixing, before applying the signal to DRFC, we can
center I and Q signals at intermediate frequency (IF) of fs/4 [10]. Hence the
I and Q signals undergo the same amount of attenuation with identical phase
and therefore the I and Q addition can effectively remove the side band image.
However, the main lobe of the sinc function still affects the signals unevenly
if the signals are not at sinc’s center frequency. This effect is however easily
correctable with conventional anti-sinc pre-emphasis filters. Another advantage
of using digital-IF mixing is to avoid the clock feedthrough which is located at
the RF center frequency. Digital-IF mixing to fs/4 is a digital multiplier-free
quadrature modulation that utilizes a multiplexer to implement multiplication
by 1, -1 and 0 [41–44]. This technique is very hardware and power efficient.

3.3 RFDAC with Sinusoidal Interpolation

A pseudo-analog interpolation technique to design DACs is proposed in [26]. In
this technique, a linear interpolation function is realized such that a linear tran-
sition is obtained between two consecutive samples, rather than applying the
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brick-wall pulse. For example, the continuous-time waveform between samples
x(nT − T ) and x(nT ) can be written as

xr(t) = x(n − 1) + (x(n) − x(n − 1)) ·
t − (n − 1)T

T
, (3.14)

for (n − 1)T < t ≤ nT in this particular case. To obtain this linear interpo-
lation, a kind of microstepping in [26] is used. At a frequency L times higher
than the sample frequency, the analog output is updated with a slight increase
in amplitude to eventually reach the appropriate level upon arrival of the next
sample at the original sample frequency. The PAM pulse includes, in this case,
a ramp and its spectrum is expected to be shaped as sinc2. The attenuation of
out-of-band images at higher frequencies would then be approximately doubled
in terms of decibels thus motivating a lower complexity in the analog recon-
struction filter [26]. However, it also impacts the usable frequency range, as the
data needs to be restricted to a more narrow band, eventually resulting in a
fairly low-bandwidth DAC implementation.

Figure 3.10 illustrates three different interpolation waveforms in the time
domain. In (a) the linear interpolation waveform as proposed in [26] is shown
illustrating the microstepping approach. In (b) we find the approach used in [1]
with continuous-time waveforms. Fig. 3.10(c) illustrates our proposed approach
as further described in Section 3. The proposed approach utilizes the microstep-
ping technique as described in [26] and combines it with the generation of a
sinusoid approach. Consequently, the hardware needed for analog oscillatory
pulse generation such as voltage-controlled oscillators (VCO), power and area
consuming buffers, etc. can be replaced by circuits that are more digital in
nature.

3.3.1 RFDAC with Discrete-Time Sinusoidal Interpolation

RFDAC with discrete-time sinusoidal interpolation is the proposed technique in
Paper B in this thesis. In addition to the microstepping technique to generate
the interpolation waveform, we also quantize the amplitude levels as illustrated
in Fig. 3.10(c). In practice, this means that we actually control the PAM wave-
form with yet another DAC, rather than using the analog VCO as required in [1].
Our figure of merit is to reduce the number of closed-loop analog components
and instead offer a direct, digital data stream that can be weighted and com-
bined in the analog domain. The data stream can be generated by a high-speed
direct digital synthesis (DDS) phase accumulator [45]. This phase accumulator
can potentially also be used in a combination with non-linearly weights in the
current source to achieve high speed. As argued above, a DAC with digital
generating circuits replaces the oscillatory waveform and essentially we can ex-
pect the overall DAC output to behave quite similarly to the continuous-time
approach. In Fig. 3.11 we show the main ideas behind the approach in [1] and
our proposed approach. In (a) the tail current source is controlled by an analog
waveform, typically some kind of sinusoid centered around a DC point, whereas
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Figure 3.10: Illustration of time-domain behavior for (a) linear interpolation,
(b) sinusoid mixing, (c) quantized microstepping of sinusoid waveform.

in (b) we have divided the tail current source into a multiple of sub-current
sources that are controlled by digital data streams. The combined current of
these sub-sources will generate the total tail current. For the case in Fig. 3.11(a)
using a standard CMOS transistor, the tail current will be approximated by

IT (t) = α · (vac sin(ω0t) + VDC − VT )
2

. (3.15)

The current contains a DC component, one signal component at ω0 and one at
2ω0. For our proposed case, as in Fig. 3.11(b), the tail current would instead
be given as

IT

(
nT

L

)

= IT,0 ·

M−1∑

m=0

Wm · y

(
nT

L
+

mT

L

)

, (3.16)

where Wm are the weight ratios of the different current sources and IT,0 is a
unit current source. The M control signals, ym, are running at L times the
sample frequency, such that the tail current is quantized with respect to both
time and amplitude.

In both cases described above the output DAC current is composed by the
difference between the two currents at the output of the switches, i.e., ID =
IP − IN . Further, the switches are controlled by the data signal and the total
output current from the DAC - at time point nT - can be written as

ID(nT ) = IT (t) · X(nT ) − IT (t) · X̃(nT ), (3.17)

where X(nT ) is the digital word and X̃(nT ) its inverse.
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Figure 3.11: Simplified representation of two approaches to perform up-mixing
in a current-steering DAC. (a) shows an analog method and (b) a mixed-signal
method.

3.4 A Direct-Digital-to-RF Converter Employing Sinu-

soidal Interpolation and SDFIR

Utilizing a digital Σ∆ modulator in an oversampling D/A converter potentially
enables us to achieve the same in-band performance compared to a Nyquist-
rate DACs but with fewer DAC unit elements and hence we gain in terms of
clocking, signal routing and unit element matching [46]. However, the out-of-
band noise will be high and needs to be attenuated before entering the power
amplifier in case of a wireless transmitter. This usually puts requirement on
the off-chip filters or LC-tank resonator circuits at the output. In order to
relax the requirements of these analog filters, we can utilize the SDFIR filter
after the Σ∆ modulator which not only performs the actual D/A conversion
but also can be structured so that it has a specific filter response suitable for
the given application sinc function roll-off associated with conventional DACs.
Examples of this technique are presented in [47–50]. Furthermore, the RFDAC
concept can also be applied to this configuration to relocate the output analog
signal to RF frequencies with the aid of mixers embedded in the SDFIR filter
taps [3]. Figure 3.12 depicts the signal chain in one of the branches of I or Q of
a digital-RF IQ transmitter. First, the input signal, which can be that of I or
Q path, is interpolated and then Σ∆ is employed to reduce the number of bits
and then the output is fed to a DAC with low number input bits. The digital
data is converted into an analog signal and also mixed to higher frequencies
with the applied LO signal. The band filter afterwards is required to select the
corresponding band.
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Figure 3.12: Digital to RF converter chain for each I and Q branch.

3.4.1 Discrete-Time LO

An alternative to a continuous-time oscillatory signal applied to the current
source unit elements in the RFDAC would be to employ a sinusoid interpolation
technique [40]. This can be seen as an additional auxiliary DAC, generating the
tail current of the main DAC (unit element). By discretizing the LO signal we
still get the higher-frequency lobe of the DAC spectrum in RFDAC concept.
This enables us to use the digital images as signal bands rather than the first
Nyquist image [1]. The oscillatory LO signal is distributed over all the unit
element current sources to realize the mixing stage [3, 10]. This requires huge
buffers to drive high swing, high frequency LO signals to the unit elements. In
this technique, instead of distributing an analog oscillatory signal to all current
sources a fixed-pattern mixing signal is generated by digital circuitry and is
applied to the respective weighted sub-elements [40]. That means the continuous
time signal is replaced by a low resolution discrete-time signal and still the
performance does not degrade and we can save power consumption and area.
Moreover, the transmitter will benefit from the technology scaling as it is more
digital in nature. Figure 3.11 illustrates the discrete-time LO signal generation
with weighted sub-elements, w1, w2...., wm.

The fixed-pattern digital oscillatory signal generator block can eventually
be replaced by a direct digital frequency synthesizer (DDFS) that outputs a
set of bits to control a set of non-linearly weighted current sources. This set of
non-linearly weighted sources will effectively create a oscillatory tail current in
the unit elements of the DAC. Thus it enables us to tune the LO frequency for
different wireless communication standards. This is however not discussed in
detail in this paper. The proposed IQ transmitter architecture [11], employs the
discrete-time LO signal as shown in Fig. 3.13. From a system perspective it can
be realized that there are many possibilities to improve the performance by for
example sharing filter weights, apply new techniques, since it is the co-design
of the DAC, the mixer and the DDFS (to generate the discrete LO signals)
altogether.

This proposed architecture is part of the Paper C in this thesis, however only
the system functionality of this architecture is studied and approved. Nonethe-
less, parts of the digital circuitry (such as the DDFS) are operating at quite
high-frequency. The LO frequency is generated from the DDFS and thus its
clock frequency must be multiples of the LO frequency. This implies that the
digital portion could consume quite high power and there could be quite some
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Figure 3.13: Digital-RF converter employing semi-digital FIR filter.

challenge to reach high speed given the CMOS process however since it is digital
in nature it will benefit from technology scaling. Previously reported digital-
RF converters, utilize a VCO to generate the oscillatory signal. This comes
with a fairly high analog cost and offers less room for digitally-assisted inno-
vative techniques. In the proposed approach, owing to the inherently digital
nature of the oscillatory signal generation, there is a capacity to enhance the
overall performance - both from technology scaling point-of-view and by apply-
ing special digital techniques. For instance, mitigating process variations and
mismatch in the DAC unit element implementation. According to the RFDAC
concept presented in [1], the oscillatory signal does not need to be a perfect
sinusoid. There is a trade off where the imperfection in the oscillatory mixing
signal ends up as higher-energy signal far-out-of-band images, which can easily
be suppressed with a relaxed analog filter. The main concern, however, is the
close out-of-band spectrum, which has to be attenuated as much as possible.
There are different approaches for this problem, suggested in the publications:
employing a bandpass ladder filter with LC resonators [2, 10, 51] or utilizing
the embedded SDFIR reconstruction filter [3]. In the former approach, any de-
viation of the LC values from their nominal values results in a shift of the filter
center frequency and a large amplitude loss within the RF band. In the latter
approach, however, typically a large number of filter taps is needed to obtain a
filter response that satisfies spectral emission mask specification of the targeted
communication standard. A large number of taps is specially problematic in
an RFDAC concept where a high frequency LO signal should be distributed
to a large amount of unit elements. Although in the proposed architecture
we use a SDFIR filter approach, the huge LO buffers problem is circumvented
since we only need to bring digital controls to the edge of the unit element
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switches. Therefore, the SDFIR filter can have a more number of taps to obtain
the required response for the spectral emission than in [3]. The micro-stepping
oscillatory signal generated as LO is exploited in the SDFIR filter. Another po-
tential for improvement in this architecture is that the filter coefficients can be
propagated towards and be combined with the digital oscillatory signal genera-
tor weights. Therefore there is room for co-optimization of the digital oscillatory
signal generator and the SDFIR filter coefficients.

3.4.2 Semi-Digital FIR Filter Design

The semi-digital FIR filter is implemented with the aid of weighted subDACs
in each taps. The weight of the each subDACs is equal to the SDFIR filter
coefficient. In case of a one bit quantizer at the output of the Σ∆ modulator,
each subDAC in the filter taps will become a current source weighted according
to the SDFIR filter coefficients. Since we use a unit element current source, the
filter coefficients needs to be integer number. Therefore the passband gain of the
SDFIR filter should be larger than one to allow integer coefficients for the filter.
Usually there are spectral emission mask for different transmitters to be fulfilled.
In this paper, we have chosen wide-band CDMA standard to demonstrate the
feasibility of the proposed IQ modulator. The maximum magnitude deviation
of the filter response in the stopband can therefore be derived from the spectral
emission mask requirement. The total number of unit elements in a general
purpose DAC is proportional to the resolution of the DAC. In a SDFIR filter
the resolution, i.e., signal-to-noise ratio (SNR), is independent of the total umber
of unit elements. Therefore the total number of the unit elements should be
minimized as objective function of the optimization problem. Moreover the
Σ∆ modulator noise transfer function can also be included in the optimization
problem. The SDFIR filter problem is formulated and solved with a quadratic
solver. The resulting SDFIR filter is used in the next Section for the proposed
IQ modulator. The objective in this optimization problem was to minimize the
emitted noise in the stopband so that the requirement on the filter after the
IQ modulator is relaxed. This is done by using the stopband energy as the
objective function of the optimization problem while the passband ripples is set
as the constraint.
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Semi-Digital FIR Filters

4.1 Introduction

sigma-delta (Σ∆) modulators are attractive in digital-to-analog converter (DAC)
where the signal bandwidth is relatively small compared to the sample frequency.
Using the digital Σ∆ modulator we can effectively lower the number of data
bits in the DAC and use a less complex set of analog components [52]. In
fact, by employing oversampling and digital Σ∆ noise shaping, higher effective
resolution can be achieved from a nominally lower-resolution DAC. One of the
costs, however, is a higher quantization noise which is ideally spectrally shaped
to out-of-band frequencies by the modulator. In oversampling DACs the base-
band data is up-sampled and digitally filtered, hence a lower sinc attenuation
in the pass-band is achieved. Moreover the transition band between the main
image and the sinc-weighted image is also increased, which in turn reduces the
requirement on the following analog reconstruction filter [12]. The oversampling
DAC can be replaced, as shown in Fig. 4.1, with an interpolating stage, digital
Σ∆ modulator and a semi-digital finite-impulse response (FIR) filter [49]. In
this configuration, the N -bit base-band data is up-sampled and filtered through
the interpolation and then applied to the digital Σ∆ modulator. The output of
the Σ∆ is an M -bit signal where M would typically be significantly smaller than
N . The M -bit data is converted to analog through the semi-digital FIR (SDFIR)
filter and the resulting analog signal is then filtered with analog reconstruction
filter to remove the images at integer multiples of the sample frequency [53].
The output voltage, or current, will be fed forward to an analog output driver.

The type of DAC that we consider in this work typically finds its place in
transmitters for telecommunication applications [12]. In wireless communica-
tion systems, to ensure that the transmitter out-of-channel emissions remain
sufficiently small, a spectral emission mask is defined [54, 55]. To fulfill this
requirement, in presence of spectrally shaped out-of-band noise, usually bulky
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Figure 4.1: Block diagram of interpolation, Σ∆ modulator, DAC and filtering
stages in a transmitter chain.

and expensive off-chip components (for instance, surface acoustic wave (SAW)
filters) are required. These components increase the overall system cost and
power consumption especially in multi-band application [56]. To mitigate some
of this cost and complexity, the DAC can be structured in a semi-digital FIR
filter configuration so that it utilizes the frequency selective filtering behavior
of FIR filters [20, 49, 50, 57]. The semi-digital FIR filter architecture provides
both analog filtering as well as digital-to-analog conversion. Although, in most
telecommunication applications, the attenuation provided by a semi-digital FIR
filter in the transmitter path does not totally resolve the out-of-band noise sup-
pression problem, it relaxes the tight requirement on the expensive off-chip
SAW filters or the succeeding analog filter. Semi-digital FIR filters, used as
filters and data converters and implemented as switched-capacitor network or
in current-mode (current-steering) architectures, have been previously reported
previously [20, 49, 50, 57–59].

For instance, in [49], a semi-digital FIR filter is designed to target the elim-
ination of the out-of-band noise caused by a preceding second-order Σ∆ modu-
lator. The semi-digital FIR reconstruction filter is of order 128, followed by a
single-pole low-pass filter. It achieves an out-of-band quantization noise energy
suppression of 72 dB using a 6-bit accuracy in the filter coefficients.

In [50], a current-mode semi-digital FIR filter with 60 identical, non-zero
tap coefficients has been reported with a total number of 180 current sources
(three per tap). Due to the moving-average operation of this filter, the filter
will have a sinc roll-off behavior which does not provide enough suppression,
although it has other advantages with respect to implementation aspects as all
taps are equally large.

In [60, 61], a switched-capacitor SDFIR is reported. The filter taps are se-
lected by windowing an ideal “sinc” impulse response with a Kaiser window
function. The filter coefficients have been quantized in two steps, first scaled
with a gain of 64 and then a bivariate search was performed around the quan-
tized coefficients with the aim of maximizing the stop-band attenuation.

In [48], a 45-tap, current-mode semi-digital FIR filter was reported for an
IQ-transmitter DAC application. The DAC was implemented using 45 different
taps where each coefficient was quantized to a 5-bit accuracy and a total number
of 319 current sources was used. Optimizing the FIR filter considering hardware
cost (word length and filter order) is also discussed in [12].

Another application where designing an efficient semi-digital FIR filter can
be important is in radio-frequency DACs (RFDACs) with embedded semi-digital
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FIR filter [3, 10]. An oscillating pulse is provided for each unit element of the
DAC. Due to the added complexity, a reduced nominal number of bits in the
DAC is desired. In turn, this would call for a word length reduction using a Σ∆
modulator cascaded with an SDFIR. A good filter characteristic achieved by
the SDFIR could then relax the requirement on the band-pass reconstruction
filter.

One of the challenges is how to select the filter taps, i.e., not only the filter
order, but also the coefficient values. The most straight-forward approach is to
use conventional methods for digital FIR filter design [62, 63] and apply it to the
semi-digital FIR filter. This method has however some disadvantages. First of
all, in this way the Σ∆ modulator transfer function is not taken into account for
designing the SDFIR filter, hence it is most likely an over-design. Secondly, the
SDFIR integer coefficients are achieved by rounding the floating-point FIR filter
coefficients and therefore, with the rounding error, one must over-design the
filter to meet the requirements [20]. The effect of filter coefficients quantization
is analyzed in [64, 65] and it is shown that the quantization error limits the
attenuation level in the stop-band.

In this paper, we formulate the optimization problem such that it consid-
ers the transfer characteristics throughout the transmit chain and includes the
Σ∆ modulator and the DAC pulse-amplitude modulation. Moreover, the ana-
log implementation parameters is also included in the optimization procedure.
Through the optimization we can minimize the impact of typical analog imper-
fections (mismatch, noise, etc.) on the output signal. To systematically tackle
the problem, we define different set of parameters and metrics to be used in
optimization problem of the semi-digital FIR filter; the magnitude metrics, the
energy metrics and the analog metrics (or hardware cost). In the optimiza-
tion problem, each of these metrics can be selected as objective function or
constraint.

4.2 Oversampling DAC

We often understand oversampling DACs (OSDACs) as DACs running at a
higher sample frequency than the required Nyquist frequency. The ratio be-
tween the sample frequency (fs), and the signal bandwidth (fb), is normally
identified as the oversampling ratio OSR = fs/2fb. In a Nyquist-rate converter,
the oversampling ratio is unity, i.e., OSR = 1.

4.3 Σ∆ Modulator

The digital Σ∆ modulator has been commonly used in audio systems. In ap-
plications with much wider signal bands, such as ADSL and Bluetooth, there
are implementations suggested [19, 20, 50, 57, 66]. For a given modulator order
(L), and assuming a modulator that shapes noise to higher frequencies, i.e., a
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Figure 4.2: Multi-bit semi-digital FIR filter architecture.

low-pass modulator, the NTF is in the discrete-time frequency domain given by

NTF(z) =
(
1 − z−1

)L
. It can be shown, [20], that the in-band signal-to-noise

ratio (SNR), or signal-to-quantization noise ratio (SQNR) is approximately

SQNR ≈ 6.02M + 1.76 + (20L + 10) log10(OSR)

− 10 log10

π2L+1

2L + 1
, (4.1)

where M is the number of output bits of the Σ∆ modulator. The equation
holds when we can guarantee all poles of the modulator to be placed in zero.
Another observation is that the achievable in-band SQNR cannot exceed the one
provided at the input of the interpolation (given by N bits), which means that
SQNR ≤ 6.02N + 1.76. If we consider the power spectral density of the shaped
noise at higher frequencies, we find that the noise level can be determined as
function of M , OSR, and L (and N , ultimately). This would then define the
attenuation requirements of the filter.

4.4 Semi-Digital FIR Filter

The digital Σ∆ modulator introduces quantization noise with comparatively
high power and it must be filtered out to avoid, e.g., leaking into other bands.
This can either be done with the analog reconstruction filter or with a semi-
digital FIR filter (practically both). Semi-digital FIR filters are a class of filters
that can be used in the context of digital-to-analog conversion [49]. In the gen-
eral case, we can have a multi-bit, semi-digital FIR filter where each tap of the
filter is realized with a sub-DAC of say M bits. The delay elements are realized
with M−bit shift registers. As illustrated by the current-steering example in
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Figure 4.3: Single-bit semi-digital FIR filter architecture.

Fig. 4.2, the input data travels through the shift register and then goes to the M -
bit sub-DACs, each weighted and scaled according to the corresponding SDFIR
filter coefficient. The output current of each sub-DAC is steered to the output
and terminated by the load impedance effectively generating an output voltage.
If the output of the modulator is given by a single bit, the semi-digital FIR
filter taps are simply controlled by a single switch assuming a current-steering
architecture DAC [20, 48–50, 67–72]. One of the major advantages is that the
static linearity of the DAC is optimum. Since there are only two output levels
available in the DAC, the static transfer function, regardless of mismatch errors,
is always given by a straight line. In another type of application, SDFIRs are
employed in feedback path of high speed Σ∆ ADCs [73, 74].

Figure 4.3 shows a single-bit semi-digital FIR filter where the input is the
bit stream from the modulator. Each sub-DAC in this case is implemented
using an integer number (filter coefficient) of unit current sources. FIR filters
are causal, linear and time-invariant systems that can be uniquely described
by their impulse response. The transfer function of a semi-digital FIR filter is
therefore given by

H(z) =
Y (z)

X(z)
=

N∑

n=0

hnz−n, (4.2)

where X(z) is the input in the z−domain, hn denotes the filter coefficients, and
the output Y (z), would be directly proportional to the output current. In time
domain, y(nT ) = Iout(nT )/Iu, where Iu is the nominal current of a single unit
current source. In differential mode current-steering DAC, negative coefficients
can be implemented by swapping the switches directing the current from the
taps to the output.

A conventional approach of SDFIR design to fulfill a specific requirement, is
to use conventional FIR design algorithms to find the coefficients and then scale
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and truncate them to obtain a set of integer numbers. Typically, this must be a
higher than necessary filter order such that, after truncation, the filter response
still fulfills the requirement [20], due to the error introduced by the effects of
coefficient inaccuracy in FIR filters [75].

Instead, the semi-digital FIR filter can be designed with integer variables as
FIR coefficients, which will be discussed in details.

4.5 Analog Reconstruction Filter

In non-ideally reconstructed systems, replicas of the signal spectrum is repeated
at integer multiples of the sampling frequency. In DAC, due to pulse-amplitude
modulation, the replicas at integer multiples of sample frequency are typically
attenuated to some extent by the sinc function which has its zeros at integer
multiples of the sample frequency. However, that much of attenuation is usually
not enough and there is a need for an analog reconstruction filter after the DAC
to remove the remainder of the signal aliases [20]. This holds for a semi-digital
FIR filter too, since pulse-amplitude modulation is used and thus aliases exist.
However, the analog filter requirement is relaxed considering that interpolation
in the Σ∆ and the SDFIR filter is used and the transition band of the filter is
increased due to up-sampling the signal.

4.6 VDSL2 Technology

Digital-to-analog converter (DAC) are used in analog front end of different
telecommunication standards. In wired communication such as Digital Sub-
scriber Line technologies (xDSL), high performance DAC and analog recon-
struction filter are employed to fulfill the specification. Very high bit-rate digi-
tal subscriber line (VDSL) technology provides higher data transmission. The
second generation system VDSL2, can provide data rate up to 100 Mbit/s using
frequency bandwidth up to 30 MHz according to International Telecommunica-
tion Union (ITU) [55]. This technology is designed to allow delivery of triple
play services over copper infrastructure. However, high bandwidth puts strin-
gent requirement on the DAC linearity and signal-to-noise ratio (SNR) and
also on the analog reconstruction filter. Typically a 14 bit DAC together with
scrambling technique is used to achieve required SNR and linearity. The re-
construction analog filters of third or fourth order are used to fulfill the power
spectral density (PSD) mask [76, 76–81].

Oversampled DAC and digital Σ∆ modulator are used to enhance the per-
formance of the digital-to-analog conversion such as SNR and linearity and in
the same time decrease the DAC complexity in terms of the number of bits.
This means that the DAC can have the same resolution with fewer number of
bits [29, 30].

The semi-digital finite impulse response (SDFIR) filter can be used to comply
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with filtering requirement while the requirement on the analog filters is relaxed
to a large extend [20, 47, 48, 60, 82]. This will be specially interesting when
the output quantizer of the Σ∆ modulator is only one bit, which will result in
one-bit DAC for each tap to implement. This will give us the inherently linear
response for the digital-to-analog converter, a big credit for one-bit semi-digital
FIR filter.

In Paper E of this thesis, we utilize integer optimization techniques to select
the SDFIR taps in such a way that the PSD mask for the VDSL2 is fulfilled
while minimizing the analog cost of the filter [83]. The technique used in this
paper can be applied to any semi-digital FIR filters in different application such
as in [3, 11].
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5.1 Conclusions

Radio frequency digital-to-analog converters has been shown in recent years
to be a promising technique with respect to the high speed and high resolu-
tion digital-to-analog conversion. In RFDAC technique the analog complexity
moves to the digital domain, hence, higher level of integration is possible with
the digital circuitry. Besides, the transceiver design benefits from the CMOS
technology scaling. The discrete-time low-resolution technique proposed for the
oscillatory pulse amplitude waveform results in the same performance as pre-
viously reported designs but with more digital circuits and hence rooms for
improvements in lower cost and more integration.

Moreover, an optimization method for semi-digital FIR filter including the
Σ∆ modulator response is presented and has shown to be promising in terms of
hardware reduction of the conventional semi-digital FIR filters. The number of
unit elements of the SDFIR is typically the limiting factor in this architectures,
preventing the SDFIR filter solutions to be used widely in different applications.
The optimization technique proposed here shows that we can reduce the com-
plexity of the SDFIR filter in terms of total number of unit elements required to
obtain enough attenuation by the filter, make it suitable to be used in different
applications. The optimization method can save about 38% of the total number
of unit elements with variable passband gain method, as presented in Paper E.

5.2 Future Work

The following ideas are identified as possibilities for future work:

• The implementation of the direct-digital-to-RF modulator employing the
RFDAC technique discussed in this thesis, in silicon and demonstrating
the feasibility of the physical implementation of the solution.
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• Utilizing the direct digital synthesis to generate the oscillatory signals
required for the RFDAC. In this way there is possibility to co-optimize
the direct digital synthesizer and the RFDAC or semi-digital FIR filter.

• Optimizing the semi-digital FIR filter with respect to analog metrics in
general case. Such that we also include the energy optimization metrics
into account. Then three different metrics, magnitude metrics, energy
metrics and analog metrics can be utilized in the optimization problem
formulation depending on the application and the requirements.

• Physical implementation of the semi-digital FIR filter employed in the
direct-digital-to-RF modulator utilizing the direct digital synthesis tech-
nique.
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