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Abstract. We consider two families of hyperbolic polyhedra.
With one set of face pairings, these polyhedra give the convex core
of certain quasi-Fuchsian punctured torus groups. With additional
face pairings, they are related to hyperbolic cone manifolds with
singularities over certain links. For both families we derive formu-
lae relating the dihedral angles, side lengths and the volume of the
polyhedron.

1. Introduction

A Kleinian group G is a discrete subgroup of PSL(2,C), the isome-
try group of hyperbolic space H3. Such a group also acts by conformal

automorphisms on the Riemann sphere Ĉ = ∂H3. The action on Ĉ
decomposes into the regular set Ω(G) on which the action is properly
discontinuous, and the limit set Λ(G) on which the action is minimal,
that is every orbit is dense. The limit set Λ(G) is the set of accumula-
tion points of the fixed points of G. A Kleinian group G is Fuchsian if
Λ(G) is a round circle.

Let S be an oriented surface of negative Euler characteristic, homeo-
morphic to a closed surface with at most a finite number of punctures.
A finitely generated Kleinian group G is quasi-Fuchsian if H3/G is
homeomorphic to the product of such a surface with the open interval
(0, 1), and if Ω(G) has exactly two simply connected G-invariant com-
ponents Ω+ and Ω−. Equivalently, G = π1(S) and Λ(G) is topological
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circle. In this situation, the quotients Ω+/G and Ω−/G are Riemann
surfaces, both homeomorphic to S.

Let M = H3/G be the 3-manifold uniformized by the Kleinian group
G. The convex core C/G of M is the smallest closed convex set con-
taining all closed geodesics of M . This means that C can be defined
in the universal cover H3 as the hyperbolic convex hull of the limit
set Λ(G), also called the Nielsen region of G. If G is quasi-Fuchsian,
then ∂C has exactly two components ∂C+ and ∂C− which “face” the
components Ω+ and Ω− of Ω. The quotients ∂C+/G and ∂C−/G are
homeomorphic to Ω+/G and Ω−/G, respectively, and, hence, to S. In
the case where G is Fuchsian, C is contained in a single flat plane.

The convex hull boundary ∂C is made up of convex pieces of flat
hyperbolic planes which meet along a disjoint set of complete geodesics
called pleating or bending lines (see [2] and [3] for more discussions).

It is well known that a Kleinian group is geometrically finite if and
only if its convex core has finite volume. Moreover, it is also well known
that finitely generated quasi-Fuchsian groups are geometrically finite.

In the present paper we are interested in the case where S is home-
omorphic to a punctured torus. So, G = 〈X,Y | [X,Y ] is parabolic〉,
where X and Y are isometries of H3. We will be interested in cases
where certain elements of 〈X,Y 〉 are purely hyperbolic. An isome-
try X of H3 is called purely hyperbolic if its associated matrix X in
SL(2,C) has trace tr(X) that is real and either greater than 2 or less
than −2. Geometrically such an isometry is a hyperbolic translation
along a geodesic with no twisting.

We find hyperbolic polyhedra which are fundamental domains for
the convex cores of certain quasi-Fuchsian punctured torus groups. In
particular, we consider the two cases of punctured torus groups 〈X,Y 〉
for which:

(i) the isometries X and Y are purely hyperbolic;
(ii) the isometries XY and XY −1 are purely hyperbolic.

These quasi-Fuchsian punctured torus groups are such that the pleating
locus on each component of the convex hull boundary is a simple closed
geodesic and either these geodesics are a pair of neighbours or else they
are next-but-one neighbours. For each of these two types of group we
find a polyhedron and face pairings so that identifying the faces of
the polyhedron gives the convex core of the quasi-Fuchsian manifold
(see Sections 2.1 and 3.1). These polyhedra will have all their dihedral
angles equal to π/2 except for the dihedral angles along the pleating
curves. We demonstrate two approaches to find relations between the
lengths of these curves and the dihedral angles. In Sections 2.2 and
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3.2 we use the bending formulae due to Parker and Series [12]. In
Sections 2.3 and 3.3 we derive these and other formulae (which will be
necessary to obtain expressions for volumes) from the Gram matrix of
the polyhedra. We then go to use Schläfli’s formula (see [1, 9, 14]) to
obtain volumes of these polyhedra in Sections 2.4 and 3.4. In particular,
we give expressions for volumes in terms of the Lobachevsky function
Λ(x), which is traditionally used to express volumes of hyperbolic 3-
polyhedra and 3-manifolds. In Sections 2.5 and 3.5 we discuss links
and cone-manifolds naturally associated with our polyhedra. For the
first case the singular set of the cone manifold is the Borromean rings,
a well known three component link, and for the second case it is a
six-component link.

2. The case where X and Y are purely hyperbolic

2.1. Constructing the polyhedron. Let matrices X,Y ∈ SL(2,C),
tr[X,Y] = −2, represent isometries X and Y of H3 which generate
a punctured torus group. For the rest of this section we suppose
that tr(X) and tr(Y) are both real and greater than 2. (We remark
that one may choose the signs of the traces of X and Y when lift-
ing from PSL(2,C) to SL(2,C).) We define the multiplier of a matrix
M, λ(M) by tr(M) = 2 cosh λ(M) (see [12] for details). We denote
x = cosh λ(X) = 1

2
tr(X) and y = cosh λ(Y) = 1

2
tr(Y). Thus, x and y

are real greater than 1 in our case. In Theorem 6.3 of [12] it is shown
that either 〈X, Y 〉 is Fuchsian or else the axes of X and Y are the
pleating loci of the convex hull boundary of 〈X, Y 〉. Specifically this
theorem states that

Proposition 2.1 ([12] Theorem 6.3). Suppose that 〈X,Y 〉 is a punc-
tured torus group with x = cosh λ(X) > 1 and y = cosh λ(Y) > 1.
(i) If x2 + y2 ≤ x2y2 then 〈X, Y 〉 is Fuchsian.
(ii) If x2 + y2 > x2y2 then 〈X, Y 〉 is quasi-Fuchsian and the axes of X
and Y are the pleating loci.

From now on we suppose that x2+y2 > x2y2, that is the non-Fuchsian
case.

We want to construct a fundamental polyhedron for the convex hull
of the limit set (Nielsen region) of 〈X,Y 〉. This will be P = P(α, β).
Since X, YX−1Y−1 and their product YX−1Y−1X all have real trace,
the corresponding isometries X and Y X−1Y −1 generate a Fuchsian
group. Similarly, since Y, X−1Y−1X and their product YX−1Y−1X
all have real trace, the corresponding isometries Y and X−1Y −1X also
generate a Fuchsian group.
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• Let Π+ denote the plane preserved by the group 〈X, Y X−1Y −1〉;
• Let Π− denote the plane preserved by the group 〈Y, X−1Y −1X〉.

It will follow from our construction that Π+ and Π− are support planes
for the convex hull boundary of 〈X,Y 〉. In [12] this was shown using a
different method.

We define geodesics γX , γY and γ0 by:

• γX is the axis of X and γY is the axis of Y ;
• γ0 is the common perpendicular of γX and γY .

A halfturn is an elliptic isometry of order 2 fixing a geodesic pointwise.
We define halfturns I0, I1 and I2 as follows.

• Let I0 to be the halfturn fixing γ0.
• Define I1 by I1 = I0X. Then I1 is a halfturn fixing a geodesic γ1.
• Define I2 by I2 = Y I0. Then I2 is a halfturn fixing a geodesic γ2.

Then we have

I0XI0 = X−1, I1XI1 = X−1, I2XI2 = Y X−1Y −1,
I0Y I0 = Y −1, I1Y I1 = X−1Y −1X, I2Y I2 = Y −1.

Lemma 2.2. The halfturn I2 preserves the plane Π+ and the halfturn
I1 preserves the plane Π−.

Proof. Since I2XI2 = Y X−1Y −1 it is clear that I2 swaps the axes of X
and Y XY −1. These geodesics span the plane Π+ and so I2 preserves
this plane. Similarly, since I1 swaps the axes of Y and X−1Y X, it
preserves Π−. ¤

We now define reflections R0 and R′
0 in planes Π0 and Π′

0 as follows:

• Let R0 be reflection in the plane Π0 containing γ0 and γX .
• Let R′

0 be reflection in the plane Π′
0 containing γ0 and γY .

Then we have

R0XR0 = X, R′
0Y R′

0 = Y.

Lemma 2.3. The plane Π0 is orthogonal to γY and the plane Π′
0 is

orthogonal to γX .

Proof. In order to show this, we calculate the complex distance δ(X, Y )
between γX and γY and show that cosh δ(X, Y ) is purely imaginary.

We find cosh δ(X,Y ) by constructing a right angled hexagon and
using Fenchel’s generalised cosine rule (see [4]). Doing this we obtain
the following formula (which is (1.3) of [12]).

(1) cosh δ(X,Y ) =
cosh λ(XY)− cosh λ(X) cosh λ(Y)

sinh λ(X) sinh λ(Y)
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From the well known expression for the trace of the commutator

(2) tr[X,Y] = tr2(X) + tr2(Y) + tr2(XY)− tr(X) tr(Y) tr(XY)− 2,

we see that the traces of X, Y, XY satisfy the Markov equation [12]:

(3) tr2(X) + tr2(Y) + tr2(XY) = tr(X) tr(Y) tr(XY).

Therefore

(4) x2 + y2 + cosh2 λ(XY) = 2xy cosh λ(XY).

Hence

cosh2 δ(X,Y ) =
(cosh λ(XY)− xy)2

(x2 − 1)(y2 − 1)
=

x2y2 − x2 − y2

(x2 − 1)(y2 − 1)
< 0,

where we have used x > 1, y > 1 and x2 + y2 > x2y2. Thus the
imaginary part of the complex distance between the axes of X and Y
is π/2 (it also can be seen by the arguments of [7]). ¤

A consequence of this lemma is

R0R
′
0 = I0, R0Y R0 = Y −1, R′

0XR′
0 = X−1.

Moreover, define

• R1 = R′
0X, a reflection fixing a plane Π1 and

• R2 = Y R0, a reflection fixing a plane Π2.

Then γX is the common orthogonal of Π1 and Π′
0. The distance between

these planes is λ(X), the multiplier of X. Also Π1 contains γ0 and γ1.
Similarly, γY is the common orthogonal of Π2 and Π0; the distance
between them is λ(Y); and Π2 contains γ0 and γ2.

Lemma 2.4. The planes Π1 and Π2 are each orthogonal to both of the
planes Π+ and Π−.

Proof. We have

R1(X)R1 = (R′
0X)X(X−1R′

0) = R′
0XR′

0 = X−1.

Also

R1(Y X−1Y −1X)R1 = (R′
0X)Y X−1Y −1X(X−1R′

0)

= (R′
0XR′

0)(R
′
0Y R′

0)(R
′
0X

−1R′
0)(R

′
0Y

−1R′
0)

= XY −1X−1Y

= (Y X−1Y −1X)−1.

Therefore R1 preserves the plane Π+ preserved by X and Y X−1Y −1.
Moreover

R1(Y )R1 = (R′
0X)Y (X−1R′

0) = X−1Y X = (X−1Y −1X)−1.
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Figure 1. The polyhedron P ′(α, β).

Therefore R1 swaps the axes of Y and X−1Y X, which both lie in
Π−. Therefore R1 also preserves the plane Π− preserved by Y and
X−1Y −1X. Since Π1 is distinct from Π+ and Π− we see that it must
be orthogonal to them both.

A similar argument shows Π2 is orthogonal to both Π+ and Π−. ¤
Summarising we have:

• The planes Π0 and Π′
0 meet at right angles along γ0;

• the planes Π0 and Π1 meet at right angles along γ1;
• the planes Π′

0 and Π2 meet at right angles along γ2;
• the planes Π+ and Π0 meet along γX at dihedral angle say α/2;
• the planes Π− and Π′

0 meet along γY at dihedral angle say β/2;
• the planes Π+ and Π′

0 meet at right angles;
• the planes Π− and Π0 meet at right angles;
• the planes Π+ and Π1 meet at right angles;
• the planes Π− and Π1 meet at right angles;
• the planes Π+ and Π2 meet at right angles;
• the planes Π− and Π2 meet at right angles.

Therefore, the intersection of halfspaces bounded by Π+, Π−, Π0, Π′
0,

Π1 and Π2 is a polyhedron, which we denote by P ′ = P ′(α, β), with six
faces and eleven edges, having one vertex at infinity (ideal vertex) (see
Figure 1). We remark that the polyhedron P ′(α, β) presented in Fig-
ure 1 can be regarded as a degenerated Lambert cube L(α/2, β/2, 0).

In this polyhedron, and all subsequent polyhedra we shall consider,
the 3-valent vertices are interior points of H3 and the 4-valent vertices
are ideal vertices on ∂H3. We denote these vertices by the symbol ∞
in the figures.

We are now in a position to construct the polyhedron P = P(α, β).
The polyhedron P will be the common intersection of halfspaces bounded
by Π+, Π−, Π1, Π2 and their images under I0. This consists of four
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Figure 2. The polyhedron P(α, β).

copies of P ′(α, β) glued together along the planes Π0 and Π′
0. For

i = 1, 2 let Fi, Fi+2 be the faces of P contained in Πi, I0(Πi) re-
spectively. We claim that P has the combinatorial structure shown in
Figure 2. In particular:

Proposition 2.5. The polyhedron P has eight vertices. Four of these
vertices are the fixed points of the parabolic maps Y X−1Y −1X, X−1Y −1XY ,
Y −1XY X−1 and XY X−1Y −1. The other four are the intersection of
the axes of the following pairs of transformations X, I1; X, I0I1I0; Y ,
I2; Y , I0I2I0. Every edge with (at least) one ideal endpoint has dihedral
angle π/2.

Proof. We will sketch the reason for this to be true. For example,
Π1 intersects Π+ along the geodesic with one endpoint the fixed point
of Y X−1Y −1X and passing through the intersection of the axes of X
and I2. We have already seen these two planes intersect orthogonally.
Likewise, Π1 intersects Π− along the geodesic with endpoints the fixed
points of Y X−1Y −1X and X−1Y −1XY . Again, we have seen that
these planes intersect orthogonally. The other edges and vertices may
be found similarly. ¤

Proposition 2.6. The polyhedron P with the side pairings X : F1 −→
F3 and Y : F4 −→ F2 is a fundamental polyhedron for the convex core
of the group 〈X, Y 〉.
Proof. Define

N =
⋃

T∈〈X,Y 〉
T (P).
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We show that N is the smallest group invariant convex subset of H3

and so is the Nielsen region (convex hull of the limit set) of 〈X,Y 〉.
This means that N /〈X, Y 〉 is the convex core.

It is clear that P is convex. Now consider P and X(P). These two
polyhedra share a face F3 = I0(F1) = X(F1) (since F1 is sent to itself
by I1 and X = I0I1). The dihedral angles along the three edges of P
bounding F3 are all π/2. Similarly, the dihedral angles along the three
edges of X(P) bounding X(F1) are all π/2. Thus gluing these two
polyhedra along their common face gives another convex polyhedron.
Proceeding by induction, we see that N itself is convex. Thus N
contains the smallest 〈X,Y 〉 invariant convex set, the Nielsen region.

The intersection of Π+ with ∂N is formed by removing from Π+ in-
finitely many hyperbolic halfspaces bounded by the axes of X, Y XY −1

and all their images under 〈X, Y XY −1〉. This is the Nielsen region of
this subgroup and so is contained in the Nielsen region of 〈X, Y 〉. Simi-
larly, every other face of P is contained in the Nielsen region of 〈X,Y 〉.
If the boundary of N is contained in the Nielsen region then, by con-
vexity, the whole of N must be as well. Thus N both contains and is
contained in the Nielsen region. This proves the result. ¤

2.2. The trigonometry from bending formulae. In this section
we use the bending formulae of [12] to show that the polyhedron P
only depends on the dihedral angles across γX and γY .

The only free parameters of P are the lengths and dihedral angles
in the sides of P contained in the axes of X and Y . According to
the above notation, α is the dihedral angle between Π+ and I0(Π+)
along the axis of X and we define `α to be length of the corresponding
side of P . (We choose the convention that α is the interior angle of P
and remark that this is the opposite convention to that used in [12].)
Similarly, as above, β is the dihedral angle between Π− and I0(Π−)
along the axis of Y and we define `β to be length of the corresponding
side of P .

In [12] formulae were developed that relate the lengths and complex
shear along the pleating locus of convex hull boundaries. As indicated
above, the bending angles of [12] are related to our angles by θ = π−α,
φ = π − β. Similarly, the length `α is the length of the geodesic
represented by X and so is twice λ(X). Similarly for `β. That is
λ(X) = `α/2 and λ(Y) = `β/2. In the proof of Theorem 6.1 of [12], it
was shown that

sinh λ(X) = sin(φ/2) cot(θ/2), sinh λ(Y) = sin(θ/2) cot(φ/2).

In our notation, these formulae give us
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Proposition 2.7. The (essential) angles α, β and edge lengths `α, `β

of P(α, β) are related by

(5) sinh(`α/2) = cos(β/2) tan(α/2), sinh(`β/2) = cos(α/2) tan(β/2).

These formulae indicate that the polyhedron P only depends on
the angles α and β, where α, β ∈ (0, π). This justifies our notation
P = P(α, β).

It is easy to see that formulae (5) imply the following:

Proposition 2.8 (Tangent Rule). The (essential) angles α, β and the
edge lengths `α, `β of the polyhedron P(α, β) are related by

(6)
tan(α/2)

tanh(`α/2)
=

tan(β/2)

tanh(`β/2)
= T,

where T is a positive number given by

(7) T 2 = tan2(α/2) + tan2(β/2) + 1.

2.3. The trigonometry from the Gram matrix. In this section we
use the Gram matrix of the polyhedron to re-derive the formulae of the
previous section.

Consider the numbering of faces of P(α, β) as shown in its projection
in Figure 3. Let ρ(j, k) be the hyperbolic distance between the faces
j and k. Then we write A = cosh `α = cosh ρ(3, 4), B = cosh `β =
cosh ρ(7, 8), u = cosh ρ(1, 7) = cosh ρ(2, 8), v = cosh ρ(3, 6) = cosh ρ(4, 5).
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Denote by Gα,β the Gram matrix of the polyhedron P(α, β):

Gα,β =




1 − cos α 0 0 −1 −1 −u 0
− cos α 1 0 0 −1 −1 0 −u

0 0 1 A 0 −v −1 −1
0 0 −A 1 −v 0 −1 −1

−1 −1 0 −v 1 − cos β 0 0
−1 −1 −v 0 − cos β 1 0 0
−u 0 −1 −1 0 0 1 −B

0 −u −1 −1 0 0 −B 1




Denote by G(i1, i2, . . . , ik), k ≤ 8, the diagonal minor of Gα,β, formed
by rows and columns with numbers i1, i2, . . . , ik. Since the rank of Gα,β

is equal to 4 the determinants of each of its 5×5–minors detG(i1, i2, i3, i4, i5)
vanishes. This gives equations relating the entries of Gα,β. More pre-
cisely, taking (i1, i2, i3, i4, i5) to be (1, 2, 3, 4, 5), (1, 2, 3, 4, 8), (2, 5, 6, 7, 8),
(4, 5, 6, 7, 8), respectively, we will get following four equations.

v2 = (A2 − 1)
1 + cos α

1− cos α
,(8)

u2 = (1− cos2 α)
A + 1

A− 1
,(9)

u2 = (B2 − 1)
1 + cos β

1− cos β
,(10)

v2 = (1− cos2 β)
B + 1

B − 1
.(11)

Recall that values A,B, u, v are greater than 1 in these equations.
Taking t = uv and calculating it in two ways using (8), (9) and using
(10), (11) we obtain:

(12) t = (1 + cos α)(A + 1) = (1 + cos β)(B + 1).

Therefore

(13) A =
t

1 + cos α
− 1, B =

t

1 + cos β
− 1.

It is easy to see from (8), (11) and (13) that t satisfies the equation

(t− 2− 2 cos α)(t− 2− 2 cos β) = (1− cos2 α)(1− cos2 β).

This is equivalent to:

(t− 2− cos α− cos β)2 = (1− cos α cos β)2.

Therefore there are two possibilities. Either

t− 2− cos α− cos β = −1 + cos α cos β
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or
t− 2− cos α− cos β = 1− cos α cos β.

In the first case
t = (1 + cos α)(1 + cos β),

which contradicts (12) since A > 1 and B > 1. In the second case

t = 4− (1− cos α)(1− cos β).

Hence

cosh2(`α/2) =
A + 1

2
=

t

2 + 2 cos α
=

1− sin2(α/2) sin2(β/2)

cos2(α/2)

and

cosh2(`β/2) =
B + 1

2
=

t

2 + 2 cos β
=

1− sin2(α/2) sin2(β/2)

cos2(β/2)
.

It easy to see that simplifying and taking square roots we will get the
formulae (5) obtained earlier using the methods of [12]. Also, Proposi-
tion 2.8 follows immediately.

2.4. Volume formulae. In this section we use the Schläfli formula
and the computations of the previous sections to find the volume of
P(α, β).

Define V = V (α, β) = Vol P(α, β) to be the hyperbolic volume of
P(α, β). To find V we use the Schläfli formula (see [9] and [14] for
details):

dV = −`α

2
dα− `β

2
dβ.

Set M = tan(α/2), N = tan(β/2) for 0 < α, β < π. Then dα =
2dM

1 + M2
and dβ =

2dN

1 + N2
. Using equation (6), we obtain `α =

2arctanh(M/T ) and `β = 2arctanh(N/T ). We have to integrate the
differential form

ω = −dV

2
= arctanh(M/T )

dM

1 + M2
+ arctanh(N/T )

dN

1 + N2
,

where T 2 = M2 + N2 + 1. In order to do so, consider the extended
differential form Ω = Ω(M, N, T ) of three independent variables M , N ,
T :

Ω = arctanh(M/T )
dM

1 + M2
+ arctanh(N/T )

dN

1 + N2

+ log

[
(T 2 −M2)(T 2 −N2)

(1 + M2)(1 + N2)

]
dT

1 + T 2
.

Note that Ω satisfies the following properties:
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• Ω is smooth and exact in the region

G = {(M, N, T ) ∈ R3 : M > 0, N > 0, T > 0};
• Ω = ω for all (M,N, T ) ∈ G satisfying equation T 2 = M2 +

N2 + 1.

Let us consider

W = W (M, N) =

∫ +∞

T

log

[
(t2 −M2)(t2 −N2)

(1 + M2)(1 + N2)

]
dt

1 + t2

where T is a positive root of the equation T 2 = M2 +N2 +1. Straight-
forward calculations give

∂W

∂M
= −2arctanh(M/T )

1 + T 2
,

∂W

∂N
= −2arctanh(N/T )

1 + T 2

and W (M, N) → 0 as M,N →∞.
Using M = tan(α/2) and N = tan(β/2), we see that the volume

function V = V (α, β) = V (M,N) satisfies the following conditions:

∂V

∂M
=

∂V

∂α
· ∂α

∂M
= −`α

2
· 2

1 + M2
= −2 arctanh (M/T )

1 + M2
,

∂V

∂N
=

∂V

∂β
· ∂β

∂N
= −`β

2
· 2

1 + N2
= −2 arctanh (N/T )

1 + N2
,

and V (M, N) → 0 as M, N → ∞. The last follows from the fact that
P(α, β) collapses to be flat as α (or β) tends to π. Hence, we conclude
that V (M, N) = W (M, N) for all M, N > 0.

Theorem 2.9. Let α and β be angles in the interval (0, π). The volume
of the polyhedron P(α, β) is given by the formula

(14) Vol P(α, β) =

∫ ∞

T

log

[
(t2 −M2)(t2 −N2)

(1 + M2)(1 + N2)

]
dt

1 + t2
,

where M = tan(α/2), N = tan(β/2) and T is a positive root of the
equation T 2 = M2 + N2 + 1.

Recall that the Lobachevsky function Λ(x) is defined by the formula
(see [9] and [14]):

Λ(x) = −
∫ x

0

log | 2 sin ζ | dζ.

To represent the volume of P(α, β) in terms of the Lobachevsky func-
tion, we will use the following observation.
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Lemma 2.10. Consider

I(L, S) =

∫ +∞

S

log

∣∣∣∣
ζ2 − L2

1 + L2

∣∣∣∣
dζ

1 + ζ2
,

where L = tan µ, S = tan σ, and 0 < µ, σ < π. Then

I(L, S) = ∆(µ, σ)−∆(π/2, σ),

where ∆(µ, σ) = Λ(µ + σ)− Λ(µ− σ).

Proof. Set ζ = tan τ , 0 ≤ τ ≤ π/2. We have

I(L, S) =

∫ +∞

S

log

∣∣∣∣
ζ2 − L2

1 + L2

∣∣∣∣
dζ

1 + ζ2

=

∫ π/2

σ

log

∣∣∣∣
sin(τ − µ) sin(τ + µ)

sin(τ − π/2) sin(τ + π/2)

∣∣∣∣ dτ

=

∫ π/2

σ

log |2 sin(τ − µ)| dτ +

∫ π/2

σ

log |2 sin(τ + µ)| dτ

−
∫ π/2

σ

log |2 sin(τ − π/2)| dτ −
∫ π/2

σ

log |2 sin(τ + π/2)| dτ

=

∫ π/2+µ

σ+µ

log |2 sin η| dη +

∫ π/2−µ

σ−µ

log |2 sin η| dη

−
∫ π

σ+π/2

log |2 sin η| dη −
∫ 0

σ−π/2

log 2 |sin η| dη

= −Λ(π/2 + µ) + Λ(σ + µ)− Λ(π/2− µ) + Λ(σ − µ)

+Λ(π)− Λ(σ + π/2) + Λ(0)− Λ(σ − π/2)

= Λ(µ + σ)− Λ(µ− σ)− (Λ(π/2 + σ)− Λ(π/2− σ))

= ∆(µ, σ)−∆(π/2, σ),

where we used well-known properties of the Lobachevsky function (see
[14] for details). ¤

From Theorem 2.9 and Lemma 2.10 we immediately get the following
expression for the volume.

Corollary 2.11. The volume of a convex hull P(α, β), where 0 <
α, β < π, is given by the formula

(15) VolP(α, β) = ∆(α/2, θ) + ∆(β/2, θ)− 2∆(π/2, θ),

where ∆(µ, σ) = Λ(µ + σ)−Λ(µ− σ), and θ, with 0 < θ < π/2, is the
principal parameter defined by tan2 θ = tan2(α/2) + tan2(β/2) + 1.
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As observed above, the polyhedron P(α, β) is four copies of the de-
generate Lambert cube L(α/2, β/2, 0). Moreover, the parameter θ,
0 < θ < π/2, such that T = tan θ for T defined by (7), is the principal
parameter of the Lambert cube L(α/2, β/2, 0) introduced in [6]. Thus,
the expression for the volume from (15) is, naturally, four times more
than the expression for the volume of the Lambert cube L(α/2, β/2, 0)
given by R. Kellerhals in [6].

2.5. The associated cone manifolds. It is interesting remark that
volumes of convex hulls coincide or are commensurable with volumes
of well-known cone-manifolds.

For the case β = α we have

Corollary 2.12. The volume of a convex hull P(α, α), 0 < α < π is
given by the formula

(16) Vol P(α, α) = 2

∫ π

α

arcsinh (sin(ζ/2)) dζ.

Proof. We have d
dα

V (α, α) = 2∂V
∂α

= −`α, tanh(`α/2) = M
T

, and T 2 =
2 tan2(α/2) + 1 = 2M2 + 1. Hence

sinh2(`α/2) =
tanh2(`α/2)

1− tanh2(`α/2)
=

M2

T 2 −M2
=

M2

M2 + 1
= sin2(α/2),

that is sinh(`α/2) = sin(α/2). Since V (π, π) = 0 the result follows. ¤

The formula we have obtained coincides with the volume formula
for the Whitehead cone-manifold W(α, 0) whose singular set is the
Whitehead link with the cone angle α on one cusp and the complete
hyperbolic structure on the other (see [11]).

Denote by B(α, β, 0) a Borromean cone-manifold whose singular set
are Borromean rings with cone angles α and β on two components and
a complete hyperbolic cusp on the third one (see Figure 4).

Recall that the fundamental set of B(α, β, 0) consists of eight copies
of the Lambert cube L(α/2, β/2, 0) (see, for example [5]). Hence we
immediately get the following

Proposition 2.13. The volume of the convex hull P(α, α) coincides
with the volume of the Whitehead link cone-manifold W(α, 0). The
volume of the convex hull P(α, β) is equal to one half of the volume of
the Borromean cone-manifold B(α, β, 0).
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Figure 4. The Borromean rings.

3. The case where XY and XY −1 are purely hyperbolic

3.1. Constructing the polyhedron. Let matrices X,Y ∈ SL(2,C)
with tr[X,Y] = −2 represent isometries X and Y of H3 which generate
a punctured torus group. For the rest of this section we suppose that
tr(XY) and tr(XY−1) are both real and greater than 2. Thus both
XY and XY −1 are purely hyperbolic. We will show that either 〈X,Y 〉
is Fuchsian or else the axes of XY and XY −1 are the pleating loci of
the convex hull boundary.

From the expression for the trace of the commutator given above (2),
we see that the traces of X, Y, XY and the traces of X, Y, XY−1

satisfy the Markov equations (see [12]):

tr2(X) + tr2(Y) + tr2(XY) = tr(X) tr(Y) tr(XY)

tr2(X) + tr2(Y) + tr2(XY−1) = tr(X) tr(Y) tr(XY−1)

As above, to simplify the notation, we define

x = cosh λ(X) =
1

2
tr(X),

y = cosh λ(Y) =
1

2
tr(Y),

A = cosh λ(XY) =
1

2
tr(XY),

B = cosh λ(XY−1) =
1

2
tr(XY−1).

From the Markov equations we see that A and B are the two roots of
the equation

t2 − 2xy t + x2 + y2 = 0.
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Therefore, by the Vietta theorem,

2xy = A + B > 2

x2 + y2 = AB > 1.

In particular, both of these quantities are real. We obtain the following
analogue of Proposition 2.1.

Proposition 3.1. Suppose that 〈X,Y 〉 is a punctured torus group for
which A = cosh λ(XY) > 1 and B = cosh λ(XY−1) > 1.

(i) If (A + B) ≤ AB then 〈X,Y 〉 is Fuchsian.

(ii) If (A + B) > AB then cosh λ(Y) = cosh λ(X), which is not
real.

Proof. (i) In this case we have, by hypothesis, that

0 ≤ AB − A−B = x2 + y2 − 2xy = (x− y)2,

0 < AB + A + B = x2 + y2 + 2xy = (x + y)2.

Therefore x− y and x + y are real, and so x and y are both real. Thus
we have tr(X) = 2x, tr(Y) = 2y and tr(XY) = 2A all being real.
Therefore 〈X, Y 〉 maps a hyperplane in H3 to itself. Thus 〈X, Y 〉 is a
two generator group of isometrics of the hyperbolic plane for which the
commutator of the generators is parabolic. Hence this group is discrete
[8].

(ii) In this case, by hypothesis, we have

0 > AB − A−B = x2 + y2 − 2xy = (x− y)2.

Therefore x− y is purely imaginary. Together with the fact that x + y
is real we see that cosh λ(X) = x and cosh λ(Y) = y are (non-real)
complex conjugates of one another. ¤

In what follows we will be interested in the case where AB < A+B,
that is the non-Fuchsian case. Unless we indicate otherwise we always
assume that we are in this case.

Lemma 3.2. Let 〈X, Y 〉 be a punctured torus group where A = cosh λ(XY)
and B = cosh λ(XY−1) are both real and greater than 1. Then the axes
of X and Y intersect with angle θ(X, Y ) where

cos2 θ(X, Y ) =
(A−B)2

(A−B)2 + 4
.

Proof. Calculating the complex distance δ(X,Y ) as before, we obtain
equation (1). Squaring this expression and substituting for 2xy = A+B
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and x2 + y2 = AB we find that

cosh2 δ(X, Y ) =
(A−B)2

(A−B)2 + 4
.

As this is real and less than 1 we see that < δ(X, Y ) = 0. In other
words, the axes of X and Y intersect with angle = δ(X,Y ) = θ(X, Y ).
This gives the result. ¤

Now we will construct the fundamental polyhedron for the convex

core of 〈X,Y 〉. This will be Q̃ = Q̃(α, β).
Since XY, (YX)−1 and their product XYX−1Y−1 all have real

trace, the corresponding isometries XY , (Y X)−1 and XY X−1Y −1 gen-
erate a Fuchsian group. Likewise, since XY−1, (Y−1X)−1 and XY−1X−1Y
all have real trace, the corresponding isometries XY −1, (Y −1X)−1 and
XY −1X−1Y too generate a Fuchsian group.

• Let Π+ be the plane preserved by the group 〈XY, Y X〉;
• Let Π− be the plane preserved by the group 〈XY −1, Y −1X〉.

Following the construction in Section 2.1, we define geodesics γX , γY

and γ0 by

• γX is the axis of X;
• γY is the axis of Y ;
• γ0 is the common perpendicular of γX and γY .

We define the following halfturns:

• Let I0 denote the halfturn fixing γ0.
• Define I1 by I1 = I0X. Then I1 is a halfturn fixing a geodesic γ1.
• Define I2 by I2 = Y I0. Then I2 is a halfturn fixing a geodesic γ2.

Thus γ1 is orthogonal to γX and the complex distance along γX between
γ0 and γ1 is λ(X). Similarly, γ2 is orthogonal to γY and the complex

distance between γ0 and γ1 is λ(Y) = λ(X). Moreover, we have

I0XI0 = X−1, I1XI1 = X−1, I2XI2 = Y X−1Y −1,

I0Y I0 = Y −1, I1Y I1 = X−1Y −1X, I2Y I2 = Y −1.

We claim that

Lemma 3.3. The geodesic γ0 is orthogonal to Π+ and Π−.

Proof. We have

I0 (XY ) I0 = (Y X)−1, I0 (XY −1) I0 = (Y −1X)−1.

In other words I0 interchanges the axes of XY and Y X and so preserves
Π+. Likewise, I0 interchanges the axes of XY −1 and Y −1X and so
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preserves Π−. Moreover,

I0 (XY X−1Y −1) I0 = (Y XY −1X−1)−1,

I0 (XY −1X−1Y ) I0 = (Y X−1Y −1X)−1.

Thus I0 swaps the fixed points of XY X−1Y −1 and Y XY −1X−1 which
lie on the boundary of Π+. Since these two fixed points are not sepa-
rated by the axes of XY and Y X, elementary plane hyperbolic geom-
etry shows that I0 acts on Π+ as a rotation. Similarly, I0 swaps the
fixed points of XY −1X−1Y and Y X−1Y −1X and so acts on Π− as a
rotation. This gives the result. ¤

Consider a plane Π0 containing γ0 so that the angle between Π0 and
γX is the same as the angle between Π0 and γY . There are two planes
with this property. Let Π0 be the plane separating γX ∩γ1 and γY ∩γ2.
Let Π1 be the other such plane.

• Let R0 be reflection in Π0;
• Let R1 be reflection in Π1;
• Then R0(γX) = R1(γX) = γY ;
• R0(γ1) = γ2;
• R0R1 = I0.

For the penultimate line we used cosh λ(Y) = cosh λ(X). Furthermore,
we have

R0I0R0 = I0, R0I1R0 = I2, R0I2R0 = I1.

Hence

R0XR0 = R0I0I1R0 = I0I2 = Y −1, R0Y R0 = R0I2I0R0 = I1I0 = X−1.

Because I0 = R0R1, we see that Π1 contains γ0 and that Π0 and Π1 are
orthogonal.

R1XR1 = R0I0XI0R0 = Y, R1Y R1 = R0I0Y I0R0 = X.

Lemma 3.4. The planes Π0 and Π1 satisfy:

(i) Π0 is orthogonal to the axes of XY and Y X, and hence to Π+;
(ii) Π0 is orthogonal to Π− and contains the fixed points of parabolic

isometries XY −1X−1Y and Y X−1Y −1X;
(iii) Π1 is orthogonal to the axes of XY −1 and Y −1X, and hence to

Π−;
(iv) Π1 is orthogonal to Π+ and contains the fixed points of parabolic

isometries XY X−1Y −1 and Y XY −1X−1.

Proof. We prove (i) and (ii). Parts (iii) and (iv) will follow similarly.

R0(XY )R0 = (XY )−1, R0(Y X)R0 = (Y X)−1
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Figure 5. The polyhedron Q(α, β).

and so R0 preserves the axes of XY and Y X. Hence Π0 is orthogonal
to Π+. Similarly,

R0(XY −1)R0 = Y −1X, R0(Y
−1X)R0 = XY −1

and so R0 swaps the axes of XY −1 and Y −1X. Hence it preserves Π−
and so Π0 is orthogonal to Π−. Furthermore,

R0(XY −1X−1Y )R0 = (XY −1X−1Y )−1,

R0(Y X−1Y −1X)R0 = (Y X−1Y −1X)−1.

Thus R0 fixes their fixed points, which must lie in Π0. ¤

Let Q be the hyperbolic polyhedron formed by the common intersec-
tion of halfspaces bounded by Π+, Π−, Π0, Π1 and their images under
I1. For i = 0, 1 let Fi, Fi+2 be the face of Q contained in Πi, I1(Πi)
respectively (see Figure 5).

The intersection of the faces Π+ and I1(Π+) is the segment of the
axis of Y X with length `α = λ(XY). Let us denote the dihedral angle
at this edge by α. (This is twice the angle between the axis of I1 and
the plane Π+.) Similarly, the intersection of the faces Π− and I1(Π−)
is the segment of the axis of Y −1X with length `β = λ(XY−1). We
denote the dihedral angle at this edge by β. (This is twice the angle
between the axis of I1 and the plane Π−.) By the construction, all
other dihedral angles of Q are right angles.

We see that planes Π1 and I1(Π0) meet at the fixed point of the
parabolic isometry X−1Y −1XY . This point is also on Π+ and I1(Π−).
Therefore faces F1 and F2 have a common point at infinity. Likewise, Π0
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and I1(Π1) meet at the fixed point of the isometry Y X−1Y −1X which
also lies on Π− and I1(Π+). Similarly, F0 and F3 have a common point
at infinity too. All other vertices of Q are ordinary. To summarise:

Proposition 3.5. The polyhedron Q has ten vertices. Two of these are
ideal vertices and are the fixed points of X−1Y −1XY and Y X−1Y −1X.
The other eight vertices are finite and correspond to the intersection of
the axes of Y X, Y −1X, I0 and I1I0I1 with the common perpendiculars
of the axes of I0, Y X; I0, Y −1X; I1I0I1, Y X; I1I0I1, Y −1X.

Let Q′ be the hyperbolic polyhedron formed by the common inter-
section of halfspaces bounded by Π+, Π−, Π0, Π1 and their images
under I2. For i = 0, 1 let F ′

i , F ′
i+2 be the face of Q′ contained in Πi,

I2(Πi) respectively. Clearly R0 swaps Q and Q′. Denote Q̃ = Q∪Q′.

Proposition 3.6. The polyhedron Q̃ = Q∪Q′ with the side pairings

Id : F0 −→ F ′
0, Y : F1 −→ F ′

3, Y X : F2 −→ F ′
2, X : F3 −→ F ′

1.

is a fundamental domain for the convex core of the group 〈X,Y 〉.
Proof. The proof is similar to the proof of Proposition 2.6. Again, it is
clear that

N =
⋃

T∈〈X,Y 〉
T (Q∪Q′)

is invariant under 〈X, Y 〉 and is convex.
The fact that the boundary of N consists of the orbit of Nielsen re-

gions of the Fuchsian subgroups 〈XY, Y X〉 and 〈XY −1, Y −1X〉 means
that it is contained in the Nielsen region of 〈X,Y 〉. This gives the
result. ¤

3.2. The trigonometry from bending formulae. In this section
we use the bending formulae of [12] to show that Q only depends on
the dihedral angles across the axes of XY and XY −1.

The only free parameters for Q are the lengths and dihedral angles in
the sides ofQ contained in the axes of XY and Y −1X. According to the
above notation, α is the dihedral angle between Π+ and I1(Π+) along
the axis of Y X and we define `α to be length of the corresponding side
of Q. According to the above notation, β is the dihedral angle between
Π− and I1(Π−) along the axis of Y −1X and we define `β to be length
of the corresponding side of Q.

We now show how to relate α, β, `α, `β using the formulae of Parker
and Series [12]. Now the pleating loci are next-but-one neighbours
with common neighbour X. It is easy to see that the real part of the
translation along XY is half the length of this curve, that is λ(XY).
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Also, from the way the polyhedron is constructed, we see that `α is
λ(XY). Likewise for the other face. Therefore, using the formula (I)
of [12] (with U = X) first with λ(W ) = `α, τ = `α + i(π−α) and then
with λ(W ) = `β, τ = `β + i(π − β) we obtain

cosh2 λ(X) =
cosh2(`α/2 + i(π − α)/2)

tanh2 `α

=
cosh2(`β/2 + i(π − β)/2)

tanh2 `β

.

Taking square roots and equating the real and imaginary parts we
obtain

cosh(`α/2) sin(α/2)

tanh(`α)
= ±cosh(`β/2) sin(β/2)

tanh(`β)
,

sinh(`α/2) cos(α/2)

tanh(`α)
= ±sinh(`β/2) cos(β/2)

tanh(`β)
.

Squaring and using the duplication formula for cos and cosh we obtain

Proposition 3.7. The (essential) angles α, β and the edge lengths `α,
`β of Q = Q(α, β) are related by

A2(1− cos α)

A− 1
=

B2(1− cos β)

B − 1
,

A2(1 + cos α)

A + 1
=

B2(1 + cos β)

B + 1
,

where A = cosh `α and B = cosh `β.

These formulae indicate that the polyhedron Q only depends on
the angles α and β, where α, β ∈ (0, π). This justifies our notation

Q = Q(α, β) and Q̃ = Q̃(α, β). In the next section we will see how to
write A and B in terms of cos α and cos β.

It easy to see from proposition 3.7 that the following relation follows:

tan(α/2)

tanh(`α/2)
=

tan(β/2)

tanh(`β/2)
= T

for some parameter T , but to find it we need to know more relations
between essential angles and lengths. The effective way to obtain these
relations is to consider the Gram matrix.

3.3. The trigonometry from the Gram matrix. In this section
we consider the Gram matrix of Q and re-derive the formulae from the
previous section.

Consider the numbering of faces of Q(α, β), for 0 < α, β < π, as
shown on its projection in Figure 6. Let ρ(i, j) be the distance between
faces of Q(α, β) with numbers i and j. Denote A = cosh `α, B =
cosh `β, u = cosh d = cosh ρ(2, 5) = cosh ρ(4, 7), v = cosh ρ(2, 8) =
cosh ρ(1, 7), w = cosh ρ(3, 5) = cosh ρ(4, 6).
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Figure 6. The polyhedron Q(α, β).

Remark that the edges marked by d (which also denotes their lengths)
are common perpendiculars to faces 2 and 5, and faces 4 and 7. As we
see from the construction, d is distance between planes Π+ and Π−.

Let Gα,β be the Gram matrix of the polyhedron Q(α, β):

Gα,β =




1 0 −1 0 0 0 −v −A
0 1 0 −1 −x 0 − cos β −v

−1 0 1 0 −w −B 0 0
0 −1 0 1 − cos α −w −u 0
0 −u −w − cos α 1 0 −1 0
0 0 −B −w 0 1 0 −1

−v − cos β 0 −u −1 0 1 0
−A −v 0 0 0 −1 0 1




Denote by G(i1, i2, . . . , ik), k ≤ 8, the diagonal minor of Gα,β, formed
by rows and columns with numbers i1, i2, . . . , ik. Since the rank of Gα,β

is equal to 4 the determinants of each of its 5×5–minors detG(i1, i2, i3, i4, i5)
will vanish. Again, this gives relations between the entries of Gα,β. Tak-
ing the minors corresponding to the columns (1, 2, 4, 5, 6), (1, 2, 5, 6, 7),
(1, 2, 4, 5, 8), (2, 3, 4, 6, 8), (1, 2, 5, 6, 8), (1, 2, 3, 5, 6) respectively, we ob-
tain following six equations.

w2(u2 − 1) = (u + cos α)2,(17)

v2(u2 − 1) = (u + cos β)2,(18)

(A2 − 1)(u + cos α)2 = v2(1− cos2 α),(19)

(B2 − 1)(u + cos β)2 = w2(1− cos2 β),(20)

v2 = A2(u2 − 1),(21)

w2 = B2(u2 − 1).(22)
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Recall that quantities A, B, u, v and w are greater than 1 in these
equations. From equations (17) and (22) we get

(23) B(u2 − 1) = (u + cos α).

Substituting (22) into (20) we have

B2(1 + u cos β)2 − (u + cos β)2 = 0.

Factorising this equation and substituting for B from (23) we obtain

fα,β(u) gα,β(u) = 0,

where

(24) fα,β(u) = u3 − u(2 + cos α cos β)− cos α− cos β

and

gα,β(u) = u3 + 2u2 cos β + u cos α cos β + cos α− cos β.

Analogously, from (18) and (21) we get

(25) A(u2 − 1) = (u + cos β),

and substituting (21) into (19), we obtain

A2(1 + u cos α)2 − (u + cos α)2 = 0,

which gives
fα,β(u) gβ,α(u) = 0.

Therefore, u is a root of the equation

fα,β(u) hα,β(u) = 0,

where

hα,β(u) = gα,β(u)− gβ,α(u) = 2(u2 − 1)(cos β − cos α).

We remark that equations hα,β(u) = 0 and gα,α(u) = 0 have no roots
with u > 1. Therefore, fα,β(u) = 0. It is easy to see that if α 6= π and
β 6= π then fα,β(1) < 0. Furthermore, fα,β(u) is strictly increasing on
the interval (1,∞), and so has only one root u with u > 1. Using (23)
and (25) to substitute for cos(α) and cos(β) in (24) we find that for
such a root u we have

(26) u =
A + B

AB
.

Therefore we obtain

(27) cos α =
A + B − A2B

A2
, cos β =

A + B − AB2

B2
.

These equations are equivalent to the formulae in Proposition 3.7.
From this it is easy to see that the following four conditions are

equivalent: (i) u = 1; (ii) cos α = −1; (iii) cos β = −1; (iv) A + B =
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AB. They correspond to the case when the polyhedron Q(α, β) has
collapsed. As we saw in Proposition 3.1, the polyhedron Q(α, β) is
non-degenerate if and only if A + B > AB.

Substituting for B = A/(Au − 1) and A = B/(Bu − 1) into the
expressions for cos α and cos β in (27) gives

cos α =
u− A

Au− 1
, cos β =

u−B

Bu− 1
.

Rearranging gives

(28) A =
u + cos α

1 + u cos α
, B =

u + cos β

1 + u cos β
.

Combining these with the expression for u given in (24) we obtain:

Proposition 3.8. For a non-degenerate polyhedron Q(α, β), the pa-
rameters A = cosh `α and B = cosh `β can be found by

A =
u + cos α

1 + u cos α
B =

u + cos β

1 + u cos β
,

where u > 1 is the root of the equation

(29) u3 − u(2 + cos α cos β)− cos α− cos β = 0.

Recall that by definition u = cosh d, where d is distance between
planes Π+ and Π−. Set T = coth(d/2), and note that T 2 = (u +
1)/(u− 1). Using standard relations

cos ν =
1− tan2(ν/2)

1 + tan2(ν/2)
, cosh µ =

1 + tanh2(µ/2)

1− tanh2(µ/2)
,

we are able to rewrite the above proposition in the following way:

Proposition 3.9 (Tangent Rule). The (essential) angles α, β and the
edge lengths `α, `β of the polyhedron Q(α, β) are related by

(30)
tan(α/2)

tanh(`α/2)
=

tan(β/2)

tanh(`β/2)
= T,

where T is a positive number given by T 2 = (u + 1)/(u − 1), and u is
a root of the equation (29).

Remark that u = (T 2 + 1)/(T 2 − 1), and it follows from (29) that u
satisfies the equation

(u2 − 1)2 = (u cos α + 1)(u cos β + 1).

By direct computations, we see that T satisfies the equation

T 2 −M2

1 + M2

T 2 −N2

1 + N2

[
T 2 − 1

2T 2

]2

= 1,
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where M = tan(α/2) and N = tan(β/2).

3.4. Volume formulae. In this section we use Schläfli’s formula to
find the volume of Q(α, β).

By the construction, the volume of the convex hull Q̃(α, β) is twice
the volume of the polyhedron Q(α, β). To find the volume of the latter
polyhedron, we will use the method of the extended Schläfli differential
form. Consider Schläfli’s differential form

ω = dVolQ(α, β) = −1

2
(`αdα + `βdβ)

defined for 0 < α, β < π. Let us extend it to a differential form
Ω = Ω(α, β, u) of three independent variables α, β, u:

Ω = −1

2
(`αdα + `βdβ + `udu) ,

where u plays a role of the principal parameter. We have to choose Ω
in such a way that following properties are satisfied:

• Ω is smooth and exact in the region

G = {(α, β, u) ∈ R3 : 0 < α < π, 0 < β < π, u > 1};
• Ω = ω for all (α, β, u) ∈ G satisfying equation (29).

Since Ω is supposed to be exact, we have

∂`u

∂α
=

∂`α

∂u
=

∂

∂u

(
arccosh

u + cos α

1 + u cos α

)
=

sin α

(1 + u cos α)
√

u2 − 1
.

So

`u =

∫
sin α dα

(1 + u cos α)
√

u2 − 1

= − 1

u
√

u2 − 1
log(1 + u cos α) + C(u, β)

= − 1

u
√

u2 − 1
log

(1 + u cos α)(1 + u cos β)

(u2 − 1)2
.

We note that for u > 1 the equation (29) is equivalent to

(1 + u cos α)(1 + u cos β)

(u2 − 1)2
= 1.

If this condition is satisfied, we have `u = 0 and consequently Ω = ω.
Applying the same arguments as in Theorem 2.9, we find

Theorem 3.10. The volume of the convex hull Q̃(α, β) is given by

Vol Q̃(α, β) =

∫ u

1

log

[
(1 + ζ cos α)(1 + ζ cos β)

(ζ2 − 1)2

]
· dζ

ζ
√

ζ2 − 1
,
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where u > 1 is the root of the equation (29).

If α = β, then u = 1
2
(cos α +

√
8 + cos2 α), and

Vol Q̃(α, α) = 2

∫ u

1

log
1 + ζ cos α

ζ2 − 1
· dζ

ζ
√

ζ2 − 1

= 2

∫ π

α

arccosh

√
8 + cos2 α− cos α

2
dα.

Now we want to express Vol Q̃(α, β) in term of the Lobachevsky
function. To do this we write M = tan(α/2) and N = tan(β/2) and
make the following substitutions in the integral of Theorem 3.10: ζ =
(t2+1)/(t2−1), cos α = (1−M2)/(1+M2), and cos β = (1−N2)(1+N2).
As a result we obtain:

Corollary 3.11. The volume of the convex hull Q̃(α, β) is given by

Vol Q̃(α, β) = 2

∫ +∞

T

log

∣∣∣∣∣
(t2 −M2)(t2 −N2)

(1 + M2)(1 + N2)

(
t2 − 1

2t2

)2
∣∣∣∣∣

dt

1 + t2
,

where M = tan(α/2), N = tan(β/2) and T = coth(d/2) is the variable
from the tangent rule.

Using this result and Lemma 2.10 we have

Corollary 3.12. The volume of the convex hull Q̃(α, β) is given by

Vol Q̃(α, β) = 2∆(α/2, θ) + 2∆(β/2, θ) +

4∆(π/4, θ)− 4∆(0, θ)− 4∆(π/2, θ),

where ∆(µ, σ) = Λ(µ + σ)− Λ(µ− σ), and θ is a principal parameter
such that T = tan θ.

In particular, VolQ(0, 0) = 2.53735 . . ., which is the maximal vo-
lume for the family Q(α, β). Moreover, VolQ(π/2, π/2) = 1.83193 . . .
which is one-half of the volume of the ideal right-angled octahedron.

3.5. The associated cone manifolds. In this section we will deter-
mine a link which is naturally related with the polyhedron Q(α, β) in
the same manner as the Lambert cube is related with the Borromean
rings.

In order to do this we consider Q(α, β) as a particular case of a more
general polyhedron O = O(α, β, γ, δ, ε, ν) (see Figure 7). The dihedral
angles of O are equal to α, β, γ, δ, ε, ν on edges labelled by these
letters, and are π/2 on the other edges. We allow for angles α, β, γ,
δ, ε, ν to be zero. In this case the corresponding edges become ideal
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Figure 7. The polyhedron O(α, β, γ, δ, ε, ν).
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Figure 8. Two representations of the singular set of the
orbifold Ω+.

vertices of polyhedra with a complete hyperbolic structure. Note that
for α = β = γ = δ = ε = ν = 0 the polyhedron O is a regular right
angled octahedron. The existence of O in the hyperbolic space H3 for
all 0 ≤ α, β, γ, δ, ε, ν < π follows from Rivin’s theorem [13]. We remark
that Q(α, β) = O(α, β, π/2, π/2, 0, 0).

Consider a hyperbolic cone-manifold Ω whose underlying space is
the polyhedron O and whose singular set consists of faces, edges and
vertices of O. Let Ω+ be an orientable double of Ω. Then Ω+ can
be obtained by gluing together O and its mirror image along their
common boundary. As a result, Ω+ can be recognised as a hyperbolic
cone-manifold with the 3-sphere as its underlying space and whose
singular set is formed by the edges of O with cone angles twice the
dihedral ones (see Figure 8, where unlabelled edges correspond to cone
angles π).
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2α

2ν 2ε

2δ

2β 2γ

Figure 9. The link L.

To construct the two-fold covering we will use the approach from
[10] based on the properties of the Hamiltonian circuit. Note that
unbranched edges form a Hamiltonian circuit λ passing through all
vertices of the singular set of Ω+. Consider a two-fold covering Σ → Ω+

of Ω+ branched over the cycle λ. Since λ is unknotted in Ω+, the
underlying space of Σ is the 3-sphere again. The singular set of Σ is a
six component link L formed by lifting the labelled edges. To recognise
this link we represent λ as a circle with 12 vertices as in the right hand
figure of Figure 8. After taking the two-fold covering branched along
λ we obtain the link L (see Figure 9).

Hence Σ = Σ(2α, 2β, 2γ, 2δ, 2ε, 2ν) is a hyperbolic cone-manifold
with singular set illustrated in Figure 9. By the construction we have

(31) VolO(α, β, γ, δ, ε, ν) =
1

4
VolΣ(2α, 2β, 2γ, 2δ, 2ε, 2ν).

In particular, we obtain

Proposition 3.13. The volume of the convex hull Q̃(α, β) is equal to
one half of the volume of cone-manifold Σ(2α, 2β, π, π, 0, 0).

This statement gives us a convenient way to calculate the volume of

Q̃(α, β) using J. Weeks’ computer program SnapPea [15].
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